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Chapter One

Introduction

1.1 The central problem and its history

The central problem considered in this thesis can be phrased by the following general ques-
tion: given some family of forbidden geometrical configurations, how large can a set be if
it does not contain any member of this family?

1.1.1 Forbidding one distance
The simplest and most well-studied instance of this problem concerns forbidden configu-
rations of only two points in Rd, which are then characterized by their distance; since there
clearly exist unbounded sets in Rd which do not span a given distance, the appropriate
notion of ‘largeness’ must take into account their density rather than their cardinality or
measure. We define the upper density d(A) of a measurable set A ⊆ Rd by

d(A) = lim sup
R→∞

vol(A ∩ [−R, R]d)
vol([−R, R]d)

,

where vol denotes the Lebesgue measure.
Our general problem in this case becomes: What is the maximum1 upper density that

a subset of Rd can have if it does not contain pairs of points at distance 1? (Note that the
problem is dilation-invariant, so there is no loss of generality in assuming the forbidden
distance to be 1.) We shall denote this extremal density by mRd (1).2

The parameter mRd (1) can also be seen in a more combinatorial perspective as the
independence ratio of the unit distance graph, whose vertex set is Rd and two vertices form
an edge if their distance is 1; then mRd (1) corresponds to the (upper) density of a maximum
independent set. It is many times studied in conjunction with the measurable chromatic
number χm(Rd) of the Euclidean space (see e.g. Section 3 of Székely’s survey [63]), which
is the minimum number of ‘color classes’ in a measurable partition of Rd with each class

1In order to lighten the presentation, throughout this introduction we shall informally use the word ‘maximum’
even when there is no guarantee that a maximum is attained.

2In the literature this quantity is usually denoted by m1(Rd), but our notation is more adequate for the general-
izations we will consider later.

1



2 Introduction Chapter 1

being independent in the unit distance graph. The connection between these two parameters
is given by the simple inequality χm(Rd) ≥ 1/mRd (1); indeed, if no color class contains
pairs of points at unit distance, then each of them has upper density at most mRd (1), and it
takes at least 1/mRd (1) such classes to cover the whole space. Thus, any upper bound for
mRd (1) gives a corresponding lower bound for χm(Rd).

A simple but very useful observation is that finite configurations of points in Rd can
provide upper bounds for mRd (1). Indeed, suppose v1, v2, . . . , vM ∈ R

d are M points such
that any D + 1 of them contain some two points at unit distance; in other words, the sub-
graph of the unit distance graph induced by the points v1, . . . , vM has independence number
at most D. Then any set A ⊆ Rd which avoids distance 1 can intersect at most D points in
any translated set {x + v1, x + v2, . . . , x + vM}; by averaging over the translation parameter
x, we conclude that d(A) ≤ D/M. Larman and Rogers [45] constructed several such con-
figurations with a low ratio D/M, in different dimensions d ≥ 2, from which they derived
bounds for mRd (1) and other related parameters.

Despite significant research on the subject, there is still no dimension d ≥ 2 for which
the value of mRd (1) is known. As far back as 1982, Erdős [31] conjectured that mR2 (1) <
1/4, implying that any measurable planar set covering one fourth of the Euclidean plane
contains pairs of points at unit distance. This conjecture is still open; the best upper bound
currently known is mR2 (1) ≤ 0.25442, obtained by Ambrus and Matolcsi [1] using a com-
bination of Fourier analytic and linear programming methods. On the other side, a con-
struction given by Croft [14] (c.f. Székely [63]) provides the current best lower bound of
0.22936.

A celebrated combinatorial theorem of Frankl and Wilson [36] on intersecting set sys-
tems implies that mRd (1) decays exponentially with the dimension, and obtains the asymp-
totic upper bound mRd (1) ≤ (1.207+o(1))−d. This is obtained by applying their intersection
theorem to a suitable collection of vectors in Rd representing subsets of {1, 2, . . . , d}, whose
pairwise distances encode the size of the corresponding intersection; see [36, Theorem 3].
Using similar arguments to Frankl and Wilson but considering other collections of vectors
in Euclidean space, Raigorodskii [51] improved their upper bound to (1.239 + o(1))−d.

The best asymptotic upper bound for mRd (1) currently known is (1.268+o(1))−d, which
was obtained by Bachoc, Passuello and Thiery [5] using a combination of linear program-
ming methods and Raigorodskii’s constructions; as a consequence, they obtain also the
asymptotic lower bound χm(Rd) ≥ (1.268 + o(1))d for the measurable chromatic number
of Rd. On the other direction, a construction of Larman and Rogers [45] shows the upper
bound χm(Rd) ≤ (3 + o(1))d, which in turn gives the current best asymptotic lower bound
mRd (1) ≥ (3 + o(1))−d.

We refer the reader to Bachoc, Passuello and Thiery [5] and to DeCorte, Oliveira and
Vallentin [22] for the best known numerical bounds for mRd (1) and χm(Rd), in several
dimensions d ≥ 3.

1.1.2 Forbidding several distances
The situation becomes even more complex and interesting when one forbids multiple dis-
tances r1, . . . , rn > 0. Let us denote by mRd (r1, . . . , rn) the maximum upper density of a set
in Rd avoiding all of these distances. This parameter was first studied by Székely [61, 62] in
connection with the chromatic number of geometric graphs, and it depends not only on the
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dimension of the space and number of forbidden distances, but also on how these distances
relate to each other.

In his first paper [61], Székely made two conjectures connecting the structure of a set
H ⊂ R+ of forbidden distances to the value of mRd (H). He conjectured that, in dimension
d ≥ 2, one has mRd (H) = 0 whenever sup H = ∞; this can also be stated by saying that,
whenever a set A ⊆ Rd has positive upper density, there is some number r0 such that all the
distances greater than r0 occur among the points of A. (Note that this property is false in
dimension 1, as the set

⋃
k∈Z

[
2k, 2k + 1

)
has density 1/2 but avoids all odd distances.) This

conjecture was proven by Furstenberg, Katznelson and Weiss [37] using ergodic-theoretic
methods.

Székely also conjectured that, if d ≥ 2 and r1, r2, . . . is a sequence of positive numbers
converging to zero, then mRd (r1, . . . , rn)→ 0 as n→ ∞; this can be seen as a kind of ‘con-
tinuity property’ for Steinhaus’ theorem in measure theory, which implies that mRd (H) = 0
whenever inf H = 0. This conjecture was first proven by Falconer [33], who also noted that
it fails in dimension d = 1: for any integer N ≥ 1, the set

⋃
k∈Z

[
2k/3N , (2k + 1)/3N)

has
density 1/2 but avoids distances 1, 3−1, 3−2, . . . , 3−N . We refer the reader to Székely [63]
for a survey of results related to the extremal density parameter mRd of a collection of
distances, and to the measurable chromatic number of Rd.

More recently, Bukh [8] obtained the stronger asymptotic result that mRd (r1, . . . , rn)
tends to mRd (1)n as the ratios r j+1/r j between consecutive distances get large, in dimension
d ≥ 2. (The two examples given in the last paragraphs show that this is not true in di-
mension 1.) Note that Bukh’s result easily implies both conjectures of Székely. Bukh also
showed that, for d ≥ 2, there always exists an extremal measurable set A ⊂ Rd avoiding a
prescribed finite collection of distances; thus mRd (r1, . . . , rn) is attained as a maximum.

1.1.3 Forbidding higher-order configurations

Another interesting instance of our central problem concerns forbidden configurations of
more than two points in Rd.

Given a family of finite configurations P1, P2, . . . , Pn ⊂ R
d, let us define their inde-

pendence density mRd (P1, P2, . . . , Pn) as the maximum upper density of a set in Rd which
does not contain a congruent copy of any of these configurations. This parameter general-
izes the earlier notion of extremal density mRd (r1, . . . , rn) from two-point to higher-order
configurations; it can also be seen as the independence ratio of the geometric hypergraph
with vertex set Rd whose edges are all isometric copies of P j, 1 ≤ j ≤ n.

Bourgain [7] was the first to consider questions related to the independent density of
higher-order configurations. Making use of Fourier analytic methods, he was able to gen-
eralize the already mentioned Furstenberg-Katznelson-Weiss theorem [37] from two-point
to d-point configurations in general position in Rd, for any d ≥ 2. For convenience, hence-
forth we shall say that a configuration P ⊂ Rd is admissible if it has at most d points and
spans a (|P| − 1)-dimensional affine hyperplane; Bourgain showed:

Theorem 1.1 (Bourgain [7]). Suppose P ⊂ Rd is admissible. If A ⊆ Rd has positive upper
density, then there is some number t0 such that A contains a congruent copy of t ·P for all
t ≥ t0.
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This result will play an important role in what follows, and will be referred to as Bour-
gain’s theorem. Using our independence density notation, it can be restated as the assertion
that mRd

(
(t jP) j≥1

)
= 0 for all admissible P ⊂ Rd and all unbounded positive sequences

(t j) j≥1; Bourgain’s proof in fact implies the stronger result that

mRd (t1P, t2P, . . . , tnP)→ 0 as n→ ∞

whenever the dilation sequence (t j) j≥1 tends either to zero or to infinity. His methods then
provide also a generalization of Falconer’s theorem [33] mentioned before.

It is interesting to note also a ‘negative’ result of Graham in a similar vein. A set in Rd is
said to be spherical if it is contained on the surface of some sphere (with finite radius); it is
easy to see that every affinely independent set of points in Rd (and hence every admissible
configuration) is spherical. Graham [39] showed that the conclusion of Bourgain’s theorem
is false whenever the configuration P ⊂ Rd considered is not spherical; indeed, in this case
his arguments show (for instance) that mRd (P,

√
3P,
√

5P,
√

7P, . . . ) > 0.
In another direction of research, one can fix some finite configuration P and consider

how the value of mRd (P) evolves as the dimension d grows. A famous combinatorial theo-
rem of Frankl and Rödl [34] on forbidden intersections implies that, for any fixed k ≥ 1, the
independence density of a regular k-dimensional simplex in Rd decays exponentially with
the dimension d; this is obtained by considering the set of points (2d)−1/2{−1, 1}d ⊂ Rd

(with d a multiple of 4), where unit simplices correspond to families of subsets of {1, . . . , d}
having pairwise symmetric difference d/2. This asymptotic result was later extended by the
same authors [35] to any non-degenerate simplex (that is, any finite collection of affinely in-
dependent points). They deduced from these same methods that non-degenerate simplices
are exponentially Ramsey, in the sense that any partition of Rd into sets each avoiding some
fixed simplex must have exponentially many parts on the dimension d.

Despite these previous results, it seems that problems related to the independence
density of higher-order configurations remain largely unexplored. The only other result
we are aware of which can be stated in terms of this parameter is a lemma of Bukh [8,
Lemma 6], which shows that mRd is supermultiplicative, i.e. it satisfies mRd (P1, . . . , Pn) ≥∏n

i=1 mRd (Pi) for all finite configurations P1, . . . , Pn ⊂ R
d.

1.1.4 Forbidding configurations on the sphere
One can also consider similar problems in the spherical setting, where the sets considered
are required to lie on the unit sphere S d = {x ∈ Rd+1 : ‖x‖ = 1}.

The first author to consider such questions was Witsenhausen [67], in 1974, when he
posed the problem of finding the maximum density3 of a set in S d with no two points
orthogonal to each other; we shall denote this extremal value by mS d (π/2).

In his note, Witsenhausen obtained the general upper bound mS d (π/2) ≤ 1/(d + 1),
which is valid for all dimensions d ≥ 1 and is sharp for d = 1. He also provided the example
of two antipodal spherical caps, each of angular radius π/4, which avoids orthogonal pairs
and shows that mS d (π/2) ≥ (

√
2 + o(1))−d; this is still the best lower bound known, and

Kalai [44] has conjectured that this example is in fact optimal. This problem in now known
as the double-cap conjecture, and it remains open for all d ≥ 2; an interesting consequence

3The density of a measurable set A ⊆ S d is the Lebesgue measure of A divided by the total measure of S d .
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of this conjecture would be the strong lower bound χm(Rd) ≥ (
√

2+o(1))d on the measurable
chromatic number, due to the easily-proven fact that mS d (π/2) ≥ mRd+1 (1).

As in the Euclidean setting, the Frankl-Wilson theorem [36] on intersecting set systems
implies that mS d (π/2) decays exponentially fast with the dimension d, and obtains the
bound mS d (π/2) ≤ (1.13 + o(1))−d. This bound was later improved by Raigorodskii [50] to
(1.225 + o(1))−d, using a refinement of the Frankl–Wilson method.

Despite these strong asymptotic results, Witsenhausen’s upper bound mS 2 (π/2) ≤ 1/3
for S 2 was only improved in 2016 by DeCorte and Pikhurko [23], who used linear pro-
gramming combined with some combinatorial reasoning to show that mS 2 (π/2) ≤ 0.313.
DeCorte, Oliveira and Vallentin [22] then used semidefinite programming to further im-
prove this bound to mS 2 (π/2) ≤ 0.302, as well as improve on Witsenhausen’s bound for
mS d (π/2) for each d ≤ 7.

Székely [62] considered also the problem of finding mS 1 (θ), the maximum density of a
measurable set I ⊂ S 1 with no pair of points forming angle θ, for general 0 < θ ≤ π. He
showed that mS 1 (θ) = 1/2 whenever θ/π is irrational, but that there exists no measurable
θ-avoiding set in the circle attaining this extremal density (so the problem must be formally
stated using a supremum). DeCorte and Pikhurko [23] provided a complete answer to the
problem of finding mS 1 (θ), for general 0 < θ ≤ π; they showed that, if θ = 2πp/q with p
and q coprime integers, then

mS 1 (θ) =

1/2 if q is even,
(q − 1)/2q if q is odd.

Moreover, in this case of rational θ/π, a measurable θ-avoiding set I ⊂ S 1 attaining the
extremal density mS 1 (θ) always exists.

The problem of several forbidden angles (or distances) in the sphere was first studied by
Székely and Wormald [64] in 1989; for a collection of angles θ1, . . . , θn ∈ (0, π], denote by
mS d (θ1, . . . , θn) the maximum density of a set in S d containing no pair of points realizing
one of these angles. Székely and Wormald derived a recursive formula (on the dimension
d) to give upper bounds for mS d (θ1, . . . , θn), and used their technique to obtain also upper
bounds for mRd (1). More recently, DeCorte and Pikhurko [23] showed that, unlike in the
case of the circle S 1, in dimension d ≥ 2 there always exists a maximal measurable set
A ⊂ S d avoiding any prescribed collection of angles; the parameter mS d is then attained as
a maximum in this case.

We shall also consider the independence density parameter mS d for higher-order con-
figurations P1, . . . , Pn ⊂ S d. The only result in this setting that we are aware of is a theorem
of Frankl and Rödl [34, Theorem 1.13], stating that the independence density of k pairwise
orthogonal points in the sphere S d tends to zero exponentially fast on the dimension, for
any fixed k ≥ 2.

1.2 Outline of the thesis

In this thesis we will give an in-depth study of the independence density parameters mRd

and mS d ; in particular, we shall generalize several of the results discussed in Section 1.1.
The methods employed here are a combination of harmonic analysis, functional analysis,
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combinatorics and conic optimization, giving the problems considered an appealing inter-
disciplinary flavour within mathematics.

Our arguments and results are organized in five chapters, as follows:

Chapter 2: Configuration-avoiding sets in Euclidean space

In Chapter 2 we will formally define the independence density of a family of configurations
in Rd, and start our study of this geometrical parameter.

The main tools to be used in this chapter will be a Counting lemma (Lemma 2.5) and a
Supersaturation theorem (Theorem 2.10), both of which are conceptually similar to results
of the same name in graph and hypergraph theory (see e.g. [53, 11, 32]), and might be
of independent interest. Intuitively, the Counting lemma says that the count of admissible
configurations inside a given set does not significantly change if we ‘blur’ the set a little;
this will be proven via Fourier-analytic methods. The Supersaturation theorem states that
any bounded set A ⊆ [−R, R]d, which is just slightly denser than the independence density
of an admissible configuration P, must necessarily contain a positive proportion of all con-
gruent copies of P lying in [−R, R]d; this is proven by functional-analytic methods, via a
compactness and weak∗ continuity argument.

We will then use these tools to obtain several results on the independence density pa-
rameter mRd . Strengthening Bourgain’s theorem, we show the ‘asymptotic independence’
property that mRd (t1P, t2P, . . . , tnP) tends to mRd (P)n as the ratios t j+1/t j get large, when-
ever P ⊂ Rd is an admissible configuration; this provides a common generalization of the
previously discussed theorems of Bukh [8] and Bourgain [7]. We also show that, by for-
bidding n distinct dilates of such a configuration P, we can obtain as independence density
any real number strictly4 between mRd (P)n and mRd (P), but none smaller than mRd (P)n or
larger than mRd (P); moreover, the lower bound is approached whenever the dilation param-
eters get far apart from each other, and the upper bound whenever they get close to each
other. This provides some information on how the value of mRd (t1P, t2P, . . . , tnP) depends
on the dilation parameters t j.

We will also prove a few other results related to this parameter, namely:

• The general lower bound mRd (P1, P2, . . . , Pn) ≥
∏n

i=1 mRd (Pi), which holds for all
configurations P1, P2, . . . , Pn ⊂ R

d; this result is due to Bukh [8].

• Existence of extremizer measurable sets (i.e. having maximal density) which avoid
(multiple) admissible configurations; this generalizes a theorem of Bukh from for-
bidden distances to general admissible configurations.

• Continuity of the independence density function mRd on the set of (multiple) admis-
sible configurations.

This chapter follows the author’s paper “Geometrical sets with forbidden configura-
tions” [10].

4Whether these boundary values can be attained is not yet clear.
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Chapter 3: Configuration-avoiding sets on the sphere
In Chapter 3 we will consider the same problems as before, but now related to the more
complicated case of sets on the unit sphere S d. We will also present (and prove) a spherical
analogue of Bourgain’s theorem.

Many of the arguments from the Euclidean setting will be used again in the spherical
setting, in particular the reliance on our two main ‘combinatorial’ tools, but there are also
some complications we need to solve that are intrinsic to the sphere. One of them is that
some aspects of Fourier analysis on S d are much more complicated than their analogues on
Rd, which makes our proof of the spherical Counting lemma correspondingly harder and
more technical than its Euclidean counterpart.

Another complication is the lack of dilation invariance in the spherical setting, which
makes some of our arguments more intricate; it also prevents us from characterizing the
possible independence densities when forbidding several dilates of a given configuration,
as was done in the Euclidean setting. The other results proven in the Euclidean space setting
will continue to hold in a similar form for sets on the sphere.

This chapter also follows the author’s paper “Geometrical sets with forbidden configu-
rations” [10].

Chapter 4: An exact completely positive formulation
Turning towards optimization and the problem of computing the independence density pa-
rameters, in Chapter 4 we shall reformulate them into conic linear optimization programs.
This will be done by extending the usual completely positive formulation for the indepen-
dence number of finite graphs, first to finite hypergraphs and then to infinite geometric
hypergraphs which encode (families of) admissible configurations.

The main ideas needed for showing that the formulation obtained is exact are not hard,
but there are some serious technicalities involved in dealing with infinite-dimensional pro-
grams. Perhaps the key innovation here is the use of supersaturation results in order to deal
with errors introduced when approximating continuous functions by finite-rank functions;
this argument seems to be more general than just the problem considered, and might also
be useful for other problems.

This chapter is based on yet unpublished work of the author.

Chapter 5: A recursive Lovász theta number for simplex-avoiding sets
Chapter 5 is devoted to obtaining good upper bounds for the independence density of reg-
ular simplices, both in Euclidean space and on the sphere. We shall do so by recursively
extending the famous Lovász theta number from graphs to geometric hypergraphs encoding
such configurations, and then analyzing the resulting optimization program.

Other than obtaining numerical upper bounds for these quantities in any fixed dimen-
sion, we will also show that they decay exponentially fast on the dimension of the space.
For instance, denoting by Sk a unit k-dimensional simplex (that is, k + 1 points whose
pairwise distances are all 1), we show that

mRd (Sk) ≤
(
1 −

1
9k2 + o(1)

)d
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holds for all k ≥ 1. This reproves, in the measurable setting, Frankl and Rödl’s result [34]
that regular simplices are exponentially Ramsey, and significantly improves the existing
bounds for the base of the exponential (see Naslund [49] and Sagdeev [54, 55]).

This chapter follows the paper “A recursive Lovász theta number for simplex-avoiding
sets” [12], which is joint work of the author with Fernando de Oliveira Filho, Lucas Slot
and Frank Vallentin.

Chapter 6: Generalizations of the Lovász theta number to hypergraphs
Finally, in Chapter 6 we will take a more general approach and extend the usual notions
of (weighted) theta number and theta body from graphs to uniform hypergraphs. This
allows us, for instance, to efficiently compute upper bounds for the independence ratio of
geometric hypergraphs in finite geometries, such as the binary or q-ary cubes equipped with
the Hamming distance.

We shall first recall the basic definitions of these classical notions as they apply to
graphs, and then extend them in a recursive manner to higher-order hypergraphs. Several
important properties of the weighted theta number and of the theta body of graphs also ex-
tend to these generalizations, and will be proven in this chapter; for instance, we show that
the theta body of a hypergraph is a convex body encompassing its independent set polytope,
and the weighted theta number of a hypergraph gives a polynomial-time computable upper
bound for its weighted independence number.

We will then give an exposition on how to exploit symmetries in the considered hyper-
graph in order to simplify the computation of its theta number; this is a generalization of
some of our arguments from Chapter 5 to arbitrary (but finite) uniform hypergraphs. As an
example, we provide a detailed analysis of how this can be done in the case of 3-uniform
hypergraphs encoding copies of a given equilateral triangle in the hypercube {0, 1}n.

This chapter is based on still ongoing work done together with Fernando de Oliveira
Filho, Lucas Slot and Frank Vallentin.



General notation and
organizational remarks

Here we collect some general pieces of notation which will be used throughout the thesis
without further comment.

The characteristic function of a set A will be denoted by χA; that is, χA(x) = 1 if x ∈ A
and χA(x) = 0 otherwise. Given a group G acting on some space X and an element x of
this space, we write StabG(x) := {g ∈ G : g.x = x} for the stabilizer subgroup of x. Given
a topological space V , the vector space of continuous real-valued functions on V will be
denoted C(V).

The averaging notation Ex∈X is used to denote the expectation when the variable x is
distributed uniformly over the set X. When X is (a subset of) a compact group G, this
measure is (the restriction of) the normalized Haar measure on G, which is the unique
Borel probability measure on G which is invariant by both left- and right-actions of this
group. Similarly, we write Px∈X to denote the probability under this same distribution.

All other notation, as well as the necessary technical tools, will be introduced as they
are needed. The questions that arose during the research reported at each chapter, and
which we are yet unable to answer, are collected at the end of the corresponding chapter.
The index at the end of this thesis provides the page where a mathematical term or notation
is defined.
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Chapter Two

Configuration-avoiding sets in
Euclidean space

We will start by studying sets in Euclidean space which avoid a prescribed collection of
finite configurations P1, . . . , Pn ⊂ R

d. This chapter follows the author’s paper “Geometrical
sets with forbidden configurations” [10].

Basic definitions and notation

Throughout this chapter, we shall fix an integer d ≥ 2 and work on the d-dimensional
Euclidean space Rd, equipped with its usual inner product x · y and associated Euclidean
norm ‖x‖. We denote by vol the Lebesgue measure on Rd and by µ the normalized Haar
measure on the orthogonal group O(d) = {O ∈ Rd×d : OtO = I}.

Given x ∈ Rd and R > 0, we denote by Q(x, R) the axis-parallel open cube of side
length R centered at x. We write dQ(x,R)(A) := vol(A ∩ Q(x, R))/Rd for the density of
A ⊆ Rd inside the cube Q(x, R). The upper density of a measurable set A ⊆ Rd can then
be written as d(A) = lim supR→∞ dQ(0,R)(A); if the limit exists, we shall instead denote it by
d(A) and call it the density of A.

A configuration P is just a finite subset of Rd, and we define its diameter diam P as
the largest distance between two of its points. Recall from Chapter 1 that a configuration
P ⊂ Rd on k points is said to be admissible if k ≤ d and if P is non-degenerate (that is, if
it spans a (k − 1)-dimensional affine hyperplane); it is easy to see that the set of admissible
configurations is an open set and that it is dense inside the family of all subsets of Rd with
at most d elements.

We say that two configurations P, Q ⊂ Rd are congruent, and write P ' Q, if they can
be made equal using only rigid transformations;1 that is, P ' Q if and only if there exist
x ∈ Rd and T ∈ O(d) such that P = x + T · Q. Given a configuration P ⊂ Rd, we say that a
set A ⊆ Rd avoids P if there is no subset of A which is congruent to P.

1One could also restrict this notion and allow only translations and rotations when defining congruence, giving
rise to formally different but very closely related definitions and problems as the ones we consider. All methods
used and results obtained here work exactly the same way in this case, with only notational differences.

11



12 Configuration-avoiding sets in Euclidean space Chapter 2

2.1 Independence density and the counting function

We can now more formally define the notion of independence density of a configuration or
family of configurations in Euclidean space. There are in fact two closely related versions
of this parameter we will need, depending on whether we are considering bounded or un-
bounded configuration-avoiding sets. Given n ≥ 1 configuration P1, . . . , Pn ⊂ R

d, we then
define the quantities

mRd (P1, . . . , Pn) := sup
{

d(A) : A ⊂ Rd avoids Pi, 1 ≤ i ≤ n
}

and

mQ(0,R)(P1, . . . , Pn) := sup
{
dQ(0,R)(A) : A ⊂ Q(0, R) avoids Pi, 1 ≤ i ≤ n

}
.

Remark 2.1. For the sake of clarity and notational convenience, whenever possible the
results we give about independence density will be stated and proved in the case of only
one forbidden configuration. It can be easily verified that these results also hold in the case
of several (but finitely many) forbidden configurations, with essentially unchanged proofs.
Whenever we need this greater generality we will mention how the corresponding statement
would be in the case of several configurations.

We start our investigations by proving a simple lemma which relates the two versions
of independence density just defined:

Lemma 2.2. For all configurations P ⊂ Rd and all R > 0, we have

mQ(0,R)(P)(
1 + diam P

R

)d ≤ mRd (P) ≤ mQ(0,R)(P).

Proof. For the first inequality, suppose A ⊆ Q(0, R) is any set avoiding P and consider the
periodic set A′ := A + (R + diam P)Zd. This set also avoids P, and it has density

d(A′) =
vol(A)

(R + diam P)d =
dQ(0,R)(A)(
1 + diam P

R

)d .

Since we can choose dQ(0,R)(A) arbitrarily close to mQ(0,R)(P), the leftmost inequality fol-
lows.

Now let A ⊆ Rd be any set avoiding P, and note that A∩Q(x, R) also avoids P for every
x ∈ Rd. By fixing ε > 0 and then averaging over all x inside a large enough cube Q(0, R′)
(depending on A, diam P and ε), we conclude there is x ∈ Rd for which

vol(A ∩ Q(x, R)) >
(
d(A) − ε

)
Rd.

The rightmost inequality follows. �

As we are interested in the study of sets avoiding certain configurations, it is useful also
to have a way of counting how many such configurations there are in a given set. For a
given configuration P = {v1, v2, . . . , vk} ⊂ R

d and a measurable set A ⊆ Rd, we define

IP(A) :=
∫
Rd

∫
O(d)

χA(x + T v1) χA(x + T v2) · · · χA(x + T vk) dµ(T ) dx,
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which represents how many (congruent) copies of P are contained in A. This quantity IP(A)
can of course be infinite if the set A is unbounded, but we will use it almost exclusively for
bounded sets. We can similarly define its weighted version

IP( f ) :=
∫
Rd

∫
O(d)

f (x + T v1) f (x + T v2) · · · f (x + T vk) dµ(T ) dx,

whenever f : Rd → R is a measurable function for which this integral makes sense (say, for
f ∈ Lk(Rd)); note that IP(A) ≡ IP(χA) in this notation. A large part of our analysis consists
in getting a better understanding of the counting function IP.

When a measurable set A ⊆ Rd avoids some configuration P, it is clear from the defini-
tion that IP(A) = 0; however, it is also possible for IP(A) to be zero even when A contains
congruent copies of P. In intuitive terms, the condition IP(A) = 0 means only that A
contains a negligible fraction of all possible copies of P. The next result shows that this
distinction is essentially irrelevant for most purposes:

Lemma 2.3 (Zero-measure removal). Suppose P ⊂ Rd is a finite configuration and A ⊆ Rd

is measurable. If IP(A) = 0, then we can remove a zero measure subset of A in order to
remove all copies of P.

Proof. By Lebesgue’s Density theorem, we have that

lim
δ→0

∣∣∣∣∣∣ 1
δd

∫
Q(x, δ)

χA(y) dy − χA(x)

∣∣∣∣∣∣ = 0 for almost every x ∈ Rd.

Now we remove from A all points x for which this identity does not hold, thus obtaining a
subset B ⊆ A with vol(A \ B) = 0 and

lim
δ→0

1
δd

∫
Q(x, δ)

χB(y) dy = 1 for all x ∈ B.

We will show that no congruent copy of P remains on this restricted set B.
Suppose for contradiction that B contains a copy {u1, . . . , uk} of P. Then there exists

some δ > 0 such that

dQ(ui, δ)(B) =
1
δd

∫
Q(ui, δ)

χB(y) dy ≥ 1 −
1

2d+1k
for all 1 ≤ i ≤ k; (2.1)

fix such a value of δ. Note that, if dQ(x, δ)(B) ≥ 1 − 1/(2d+1k) for some x ∈ Rd, then
dQ(y, δ/2)(B) ≥ 1 − 1/2k for all y ∈ Q(x, δ/2). Our hypothesis (2.1) thus implies that
dQ(y, δ/2)(B) ≥ 1 − 1/2k whenever y ∈ Q(ui, δ/2) for some 1 ≤ i ≤ k.

Let ` := max{‖ui‖ : 1 ≤ i ≤ k} be the largest length of a vector in our copy of P, and
let us write B(I, δ/4`) :=

{
T ∈ O(d) : ‖T − I‖2→2 ≤ δ/4`

}
for the ball of radius δ/4` (in

operator norm) centered on the identity I. Then, whenever T ∈ B(I, δ/4`), we have that
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Tui ∈ Q(ui, δ/2) for each 1 ≤ i ≤ k. By union bound,∫
Rd

k∏
i=1

χB(x + Tui) dx ≥
∫

Q(0, δ/2)

k∏
i=1

χB(x + Tui) dx

=

(
δ

2

)d
Px∈Q(0, δ/2)

(
x + Tui ∈ B for all 1 ≤ i ≤ k

)
≥

(
δ

2

)d(
1 −

k∑
i=1

Px∈Q(0, δ/2)(x + Tui < B)
)

=

(
δ

2

)d(
1 −

k∑
i=1

(
1 − dQ(Tui, δ/2)(B)

))
≥

1
2

(
δ

2

)d
.

This immediately implies that

IP(B) ≥
∫
Rd

∫
B(I, δ/4`)

k∏
i=1

χB(x + Tui) dµ(T ) dx ≥
µ(B(I, δ/4`))

2

(
δ

2

)d
> 0,

contradicting our assumption that IP(A) = 0 and finishing the proof. �

2.2 Fourier analysis on Rd and the Counting lemma

We next show that the count of copies of an admissible configuration P inside a measurable
set A does not significantly change if we ignore its fine details and ‘blur’ the set A a little.
The philosophy is similar to the famous regularity method in graph theory, where a large
graph can be replaced by a much smaller weighted ‘reduced graph’ (which is an averaged
version of the original graph which ignores its fine details) without significantly changing
the count of copies of any small subgraph.

The methods we will use here are Fourier analytic in nature, drawing from Bourgain’s
arguments presented in [7]. We define the Fourier transform on Rd by

f̂ (ξ) :=
∫
Rd

f (x) e−iξ·x dx and σ̂(ξ) :=
∫
Rd

e−iξ·x dσ(x),

for a suitable function f and a suitable Borel measure σ on Rd. We recall that the convolu-
tion between two functions f , g ∈ L2(Rd) is defined by

f ∗ g(x) :=
∫
Rd

f (y) g(x − y) dy.

We recall also the basic identities f̂ ∗ g(ξ) = f̂ (ξ) ĝ(ξ),∫
Rd

f (x) g(x) dx =

∫
Rd

f̂ (ξ) ĝ(−ξ) dξ and
∫
Rd

f (x) dσ(x) =

∫
Rd

f̂ (ξ) σ̂(−ξ) dξ.
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Figure 2.1: An example of a planar set A on the unit square and the corresponding function
χA ∗ Qδ, for some small δ; the shades of gray represent the value this function takes at each
point.

Denote Qδ(x) := δ−dχQ(0, δ)(x). Note that f ∗ Qδ(x) = δ−d
∫

Q(x, δ) f (y) dy gives the av-
erage of a function f inside the cube Q(x, δ). Specializing to the indicator function of a
measurable set A ⊆ Rd, we obtain χA ∗ Qδ(x) = dQ(x, δ)(A); this represents a ‘blurring’ of
the set A considered (see Figure 2.1). What we wish to obtain is then an upper bound for
the difference |IP(A) − IP(χA ∗ Qδ)| which goes to zero as δ goes to zero, uniformly over all
measurable sets A ⊆ Q(0, R) (and any fixed R > 0).

Before delving into the details of our argument, let us present a simple telescoping sum
argument which will be needed here and will be reused several times in this thesis. Suppose
we wish to bound from above the expression

|IP( f ) − IP(g)| =

∣∣∣∣∣∣
∫
Rd

∫
O(d)

( k∏
i=1

f (x + T vi) −
k∏

i=1

g(x + T vi)
)

dµ(T ) dx

∣∣∣∣∣∣
for some given functions f , g and some configuration P = {v1, . . . , vk}. Since we can rewrite
the term inside the parenthesis above as the telescoping sum

k∑
i=1

i−1∏
j=1

f (x + T v j) ·
(
f (x + T vi) − g(x + T vi)

)
·

k∏
j=i+1

g(x + T v j),

it follows from the triangle inequality that |IP( f ) − IP(g)| is at most

k∑
i=1

∣∣∣∣∣∣
∫
Rd

∫
O(d)

i−1∏
j=1

f (x + T v j) ·
(
f (x + T vi) − g(x + T vi)

)
·

k∏
j=i+1

g(x + T v j) dµ(T ) dx

∣∣∣∣∣∣.
In order to obtain some bound for |IP( f ) − IP(g)|, it then suffices to obtain a similar bound
for an expression of the form∣∣∣∣∣∣

∫
Rd

∫
O(d)

h1(x + Tu1) · · · hk−1(x + Tuk−1)
(
f (x + Tuk) − g(x + Tuk)

)
dµ(T ) dx

∣∣∣∣∣∣
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whenever each hi is either f or g, and whenever (u1, . . . , uk) is a permutation of the points
of P.

We shall refer to an argument of this form (breaking a difference of products into a
telescoping sum, using the triangle inequality and bounding each term of the resulting ex-
pression) as the telescoping sum trick. It is frequently used in modern graph and hypergraph
theory when estimating the number of subgraphs inside a given large (hyper)graph G with
the aid of edge-discrepancy measures such as the cut norm; such results are usually known
as counting lemmas, and are an essential part of the regularity method we have already
mentioned (see the surveys [53, 11] for details).

In our arguments we will also have cause to use the following estimate. We denote by
Gd,m (for m < d) the Grassmanian of m-dimensional subspaces of Rd endowed with the
normalized Haar measure, and write dist(ξ, F) for the Euclidean distance between a point
ξ ∈ Rd and a subspace F ∈ Gd,m.

Lemma 2.4. For all m < d and all ρ > 0, we have∫
Gd,m

∫
Rd
| f̂ (ξ)|2 |1 − Q̂δ(ξ)|2 (1 + dist(ξ, F))−ρ dξ dF ≤ Cd(δ2 + δρ/2)‖ f ‖22.

Proof. Using the easily proven bounds |Q̂δ(ξ)| ≤ 1 and |1 − Q̂δ(ξ)| ≤ C′dδ
2‖ξ‖2, we can

bound the expression in the statement by∫
Gd,m

{∫
‖ξ‖≤δ−1/2

+

∫
‖ξ‖>δ−1/2

}
| f̂ (ξ)|2 |1 − Q̂δ(ξ)|2 (1 + dist(ξ, F))−ρ dξ dF

≤

∫
‖ξ‖≤δ−1/2

| f̂ (ξ)|2 C′2d δ
2 dξ +

∫
‖ξ‖>δ−1/2

| f̂ (ξ)|2
∫

Gd,m

4(1 + dist(ξ, F))−ρ dF dξ

≤ C′2d δ
2 ‖ f ‖22 + 4 ‖ f ‖22 sup

‖ξ‖>δ−1/2

∫
Gd,m

(1 + dist(ξ, F))−ρ dF

≤ Cd(δ2 + δρ/2)‖ f ‖22,

as wished. �

We are now ready to formally state and prove our main technical tool in the Euclidean
setting, which by analogy with methods from graph theory we shall call the Counting
lemma. Most of its proof can be read off Bourgain’s paper [7] (though it is not expressed
in this form), and here we will follow his arguments.

Lemma 2.5 (Counting lemma). For every admissible configuration P ⊂ Rd there exists a
constant CP > 0 such that the following holds. For every R > 0 and any measurable set
A ⊆ Q(0, R), we have that

|IP(A) − IP(χA ∗ Qδ)| ≤ CPδ
1/4Rd ∀δ ∈ (0, 1].

Moreover, the same constant CP can be made to hold uniformly over all configurations P′

inside a small neighborhood of P.
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Proof. Let (v1, . . . , vk) be a fixed permutation of the points of P; by first translating all
points by −vk and using translation invariance we may assume that vk = 0, so that P '
{0, v1, . . . , vk−1}. We will work a bit more generally and show that a bound as in the state-
ment of the lemma holds for∣∣∣∣∣∣

∫
Rd

∫
O(d)

f0(x) f1(x + T v1) · · · fk−2(x + T vk−2)

×
(
fk−1(x + T vk−1) − fk−1 ∗ Qδ(x + T vk−1)

)
dµ(T ) dx

∣∣∣∣∣∣
(2.2)

whenever f0, f1, . . . , fk−1 : Q(0, R) → [−1, 1] are bounded measurable functions. By our
telescoping sum trick, this immediately implies the result.

By considering the variables y1 = T v1, . . . , yk−1 = T vk−1, we can rewrite the expression∫
Rd

∫
O(d)

f0(x) f1(x + T v1) · · · fk−1(x + T vk−1) dµ(T ) dx

counting weighted copies of P as∫
f0(x) f1(x + y1) · · · fk−1(x + yk−1) dσ(d−1)(y1) dσ(d−2)

y1
(y2) · · · dσ(d−k+1)

y1,...,yk−2
(yk−1) dx,

where σ(d− j)
y1,...,y j−1 is the average over a (d − j)-dimensional sphere in Rd depending on the

points y1, . . . , y j−1 already fixed and on P. (More precisely, if yi = T vi for 1 ≤ i ≤ j − 1,
then σ(d− j)

y1,...,y j−1 is the uniform probability measure on the (d − j)-sphere which is the orbit
of T v j under StabO(d)(y1, . . . , y j−1).) We will not need an explicit description for these
measures σ(d− j)

y1,...,y j−1 , only the simple Fourier estimate∣∣∣σ̂(d− j)
y1,...,y j−1 (ξ)

∣∣∣ ≤ C′P
(
1 + dist(ξ, [y1, . . . , y j−1])

)−(d− j)/2 (2.3)

which follows from the decay at infinity of the Fourier transform of the (d − j)-sphere on
Rd− j+1.

Let us denote for simplicity

dΩ j(y1, . . . , y j) := dσ(d−1)(y1) dσ(d−2)
y1

(y2) · · · dσ(d− j)
y1,...,y j−1 (y j).

Let G := fk−1 − fk−1 ∗ Qδ and, for Y = (y1, . . . , yk−2) ∈ (Rd)k−2 fixed, denote

FY (x) := f0(x) f1(x + y1) · · · fk−2(x + yk−2).

The expression (2.2) we wish to bound may then be written as∣∣∣∣∣∣
$

FY (x) G(x + yk−1) dσ(d−k+1)
Y (yk−1) dΩk−2(Y) dx

∣∣∣∣∣∣,
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which can in turn be bounded by∫ ∣∣∣∣∣∣
"

FY (x) G(x + yk−1) dσ(d−k+1)
Y (yk−1) dx

∣∣∣∣∣∣ dΩk−2(Y)

=

∫ ∣∣∣∣∣∣
∫

F̂Y (−ξ) Ĝ(ξ) σ̂(d−k+1)
Y (−ξ) dξ

∣∣∣∣∣∣ dΩk−2(Y)

≤

∫
‖F̂Y‖2

( ∫
|Ĝ(ξ)|2 |σ̂(d−k+1)

Y (ξ)|2 dξ
)1/2

dΩk−2(Y)

≤
(

sup
Y
‖F̂Y‖2

) ∫ ( ∫
| f̂k−1(ξ)|2 |1 − Q̂δ(ξ)|2 |σ̂

(d−k+1)
Y (ξ)|2 dξ

)1/2

dΩk−2(Y).

Since ‖F̂Y‖2 = ‖FY‖2 and |FY (x)| ≤ | f0(x)| pointwise for all Y ∈ (Rd)k, we have that the
supremum above is at most ‖ f0‖2.

Using Cauchy-Schwarz on the outer integral of the last expression and the Fourier esti-
mate (2.3), we conclude that the right-hand side is at most

C′P‖ f0‖2

("
| f̂k−1(ξ)|2 |1 − Q̂δ(ξ)|2

(
1 + dist(ξ, [Y])

)−(d−k+1) dξ dΩk−2(Y)
)1/2

.

Note that the expression inside the parenthesis above is equal to the left-hand side of the
expression in Lemma 2.4, with f = fk−1, m = k − 2 and ρ = d − k + 1. It follows that
the original expression (2.2) we wanted to bound (for d ≥ k and 0 < δ ≤ 1) is at most
CPδ

1/4 ‖ f0‖2 ‖ fk−1‖2, and the desired inequality follows.
The claim that this constant CP can be made uniform inside a small neighborhood of

P follows by analyzing our proof. Indeed, the only place in our arguments where we used
information on the specific positioning of the points in P was in the Fourier estimate (2.3),
which can easily be made robust to small perturbations of the considered configuration. �

2.3 Continuity properties of the counting function

Given some configuration P on the space Rd, it is sometimes important to understand how
much the count of congruent copies of P on a set A ⊆ Rd can change if we perturb the
set A a little. An instance of this problem was already considered in the Counting lemma,
where the perturbation was given by blurring and it was seen that the counting function IP

is somewhat robust to small perturbations (in the case of admissible configurations).
Using our telescoping sum trick, it is easy to show that IP is also robust to small per-

turbations measured by the L∞ norm; more precisely, IP is continuous on L∞(Q(0, R)) for
any fixed R > 0. When P is admissible, we obtain the following significantly stronger
continuity property:

Lemma 2.6 (Weak∗ continuity). If P ⊂ Rd is an admissible configuration, then for every
fixed R > 0 the function IP is weak∗ continuous on the unit ball of L∞(Q(0, R)).

Proof. Denote the (closed) unit ball of L∞(Q(0, R)) by B∞. Since B∞ endowed with the
weak∗ topology is metrizable, it suffices to prove that IP is sequentially continuous (i.e. that

IP( fi)
i→∞
−−−→ IP( f ) whenever fi

i→∞
−−−→ f ).
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Suppose then ( fi)i≥1 ⊂ B∞ is a sequence weak∗ converging to f ∈ B∞. It follows that,
for every x ∈ Q(0, R) and every δ > 0, we have

fi ∗ Qδ(x) = δ−d
∫

Q(x, δ)
fi(y) dy

i→∞
−−−→ δ−d

∫
Q(x, δ)

f (y) dy = f ∗ Qδ(x).

Since f ∗ Qδ and each fi ∗ Qδ are Lipschitz with the same constant (depending only on δ,
as ‖ f ‖∞, ‖ fi‖∞ ≤ 1) and Q(0, R) is bounded, this easily implies that

‖ fi ∗ Qδ − f ∗ Qδ‖∞ → 0 as i→ ∞.

In particular, it follows that limi→∞ IP( fi ∗ Qδ) = IP( f ∗ Qδ).
Since P is admissible, by the Counting lemma (Lemma 2.5) we have

|IP( f ∗ Qδ) − IP( f )|, |IP( fi ∗ Qδ) − IP( fi)| ≤ CPδ
1/4Rd ∀i ≥ 1.

Choosing i0(δ) ≥ 1 sufficiently large so that

|IP( fi ∗ Qδ) − IP( f ∗ Qδ)| ≤ CPδ
1/4Rd ∀i ≥ i0(δ),

we conclude that

|IP( f ) − IP( fi)| ≤ |IP( f ) − IP( f ∗ Qδ)| + |IP( f ∗ Qδ) − IP( fi ∗ Qδ)|
+ |IP( fi ∗ Qδ) − IP( fi)|

≤ 3CPδ
1/4Rd ∀i ≥ i0(δ).

Since δ > 0 is arbitrary, this implies that limi→∞ IP( fi) = IP( f ), as wished. �

We will also need an equicontinuity property for the family of counting functions P 7→
IP(A), over all bounded measurable sets A ⊆ Rd. In what follows we shall write B(P, r) ⊂
(Rd)k for the ball of radius r centered on2 P = {v1, . . . , vk}, where the distance from P to
Q = {u1, . . . , uk} is given by

‖Q − P‖∞ := max{‖ui − vi‖ : 1 ≤ i ≤ k}.

Lemma 2.7 (Equicontinuity). For every admissible P ⊂ Rd and every ε > 0 there is δ > 0
such that the following holds. If ‖P′ − P‖∞ ≤ δ, then for all R > 0 we have

|IP′ (A) − IP(A)| ≤ εRd for all measurable A ⊆ Q(0, R).

Proof. We will use the fact that the constant CP promised in the Counting lemma can be
made uniform inside a small neighborhood of P; more precisely, there is r > 0 and a
constant C̃P > 0 such that

|IP′ (A) − IP′ (χA ∗ Qρ)| ≤ C̃Pρ
1/4Rd ∀ρ ∈ (0, 1]

holds for all P′ ∈ B(P, r), R > 0 and (measurable) A ⊆ Q(0, R).
2Strictly speaking, we would need this set P to be ordered, but since the specific order chosen for its points

makes no difference in our arguments we will ignore this detail.
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Fix constants R, ρ, δ > 0 with δ < ρ. For any set A ⊆ Q(0, R) and any points x, y ∈
Q(0, R) with ‖x − y‖ ≤ δ, we have that

|χA ∗ Qρ(x) − χA ∗ Qρ(y)| =
| vol(A ∩ Q(x, ρ)) − vol(A ∩ Q(y, ρ)) |

ρd

≤
vol(Q(x, ρ) \ Q(y, ρ))

ρd

≤
ρd − (ρ − δ)d

ρd .

By the usual telescoping sum argument, whenever ‖P′ − P‖∞ ≤ δ we conclude that

|IP′ (χA ∗ Qρ) − IP(χA ∗ Qρ)| ≤ k
ρd − (ρ − δ)d

ρd Rd.

Take ρ > 0 small enough so that C̃Pρ
1/4 ≤ ε/3, and for this value of ρ take 0 <

δ < min{r, ρ} small enough so that (ρ − δ)d ≥ (1 − ε/3k)ρd. Then, for any configuration
P′ ∈ B(P, δ) and any set A ⊆ Q(0, R), we obtain

|IP′ (A) − IP(A)| ≤ |IP′ (A) − IP′ (χA ∗ Qρ)| + |IP′ (χA ∗ Qρ) − IP(χA ∗ Qρ)|
+ |IP(χA ∗ Qρ) − IP(A)|

≤ C̃Pρ
1/4Rd + k

ρd − (ρ − δ)d

ρd Rd + C̃Pρ
1/4Rd

≤

(
ε

3
+ k

ε

3k
+
ε

3

)
Rd = εRd,

as desired. �

2.4 The Supersaturation theorem

Now we wish to show that geometrical hypergraphs encoding copies of some admissible
configuration P have a nice supersaturation property: if a set A ⊆ Rd is just slightly denser
than the independence density of P, then it must contain a positive proportion of all con-
gruent copies of P. This result is quite similar, both formally and in spirit, to an important
combinatorial theorem of Erdős and Simonovits [32] in the setting of forbidden graphs and
hypergraphs.

Remark 2.8. The insight that supersaturation results can be used to better study extremal
geometrical problems of the kind we are interested in is due to Bukh [8]. He introduced
the notion of a ‘supersaturable property’ as any characteristic of measurable sets which
satisfies several conditions meant to enable the proof of a supersaturation result; the pro-
totypical and most important example of supersaturable property given in Bukh’s paper
is that of avoiding a finite collection of distances. Here we will obtain similar results in
the case of avoiding general admissible configurations, but our method of proof is more
analytical in nature and quite different from his.
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Using our ‘zero-measure removal’ Lemma 2.3, we can immediately obtain a weak su-
persaturation property which holds for any R > 0 and any configuration P ⊂ Rd:

(WS) If dQ(0,R)(A) > mQ(0,R)(P), then IP(A) > 0.

For our purposes, however, we will need to strengthen this simple property in two ways:
first to obtain a uniform lower bound on IP(A) which depends only on R and the ‘slack-
ness’ dQ(0,R)(A) − mQ(0,R)(P) (but not on the specific set A ⊆ Q(0, R)); and then to make
the proportion IP(A ∩ Q(0, R))/Rd of copies of P uniform also on the size R of the cube
considered.

The first strengthening can be obtained from (WS) by a compactness argument, using
the fact that the counting function of admissible configurations is weak∗ continuous:

Lemma 2.9 (Weak supersaturation). Suppose P ⊂ Rd is admissible, and fix ε > 0 and
R > 0. There exists some c0 > 0 so that, if A ⊆ Q(0, R) satisfies

dQ(0,R)(A) ≥ mQ(0,R)(P) + ε,

then IP(A) ≥ c0.

Proof. Suppose for contradiction that the result is false. Then there exist ε > 0, R > 0
and a sequence (Ai)i≥1 of subsets of Q(0, R), each of density at least mQ(0,R)(P) + ε, which
satisfy limi→∞ IP(Ai) = 0.

Since the unit ball B∞ of L∞(Q(0, R)) is weak∗ compact (and also metrizable in this
topology), by possibly restricting to a subsequence we may assume that the indicator
functions χAi converge in the weak∗ topology of L∞(Q(0, R)); let us denote their limit
by f ∈ B∞. It is clear that 0 ≤ f ≤ 1 almost everywhere, and

1
Rd

∫
Q(0,R)

f (x) dx = lim
i→∞

1
Rd

∫
Q(0,R)

χAi (x) dx ≥ mQ(0,R)(P) + ε.

By weak∗ continuity of IP (Lemma 2.6), we also have IP( f ) = limi→∞ IP(Ai) = 0.
Now let B :=

{
x ∈ Q(0, R) : f (x) ≥ ε

}
. Since

ε · χB(x) ≤ f (x) < ε + χB(x) for a.e. x ∈ Q(0, R),

we conclude that IP(B) ≤ ε−kIP( f ) = 0 and

dQ(0,R)(B) >
1

Rd

∫
Q(0,R)

f (x) dσ(x) − ε ≥ mQ(0,R)(P).

But this set B contradicts (WS) (or Lemma 2.3), finishing the proof. �

Our desired supersaturation result now follows from a simple averaging argument:

Theorem 2.10 (Supersaturation theorem). For every admissible configuration P ⊂ Rd and
every ε > 0 there exist c > 0 and R0 > 0 such that the following holds. For all R ≥ R0, if
A ⊆ Q(0, R) satisfies

dQ(0,R)(A) ≥ mQ(0,R)(P) + ε,

then IP(A) ≥ cRd.
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Proof. For a given ε > 0, take some R1 > 0 large enough so that mQ(0,R1)(P) ≤ mRd (P) +

ε/4. We will show that the conclusion of the theorem holds for R0 = 4dR1/ε and some
constant c > 0.

Let then R ≥ 4dR1/ε, and let A ⊆ Q(0, R) be a set having density dQ(0,R)(A) at least
mQ(0,R)(P) + ε. Since

mQ(0,R1)(P) ≤ mRd (P) + ε/4 ≤ mQ(0,R)(P) + ε/4,

we have that vol(A) ≥
(
mQ(0,R1)(P) + 3ε/4

)
Rd.

Denote K := bR/R1c. Since

KdRd
1 >

(
1 −

R1

R

)d

Rd ≥

(
1 −

dR1

R

)
Rd ≥

(
1 −

ε

4

)
Rd,

we conclude that vol
(
A ∩ Q(0, KR1)

)
≥

(
mQ(0,R1)(P) + ε/2

)
KdRd

1. Dividing the cube
Q(0, KR1) into Kd cubes of side length R1, by averaging we conclude that at least εKd/4
of these cubes Q(x, R1) satisfy

vol
(
A ∩ Q(x, R1)

)
≥

(
mQ(0,R1)(P) + ε/4

)
Rd

1.

By Lemma 2.9, there is some c0 > 0 (independent of A) so that IP(A ∩ Q(x, R1)) ≥ c0 for
each of these cubes where A has high density. We conclude that

IP(A) ≥
εKd

4
c0 >

(
εc0

2d+2Rd
1

)
Rd,

finishing the proof. �

Remark 2.11. Exactly the same proof works in the case of several configurations, showing
that IPi (A) ≥ c(ε)Rd holds for some 1 ≤ i ≤ n whenever the density condition dQ(0,R)(A) ≥
mQ(0,R)(P1, . . . , Pn) + ε is satisfied (assuming R is large enough and all the configurations
Pi are admissible).

Following Bukh [8], for each δ > 0 and γ > 0 we define the zooming-out operator
Zδ(γ) as the map which takes a measurable set A ⊆ Rd to the set

Zδ(γ)A :=
{
x ∈ Rd : dQ(x, δ)(A) ≥ γ

}
.

Intuitively,Zδ(γ)A represents the points where A is not too sparse at scale δ.
Using the Supersaturation theorem together with the Counting lemma, we can now

show that the existence of copies of P in a set A follows also from the weaker assumption
that its zoomed-out version Zδ(γ)A has density higher than mRd (P) (rather than A itself
having this same density); this property will be important for us later.

Corollary 2.12. For every admissible configuration P ⊂ Rd and every ε > 0 there exists
δ0 > 0 such that the following holds. For all δ ≤ δ0, if A ⊆ Rd satisfies

d (Zδ(ε)A) ≥ mRd (P) + ε,

then A contains a congruent copy of P.
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Proof. Let R0, c > 0 be the constants promised in the Supersaturation theorem applied to
P and with ε substituted by ε/3. Up to substituting R0 by some larger constant, we may
also assume that mQ(0,R)(P) ≤ mRd (P) + ε/3 for all R ≥ R0 (see Lemma 2.2).

Suppose A ⊆ Rd satisfies d(Zδ(ε)A) ≥ mRd (P) + ε for some 0 < δ ≤ 1. There must
then exist some R ≥ R0 such that

dQ(0,R)(Zδ(ε)A) ≥ mRd (P) + 2ε/3,

and for which this last inequality remains true even if we substitute A by A ∩ Q(0, R).
We may then assume A ⊆ Q(0, R) satisfies dQ(0,R)(Zδ(ε)A) ≥ mQ(0,R)(P) + ε/3 for some
R ≥ R0, and wish to show that A contains a copy of P if δ > 0 is small enough depending
on P and the parameter ε.

By the Supersaturation theorem, we have IP(Zδ(ε)A) ≥ cRd. Since

χA ∗ Qδ(x) = dQ(x, δ)(A) ≥ ε · χZδ(ε)A(x) for all x ∈ Rd,

we obtain from the Counting lemma that

IP(A) ≥ IP(χA ∗ Qδ) −CPδ
1/4Rd

≥ εkIP(Zδ(ε)A) −CPδ
1/4Rd

≥
(
εkc −CPδ

1/4)Rd.

Taking δ > 0 small enough for this last expression to be positive, we conclude that IP(A) >
0, and so A contains a copy of P. �

2.5 Results on the independence density

We are finally in a position to properly study the independence density parameter for a
family of configurations in Euclidean space.

We start by proving a simple lower bound on the independence density of several dis-
tinct configurations; this result and the argument we use to prove it are originally due to
Bukh [8].

Lemma 2.13 (Supermultiplicativity). For all n ≥ 1 and all configurations P1, . . . , Pn ⊂ R
d,

we have that

mRd (P1, P2, . . . , Pn) ≥
n∏

i=1

mRd (Pi).

Proof. Fix ε > 0 and choose R large enough so that

min
1≤i≤n

(R − diam Pi)d ≥ (1 − ε)Rd.

For each 1 ≤ i ≤ n, let Ai ⊆ Q(0, R − diam Pi) be a set which avoids Pi and satisfies
dQ(0,R−diam Pi)(Ai) > mRd (Pi) − ε (this is possible by Lemma 2.2). We then construct the
R-periodic set A′i := Ai + RZd, which also avoids Pi and has density

d(A′i) =
(R − diam Pi)d

Rd dQ(0,R−diam Pi)(Ai) > mRd (Pi) − 2ε.
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Since each set A′i is periodic with the same ‘fundamental domain’ Q(0, R), it follows
that the average of d

(⋂n
i=1(xi + A′i)

)
over independent translates x1, . . . , xn ∈ Q(0, R) is

equal to
∏n

i=1 d(A′i). There must then exist some x1, . . . , xn ∈ Q(0, R) for which

d
( n⋂

i=1

(xi + A′i)
)
≥

n∏
i=1

d(A′i) >
n∏

i=1

(mRd (Pi) − 2ε).

Since
⋂n

i=1(xi + A′i) avoids each of the configurations Pi and ε > 0 was arbitrary, the desired
lower bound follows. �

Intuitively, one may regard mRd (P1, P2, . . . , Pn) being close to
∏n

i=1 mRd (Pi) as some
sort of independence or lack of correlation between the n constraints of forbidding each
configuration Pi; in this case, there is no better way to choose a set avoiding all these
configurations than simply intersecting optimal Pi-avoiding sets for each i (after suitably
translating them). One might then expect this to happen if the natural sizes of each Pi

are very different from each other, so that each constraint will be relevant in different and
largely independent scales.

Our next result shows this is indeed the case whenever the configurations considered
are all admissible. (A theorem of Graham [39] implies this is not necessarily true if the
configurations considered aren’t admissible; see Section 2.6 for a discussion.) The proof
we present here is based on Bukh’s arguments for supersaturable properties, and generalizes
his result from two-point configurations to general admissible configurations.

Theorem 2.14 (Asymptotic independence). If P1, P2, . . . , Pn ⊂ R
d are admissible config-

urations, then

mRd (t1P1, t2P2, . . . , tnPn)→
n∏

i=1

mRd (Pi)

as the ratios t2/t1, t3/t2, . . . , tn/tn−1 tend to infinity.

Proof. We have already seen that

mRd (t1P1, t2P2, . . . , tnPn) ≥
n∏

i=1

mRd (tiPi) =

n∏
i=1

mRd (Pi)

always holds, so it suffices to show that mRd (t1P1, t2P2, . . . , tnPn) ≤
∏n

i=1 mRd (Pi) + ε
whenever ε > 0 and the ratios between consecutive scales ti are large enough. We shall
proceed by induction, with the case n = 1 being trivial.

Suppose n ≥ 2 and the theorem holds for configurations P1, . . . , Pn−1. Fix ε > 0, and
let t1, . . . , tn−1 > 0 be scales for which

mRd (t1P1, . . . , tn−1Pn−1) ≤
n−1∏
i=1

mRd (Pi) + ε;

now take R0 > 0 large enough so that

mQ(0,R)(t1P1, . . . , tn−1Pn−1) ≤ mRd (t1P1, . . . , tn−1Pn−1) + ε
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holds for all R ≥ R0 (this quantity exists by Lemma 2.2).
If A ⊆ Rd is a measurable set avoiding t1P1, . . . , tn−1Pn−1, then clearly

dQ(x,R)(A) ≤ mQ(0,R)(t1P1, . . . , tn−1Pn−1) for all x ∈ Rd, R > 0. (2.4)

Moreover, if A also avoids tnPn for some tn > 0, then A/tn avoids Pn and so by Corol-
lary 2.12 there is some δ0 > 0 (depending only on Pn and ε) for which

d (Zδ(ε)A/tn) ≤ mRd (Pn) + ε ∀δ ≤ δ0. (2.5)

Suppose now that tn ≥ R0/δ0, and let A ⊆ Rd be any measurable set avoiding t1P1, . . . ,
tnPn. We conclude from (2.4) that

dQ(x, tnδ0)(A) ≤ mQ(0, tnδ0)(t1P1, . . . , tn−1Pn−1)
≤ mRd (t1P1, . . . , tn−1Pn−1) + ε

≤

n−1∏
i=1

mRd (Pi) + 2ε

holds for all x ∈ Rd, and from (2.5) we have

d
(
Ztnδ0 (ε)A

)
= d

(
Zδ0 (ε)A/tn

)
≤ mRd (Pn) + ε.

This means that the density of A inside cubes Q(x, tnδ0) of side length tnδ0 is at most ε
(when x < Ztnδ0 (ε)A) except at a set of upper density at most mRd (Pn) + ε, when it is
instead no more than

∏n−1
i=1 mRd (Pi) + 2ε. Taking averages, we conclude that

d(A) ≤ ε +
(
mRd (Pn) + ε

) ( n−1∏
i=1

mRd (Pi) + 2ε
)
≤

n∏
i=1

mRd (Pi) + 6ε.

This inequality finishes the proof. �

As an immediate corollary of the last theorem, we conclude that

mRd (t1P, t2P, . . . , tnP)→ mRd (P)n

as t2/t1, t3/t2, . . . , tn/tn−1 → ∞ whenever P ⊂ Rd is admissible; let us now show how this
result easily implies Bourgain’s theorem given in Section 1.1:

Proof of Theorem 1.1. Suppose A ⊂ Rd is a measurable set not satisfying the conclusion
of the theorem; thus there is a sequence (t j) j≥1 tending to infinity such that A does not
contain a copy of any t jP. This implies that d(A) ≤ mRd (t1P, t2P, . . . , tnP) for all n ∈ N.
By taking a suitably fast-growing subsequence, we may then use Theorem 2.14 to obtain
(say) d(A) ≤ 2mRd (P)n for any fixed n ≥ 1. This implies that d(A) = 0, as wished. �

Going back to our study of the independence density for multiple configurations, we
will now consider the opposite situation of what we have seen before: when the constraints
of forbidding each individual configuration are so strongly correlated as to be essentially
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redundant. One might expect this to be the case, for instance, when we are forbidding very
close dilates of a given configuration P.

We will show that this intuition is indeed correct, whether or not the configuration
considered is admissible, and the proof is much simpler than in the case of very distant
dilates of P (in particular not needing the results from earlier sections).

Lemma 2.15 (Asymptotic redundancy). For any configuration P ⊂ Rd, we have that

mRd (t1P, t2P, . . . , tnP)→ mRd (P)

as t2/t1, t3/t2, . . . , tn/tn−1 → 1.

Proof. Assume by dilation invariance that t1 = 1. By Lemma 2.2, it suffices to show
that the convergence above holds with mRd replaced by mQ(0,R) for all fixed R > 0. We
will then fix an arbitrary R > 0 and prove that mQ(0,R)(P, t2P, . . . , tnP) → mQ(0,R)(P) as
t2, t3, . . . , tn → 1.

Let (v1, v2, . . . , vk) be an ordering of the points of P, and consider the continuous func-
tion gP : (Rd)k × O(d)→ R given by

gP(x1, . . . , xk, T ) :=
k∑

j=2

‖(x j − x1) − T (v j − v1)‖.

Note that minT∈O(d) gP(x1, . . . , xk, T ) = 0 if and only if (x1, . . . , xk) ' (v1, . . . , vk).
Fix some ε > 0, and let A ⊂ Q(0, R) be a measurable set which avoids P and has

density dQ(0,R)(A) ≥ mQ(0,R)(P) − ε. From elementary measure theory, we know there
exists a compact set Ã ⊆ A with dQ(0,R)(Ã) ≥ mQ(0,R)(P) − 2ε. As the set Ãk × O(d) is
then compact, the continuous function gP attains a minimum on this set; let us call this
minimum γ. Since Ã avoids P, it follows that γ > 0.

We will now prove that Ã also avoids tP whenever t is sufficiently close to 1, say when
|t − 1| < γ/(k · diam P). Indeed, for all x1, . . . , xk ∈ Ã and all T ∈ O(d), by the triangle
inequality we have that

k∑
j=2

‖(x j − x1) − T (tv j − tv1)‖ ≥
k∑

j=2

(
‖(x j − x1) − T (v j − v1)‖ − |t − 1| ‖v j − v1‖

)
>

k∑
j=2

‖(x j − x1) − T (v j − v1)‖ − k · |t − 1| diam P

≥ γ − k · |t − 1| diam P,

which is positive if |t − 1| < γ/(k · diam P). In particular, we see that

mQ(0,R)(P, t2P, . . . , tnP) ≥ dQ(0,R)(Ã) ≥ mQ(0,R)(P) − 2ε

whenever |t j−1| < γ/(k·diam P) for 2 ≤ j ≤ n. Since mQ(0,R)(P, t2P, . . . , tnP) ≤ mQ(0,R)(P)
clearly holds, the result follows. �
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The proof of this last result actually implies a somewhat stronger and more technical
property of the independence density, namely that every configuration P where mRd is dis-
continuous must be a local minimum across the ‘discontinuity barrier’. If the configuration
P is admissible, then we can also prove a corresponding inequality in the reverse direction
and conclude that mRd is in fact continuous at this point; this is done in the next theorem:

Theorem 2.16 (Continuity of the independence density). For every n ≥ 1, the function
(P1, . . . , Pn) 7→ mRd (P1, . . . , Pn) is continuous on the set of n admissible configurations.

Proof. For the sake of better readability, we will prove the result in the case of only one
forbidden configuration; the n-variable version easily follows from the same argument.

Fix some ε > 0, and let R0, c > 0 be the constants promised by the Supersaturation
theorem (Theorem 2.10). By our ‘equicontinuity’ Lemma 2.7, there is some δ > 0 for
which the inequality

|IP′ (A) − IP(A)| < cRd ∀P′ ∈ B(P, δ)

holds for all R > 0 and all measurable sets A ⊂ Q(0, R). Finally, let R ≥ R0 be large enough
so that mRd (P′) ≤ mQ(0,R)(P′) ≤ mRd (P′) + ε holds for all P′ ∈ B(P, δ) (this value exists by
Lemma 2.2).

If A ⊂ Q(0, R) is a measurable set avoiding P′, for some configuration P′ ∈ B(P, δ),
we conclude that IP(A) < cRd, and so (by the Supersaturation theorem)

dQ(0,R)(A) < mQ(0,R)(P) + ε.

This immediately implies that

mRd (P′) ≤ mQ(0,R)(P′) ≤ mQ(0,R)(P) + ε ≤ mRd (P) + 2ε

whenever ‖P′ − P‖∞ ≤ δ.
Let now A ⊂ Q(0, R) be a compact P-avoiding set with density

dQ(0,R)(A) ≥ mQ(0,R)(P) − ε.

Proceeding exactly as we did in the proof of the last lemma, we conclude that A also avoids
all P′ close enough to P, so for such configurations

mQ(0,R)(P′) ≥ dQ(0,R)(A) ≥ mQ(0,R)(P) − ε ≥ mRd (P) − ε.

Since mQ(0,R)(P′) ≤ mRd (P′) + ε, this finishes the proof. �

Let us denote byMn(P) the set of all possible independence densities one can obtain
by forbidding n distinct dilates of a given configuration P, that is

Mn(P) :=
{
mRd (t1P, t2P, . . . , tnP) : 0 < t1 < t2 < · · · < tn < ∞

}
.

It is natural to wonder how this set depends on the number of forbidden dilates, for each
configuration P; the last results can be combined in a simple way to give an (almost com-
plete) answer to this question in the case of admissible configurations:
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Theorem 2.17 (Forbidding multiple dilates). If P ⊂ Rd is admissible, then(
mRd (P)n, mRd (P)

)
⊆ Mn(P) ⊆

[
mRd (P)n, mRd (P)

]
.

Proof. It is clear that mRd (t1P, t2P, . . . , tnP) ≤ mRd (t1P) = mRd (P) always holds, and we
saw in Lemma 2.13 that

mRd (t1P, t2P, . . . , tnP) ≥
n∏

i=1

mRd (tiP) = mRd (P)n.

Moreover, Lemma 2.15 implies that mRd (P) is an accumulation point of the set Mn(P),
and (since P is admissible) Theorem 2.14 implies the same about mRd (P)n. The result now
follows from continuity of the function

(t1, t2, . . . , tn) 7→ mRd (t1P, t2P, . . . , tnP),

which is an immediate consequence of Theorem 2.16. �

As the final result of this chapter, we now show the existence of extremizer measur-
able sets which avoid admissible configurations. This generalizes a result of Bukh (see
Corollary 13 in [8]) from forbidden distances to higher-order configurations.

Theorem 2.18 (Existence of extremizers). If P ⊂ Rd is admissible, then there exists a P-
avoiding set A ⊆ Rd with well-defined density attaining d(A) = mRd (P). The same is true
when forbidding multiple admissible configurations P1, . . . , Pn ⊂ R

d.

Proof. For each integer i ≥ 1, let Ai ⊆ Q(0, i) be a P-avoiding set with density dQ(0, i)(Ai) ≥
mQ(0, i)(P) − 2−i. By restricting to a subsequence if necessary, we may assume that the
indicator functions (χAi )i≥1 converge to some function f ∈ B∞ in the weak∗ topology of
L∞(Rd) (where B∞ now denotes the unit ball of L∞(Rd)).

It is easy to see from the definition that, for any fixed R > 0, (χAi∩Q(0,R))i≥1 converges
to χQ(0,R) f in the weak∗ topology of L∞(Q(0, R)). By weak∗ continuity of IP (Lemma 2.6)
we conclude that IP(χQ(0,R) f ) = 0, which easily implies3 that IP(supp χQ(0,R) f ) = 0. Since
R > 0 is arbitrary, this in turn implies that IP(supp f ) = 0.

Denoting A := supp f , we will now prove that A has density d(A) = mRd (P). Since
IP(A) = 0, by Lemma 2.3 we can then remove a zero-measure subset of A in order to
remove all copies of P and conclude the proof.

By Lemma 2.3, it suffices to show that lim infR→∞ dQ(0,R)(A) ≥ mRd (P). Fix some
arbitrary ε > 0 and take R0 ≥ 2 large enough so that (R0 + 2 diam P)d < (1 + ε/4)Rd

0. For
any given R ≥ R0, take a P-avoiding set BR ⊆ Q(0, R) with

dQ(0,R)(BR) > mQ(0,R)(P) − ε/4 ≥ mRd (P) − ε/4.

3For instance we can proceed as in the proof of Lemma 2.9, approximating IP(supp χQ(0,R) f ) by IP(Bε) where
Bε := {x ∈ Q(0, R) : f (x) ≥ ε}, and noting that IP(Bε) ≤ ε−k IP(χQ(0,R) f ) = 0 for all ε > 0.
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For all i ≥ R, define A′i := BR ∪ (Ai \ Q(0, R + 2 diam P)); note that A′i avoids P and

vol(A′i) = vol(Ai) − vol
(
Ai ∩

(
Q(0, R + 2 diam P) \ Q(0, R)

))
− vol(Ai ∩ Q(0, R)) + vol(BR)

≥ vol(Ai) −
(
(R + 2 diam P)d − Rd) + vol(BR) − vol(A ∩ Q(0, R))

+ vol(A ∩ Q(0, R)) − vol(Ai ∩ Q(0, R))

≥
(
mQ(0, i)(P) − 2−i)id − εRd

4
+

(
dQ(0,R)(BR) − dQ(0,R)(A)

)
Rd

+

∫
Q(0,R)

(
χA(x) − χAi (x)

)
dx

≥
(
mQ(0, i)(P) − 2−i)id − εRd

2
+

(
mRd (P) − dQ(0,R)(A)

)
Rd

+

∫
Q(0,R)

(
f (x) − χAi (x)

)
dx.

Since vol(A′i) ≤ mQ(0, i)(P) id for all i ≥ R and
∫

Q(0,R)

(
f (x) − χAi (x)

)
dx > −ε for all

sufficiently large i, we conclude that for large enough i we have

dQ(0,R)(A) > mRd (P) −
id

2iRd −
ε

2
−

ε

Rd > mRd (P) − ε,

as wished. A similar argument holds for multiple forbidden configurations. �

2.6 Remarks and open problems

Our results leave open the question of what happens when the configurations we forbid are
not admissible. There are two different reasons for a given configuration P ⊂ Rd to not be
admissible, so let us examine them separately.

The fist reason is that P is ‘degenerate’, meaning that its points are affinely dependent.
Bourgain [7] showed an example of sets Ad ⊂ R

d (for each d ≥ 2) which have positive
density but which avoid arbitrarily large dilates of the degenerate three-point configuration
{−1, 0, 1}; these sets then show that the conclusion of Bourgain’s theorem (and thus also
the conclusion of our Theorem 2.14) is false for this degenerate configuration.

This counterexample was later generalized by Graham [39], who showed that a result
like Bourgain’s theorem can only hold if P is contained on the surface of some sphere of
finite radius (as is always the case when P is non-degenerate). In fact, Graham’s result
implies (for instance) that

mRd
(
P,
√

3P,
√

5P,
√

7P, . . .
)
> 0

whenever P ⊂ Rd is nonspherical, that is, not contained on the surface of any sphere. Some
kind of non-degeneracy hypothesis is thus necessary both for Bourgain’s theorem and for
our ‘asymptotic independence’ Theorem 2.14.

It is interesting to note, however, that a more recent result of Ziegler [70, 71] (general-
izing a theorem of Furstenberg, Katznelson and Weiss [37] for three-point configurations)
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shows that every set A ⊆ Rd of positive upper density is arbitrarily close to containing all
large enough dilates of any finite configuration P ⊂ Rd. More precisely, denoting by Aδ the
set of all points at distance at most δ from the set A, Ziegler proved the following:

Theorem 2.19 (Ziegler [71]). Let A ⊆ Rd be a set of positive upper density and P ⊂ Rd

be a finite set. Then there exists t0 > 0 such that, for any t ≥ t0 and any δ > 0, the set Aδ

contains a configuration congruent to tP.

Let us now turn to the second reason for a configuration P in Rd to be non-admissible,
namely that it contains d + 1 points (if it has more than d + 1 points then it is obviously
degenerate). In this case we cannot apply the same strategy we used to prove the Counting
lemma, and it is not clear whether the analogues of this result or of Bourgain’s theorem are
true. We conjecture that they are whenever d ≥ 2, so that we can remove the cardinality
condition from the statement of Bourgain’s result and of Theorem 2.14.

In particular, let us make more explicit the simplest case of this conjecture, which is
an obvious question left open since the results of Bourgain and of Furstenberg, Katznelson
and Weiss:

Conjecture 2.20. Let A ⊂ R2 be a set of positive upper density and let u, v, w ∈ R2 be
non-collinear points. Then there exists t0 > 0 such that for any t ≥ t0 the set A contains a
configuration congruent to {tu, tv, tw}.



Chapter Three

Configuration-avoiding sets on the
sphere

In this chapter, we turn to the question of whether the methods and results shown in the
Euclidean space setting can also be made to work in the spherical setting. We again follow
the author’s paper “Geometrical sets with forbidden configurations” [10].

Basic definitions and notation
We shall fix an integer d ≥ 2 throughout the chapter and work on the d-dimensional unit
sphere S d ⊂ Rd+1. We denote the uniform probability measure on S d by σ(d) = σ, and the
normalized Haar measure on O(d + 1) by µd+1 = µ.

The analogue of the axis-parallel cube in the spherical setting will be the spherical cap:
given x ∈ S d and ρ > 0, we denote1

Cap(x, ρ) :=
{
y ∈ S d : ‖x − y‖Rd+1 ≤ ρ

}
.

We say that Cap(x, ρ) is the spherical cap with center x and radius ρ. Since its measure
σ(Cap(x, ρ)) does not depend on the center point x, we shall denote this value simply by
σ(Capρ). For a given (measurable) set A ⊆ S d we then write

dCap(x, ρ)(A) :=
σ(A ∩ Cap(x, ρ))

σ(Capρ)

for the density of A inside this cap.
We define a (spherical) configuration on S d as a finite subset of Rd+1 which is congruent

to a set on S d; it is convenient to allow for configurations that are not necessarily on the
sphere in order to consider dilations. Note that, if P,Q ⊂ S d are two configurations which
are on the sphere, then P ' Q if and only if there is a transformation T ∈ O(d + 1) for
which P = T · Q (translations are no longer necessary in this case).

1It is more customary to define the spherical cap using angular distance instead of Euclidean distance as we
use. There is no meaningful (qualitative) difference between these two choices, but the use of the Euclidean
distance will be more convenient for us.

31



32 Configuration-avoiding sets on the sphere Chapter 3

A spherical configuration P on S d is said to be admissible if it has at most d points and
if it is congruent to a collection P′ ⊂ S d which is linearly independent.2 As before, we
shall say that some set A ⊆ S d avoids P if there is no subset of A which is congruent to P.

3.1 Independence density and the counting function

The natural analogues of the independence density in the spherical setting can now be
formally defined.

It is again important in our arguments to have two notions of independence density,
one global (on the whole sphere S d) and one local (for spherical caps). Given n ≥ 1
configurations P1, . . . , Pn on S d, we then define the quantities

mS d (P1, . . . , Pn) := sup
{
σ(A) : A ⊂ S d avoids Pi, 1 ≤ i ≤ n

}
and

mCap(x, ρ)(P1, . . . , Pn) := sup
{
dCap(x, ρ)(A) : A ⊂ Cap(x, ρ) avoids Pi, 1 ≤ i ≤ n

}
.

Whenever convenient we will enunciate and prove results in the case of only one forbidden
configuration, as the more general case of multiple forbidden configurations follows from
the same arguments with only trivial modifications.

The first issue we encounter in the spherical setting is that it is not compatible with
dilations: given a collection of points P ⊂ S d and some dilation parameter t > 0, it is
usually not true that there exists a collection Q ⊂ S d congruent to tP. However, there is a
large class of configurations (including the ones we call admissible) for which this is true
whenever 0 < t ≤ 1; we shall say that they are contractible.

It is easy to show that any configuration P ⊂ S d having at most d + 1 points is con-
tractible. Indeed, these points will all be contained in a d-dimensional affine hyperplane
H ⊂ Rd+1; let w ∈ Rd+1 be a normal vector to H and consider translations sw +H of this
hyperplane in the direction of w. By elementary geometry, for any given 0 < t ≤ 1 we can
find some parameter s ≥ 0 for which the collection of points in (sw +H) ∩ S d which are
closest to sw + P is congruent to tP.

Even when the configuration we are considering is contractible, however, there is no
easy relationship between the independence densities of its distinct dilates. We will then
start with the following reassuring lemma, which in a sense assures us the results we wish
to obtain aren’t true for only trivial reasons.

Lemma 3.1. For any fixed contractible configuration P ⊂ S d, we have that

inf
0<t≤1

mS d (tP) > 0 and sup
0<t≤1

mS d (tP) < 1.

Proof. Denote by δS d (γ) the packing density of S d by caps of radius γ, i.e. the largest
possible density of a collection of interior-disjoint caps each having radius γ. It is clear
that δS d (γ) ≥ σ(Capγ) is bounded away from zero when γ is bounded away from zero, and
it is well-known that δS d (γ) tends to the sphere packing density of Rd when γ → 0. In
particular, inf0<γ≤2 δS d (γ) > 0.

2Note that this definition is different from the one in the Euclidean setting, where we required the points to be
affinely independent instead of linearly independent. The reason behind this difference is that the Euclidean space
is translation-invariant while the sphere is not, so affine properties on Rd translate to linear properties on S d .



Section 3.1 Independence density and the counting function 33

For any given 0 < t ≤ 1, let Pt denote the centers of caps on an (arbitrary) optimal cap
packing of radius diam tP, and define the set

At :=
⋃
x∈Pt

Cap
(
x,

diam tP
4

)
.

It is easy to see that At does not contain any copy of tP. Moreover, since the inequality
σ(Capρ/4) ≥ cdσ(Capρ) holds for some cd > 0 and all 0 < ρ ≤ 2, we conclude that

inf
0<t≤1

mS d (tP) ≥ inf
0<t≤1

σ(At) ≥ inf
0<γ≤2

cdδS d (γ) > 0.

For the second inequality, suppose A ⊆ S d avoids P = {v1, . . . , vk}. Then

k∑
i=1

χA(Rvi) = |A ∩ RP| ≤ k − 1 ∀R ∈ O(d + 1).

Integrating over O(d + 1), we obtain

kσ(A) =

∫
O(d+1)

( k∑
i=1

χA(Rvi)
)

dµ(R) ≤ k − 1,

implying that σ(A) ≤ 1 − 1/k. Thus sup0<t≤1 mS d (tP) ≤ 1 − 1/|P|. �

Given some configuration P = {v1, v2, . . . , vk} ⊂ S d, we define the counting function IP

which acts on a bounded measurable function f : S d → R by

IP( f ) :=
∫

O(d+1)
f (Rv1) f (Rv2) · · · f (Rvk) dµ(R).

In the case where f is the indicator function of a set A ⊆ S d, we shall denote IP(χA) more
simply by IP(A); note that

IP(A) = PR∈O(d+1)
(
Rv1, Rv2, . . . , Rvk ∈ A

)
.

If the spherical configuration P is not a subset of the sphere, we define the function IP as
being equal to IQ for any Q ' P which is contained in S d.

As in the Euclidean setting, one can show there is no meaningful difference between
requiring that a measurable set A ⊆ S d avoids some configuration P or that it only satisfies
IP(A) = 0. This is proven in the next lemma:

Lemma 3.2 (Zero-measure removal). Suppose P ⊂ S d is a finite configuration and A ⊆ S d

is measurable. If IP(A) = 0, then we can remove a zero-measure subset of A in order to
remove all congruent copies of P.

Proof. It will be more convenient to change spaces and work on the orthogonal group
O(d + 1) rather than on the sphere S d. For δ > 0 and R ∈ O(d + 1), denote by

B(R, δ) :=
{
T ∈ O(d + 1) : ‖T − R‖2→2 ≤ δ

}



34 Configuration-avoiding sets on the sphere Chapter 3

the ball of radius δ in operator norm centered on R, and let I denote the identity transfor-
mation. We will first show that

lim
δ→0

∣∣∣∣∣ 1
µ(B(I, δ))

∫
B(I, δ)

χA(T x) dµ(T ) − χA(x)
∣∣∣∣∣ = 0 for almost every x ∈ S d. (3.1)

Fix some point e ∈ S d and define on O(d + 1) the (measurable) set

E := {R ∈ O(d + 1) : Re ∈ A}.

By Lebesgue’s Density theorem on O(d + 1), we have that

lim
δ→0

∣∣∣∣∣ 1
µ(B(R, δ))

∫
B(R, δ)

χE(T ) dµ(T ) − χE(R)
∣∣∣∣∣ = 0 for µ-a.e. R ∈ O(d + 1).

But this means exactly that the measure of the set

F :=
{

R ∈ O(d + 1) : lim
δ→0

∣∣∣∣∣ 1
µ(B(I, δ))

∫
B(I, δ)

χA(TRe) dµ(T ) − χA(Re)
∣∣∣∣∣ , 0

}
of ‘non-density points’ is zero. It is clear from the definition of F that it is invariant under
the right-action of Stab(e); this implies that σ({Re : R ∈ F}) = µ(F) = 0, proving (3.1).

Now we remove from A all points x for which identity (3.1) does not hold, thus obtain-
ing a subset B ⊆ A with σ(A \ B) = 0 and

lim
δ→0

1
µ(B(I, δ))

∫
B(I, δ)

χB(T x) dµ(T ) = 1 for all x ∈ B.

We will show that no copy of P remains on this restricted set B, which will finish the proof
of the lemma.

Suppose for contradiction that B contains a copy {u1, . . . , uk} of P. Then there exists
δ > 0 for which

1
µ(B(I, δ))

∫
B(I, δ)

χB(Tui) dµ(T ) ≥ 1 −
1
2k

for all 1 ≤ i ≤ k,

which means that PT∈B(I, δ)(Tui < B) ≤ 1/2k for each 1 ≤ i ≤ k. Thus

IP(B) = PT∈O(d+1)
(
Tu1, . . . , Tuk ∈ B

)
≥ µ(B(I, δ)) · PT∈B(I, δ)

(
Tu1, . . . , Tuk ∈ B

)
≥ µ(B(I, δ))

(
1 −

k∑
i=1

PT∈B(I, δ)(Tui < B)
)

≥
µ(B(I, δ))

2
> 0,

contradicting our assumption that IP(A) = 0. �
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3.2 Harmonic analysis on S d and the Counting lemma

The next thing we need is an analogue of the Counting lemma in the spherical setting,
saying we do not significantly change the count of configurations in a given set A ⊆ S d by
blurring this set a little. As in the Euclidean setting, we will use Fourier-analytic methods
to prove such a result; we now give a quick overview of the definitions and results we need
on harmonic analysis for our arguments.

Given an integer n ≥ 0, write H d+1
n for the space of real harmonic polynomials, homo-

geneous of degree n, on Rd+1; that is,

H d+1
n =

{
f ∈ R[x1, . . . , xd+1] : f homogeneous, deg f = n,

d+1∑
i=1

∂2

∂x2
i

f = 0
}
.

The restriction of the elements of H d+1
n to S d are called spherical harmonics of degree n

on S d. If Y ∈H d+1
n , note that Y(x) = ‖x‖nY(x′) where x = ‖x‖x′ and x′ ∈ S d; we can then

identify H d+1
n with the space of spherical harmonics of degree n, which by a slight (and

common) abuse of notation we also denote H d+1
n .

Harmonic polynomials of different degrees are orthogonal with respect to the stan-
dard inner product 〈 f , g〉S d :=

∫
S d f (x) g(x) dω(x). Moreover, it is a well-known fact (see

e.g. [16]) that the family of spherical harmonics is dense in L2(S d), and so

L2(S d) =

∞⊕
n=0

H d+1
n .

Denoting by projn : L2(S d)→H d+1
n the orthogonal projection onto H d+1

n , this means that
f =

∑∞
n=0 projn f (with equality in the L2 sense) for all f ∈ L2(S d).

There is a family (Pd
n)n≥0 of polynomials on [−1, 1] which is associated to this decom-

position. We use the convention that deg Pd
n = n and Pd

n(1) = 1. These polynomials are
then uniquely characterized by the following two properties:

(i) for each fixed y ∈ S d, the function on S d given by x 7→ Pd
n(x · y) is in H d+1

n ;

(ii) the projection operator projn : L2(S d)→H d+1
n is given by

projn f (x) = dim H d+1
n

∫
S d

Pd
n(x · y) f (y) dω(y). (3.2)

Using these two facts we conclude also the useful property∫
S d

Pd
n(x · y)Pd

n(x · z) dω(x) =
1

dim H d+1
n

Pd
n(y · z) ∀y, z ∈ S d. (3.3)

Note that, by orthogonality of the spaces H d+1
n , property (i) implies that∫

S d
Pd

n(x · y)Pd
m(x · y) dω(x) = 0 if n , m
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(for any fixed y ∈ S d). Using the change of variables t = x · y, this is equivalent to saying
that ∫ 1

−1
Pd

n(t)Pd
m(t) (1 − t2)(d−2)/2dt = 0 if n , m.

This shows that the polynomials Pd
n are, up to multiplicative constants, the Gegenbauer

polynomials Cλ
n with parameter λ = (d − 1)/2: Pd

n(x) = C(d−1)/2
n (x)/C(d−1)/2

n (1); we refer the
reader to Dai and Xu’s book [16] for information on the Gegenbauer polynomials, and for
a proof that the Pd

n thus defined indeed satisfy properties (i) and (ii). The following simple
facts about Pd

n follow immediately from the corresponding properties of the Gegenbauer
polynomials:

Lemma 3.3. For all integers d ≥ 2 and n ≥ 0 the following hold:

• Pd
n(t) ∈ [−1, 1] for all t ∈ [−1, 1];

• For any fixed γ > 0, maxt∈[−1+γ, 1−γ] Pd
n(t) tends to zero as n→ ∞.

We will follow Dunkl [26] in defining both the convolution operation on the sphere and
the spherical analogue of Fourier coefficients. For this we will need to break a little the
symmetry of the sphere and distinguish an (arbitrary) point e on S d; we think of this point
as being the north pole.

For a given x ∈ S d, we write M(S d; x) for the space of Borel regular zonal mea-
sures on S d with pole at x, that is, those measures which are invariant under the action of
StabO(d+1)(x). The elements ofM(S d; e) are referred to simply as the zonal measures.

Given a function f ∈ L2(S d) and a zonal measure ν ∈ M(S d; e), we define their convo-
lution f ∗ ν by

f ∗ ν(x) :=
∫

S d
f (y) dϕxν(y) ∀x ∈ S d,

where ϕx :M(S d; e)→M(S d; x) is the rotation operator defined by

ϕxν(A) = ν(T−1
x A) where Tx ∈ O(d + 1) satisfies Txe = x.

The value f ∗ ν(x) can be thought of as the average of f according to a measure which
acts with respect to x as ν acts with respect to e. It is easy to see that this operation is
well-defined, independently of the choice of Tx: if S xe = Txe = x, then S −1

x Tx ∈ Stab(e)
and so ν(S −1

x A) = ν((S −1
x Tx)T−1

x A) = ν(T−1
x A).

For an integer n ≥ 0 and a zonal measure ν ∈ M(S d; e), we define its n-th Fourier
coefficient ν̂n by

ν̂n =

∫
S d

Pd
n(e · y) dν(y).

The main property we will need of Fourier coefficients is the following result, which is
stated in Dunkl’s paper [26] and can be proven using a straightforward modification of the
methods exposed in Chapter 2 of Dai and Xu’s book [16]:

Theorem 3.4. If f ∈ L2(S d) and ν ∈ M(S d; e), then f ∗ ν ∈ L2(S d) and

projn( f ∗ ν) = ν̂n projn f ∀n ≥ 0.
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With this we finish our review of harmonic analysis on the sphere, so let us return to
our specific problem. For a given δ > 0, denote by capδ the uniform probability measure
on the spherical cap Cap(e, δ):

capδ(A) =
σ(A ∩ Cap(e, δ))
σ(Cap(e, δ))

∀A ⊆ S d.

Note that each capδ is a zonal measure; one immediately checks that

(ĉapδ)n =
1

σ(Capδ)

∫
Cap(e, δ)

Pd
n(e · y) dσ(y)

for all n ≥ 0, and

f ∗ capδ(x) =
1

σ(Capδ)

∫
Cap(x, δ)

f (y) dσ(y)

for all f ∈ L2(S d). In particular, if A ⊆ S d is a measurable set, then χA ∗ capδ(x) =

dCap(x, δ)(A); this gives the ‘blurring’ of the spherical sets we shall consider.

Lemma 3.5. For every d ≥ 2 and γ > 0, there exists a function cd,γ : (0, 1] → R with
limδ→0+ cd,γ(δ) = 0 such that the following holds. For all f , g ∈ L2(S d) and all points
u, v ∈ S d with u · v ∈ [−1 + γ, 1 − γ], we have that∣∣∣∣∣ ∫

O(d+1)
f (Ru)

(
g(Rv) − g ∗ capδ(Rv)

)
dµ(R)

∣∣∣∣∣ ≤ cd,γ(δ) ‖ f ‖2‖g‖2.

Proof. Denote by µ̃e the Haar measure on Stab(e), and assume without loss of generality
that u coincides with the north pole e. By symmetry, the expression we wish to bound may
then be written as∣∣∣∣∣ ∫

O(d+1)
f (Re)h(Rv) dµ(R)

∣∣∣∣∣ =

∣∣∣∣∣ ∫
O(d+1)

f (Re)
( ∫

Stab(e)
h(RS v) dµ̃e(S )

)
dµ(R)

∣∣∣∣∣,
where h = g − g ∗ capδ.

Write t0 := e · v. Note that, when S ∈ Stab(e) is distributed uniformly according to µ̃e,
the point S v is uniformly distributed on S d−1

t0 := {y ∈ S d : e · y = t0}. Denote by σ(d−1)
t0 the

uniform probability measure on S d−1
t0 (that is, the unique one which is invariant under the

action of Stab(e)).
Making the change of variables y = S v, we see that∫

Stab(e)
h(RS v) dµ̃e(S ) =

∫
S d−1

t0

h(Ry) dσ(d−1)
t0 (y)

=

∫
S d−1

t0

h(z) dσ(d−1)
t0 (R−1z) = h ∗ σ(d−1)

t0 (Re).
(3.4)

The expression we wish to bound is then equal to∣∣∣∣∣ ∫
O(d+1)

f (Re) h ∗ σ(d−1)
t0 (Re) dµ(R)

∣∣∣∣∣ =

∣∣∣∣∣ ∫
S d

f (x) h ∗ σ(d−1)
t0 (x) dσ(x)

∣∣∣∣∣.
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Using Parseval’s identity, we can rewrite the right-hand side of this last equality as∣∣∣∣∣ ∞∑
n=0

∫
S d

projn f (x) projn(h ∗ σ(d−1)
t0 )(x) dσ(x)

∣∣∣∣∣
≤

∞∑
n=0

∫
S d
| projn f (x)| |(σ̂(d−1)

t0 )n| | projn h(x)| dσ(x)

≤

∞∑
n=0

|(σ̂(d−1)
t0 )n| ‖ projn f ‖2 ‖ projn h‖2.

As h = g − g ∗ capδ, the expression above is equal to

∞∑
n=0

|(σ̂(d−1)
t0 )n| |1 − (ĉapδ)n| ‖ projn f ‖2 ‖ projn g‖2

=

∞∑
n=0

|Pd
n(t0)|

∣∣∣∣∣1 − 1
σ(Capδ)

∫
Cap(e, δ)

Pd
n(e · y) dσ(y)

∣∣∣∣∣ ‖ projn f ‖2 ‖ projn g‖2.

Fix some ε > 0. Since t0 ∈ [−1 + γ, 1− γ] (by hypothesis), from Lemma 3.3 we obtain
that |Pd

n(t0)| ≤ ε/2 holds for all n ≥ N(ε, γ), while∣∣∣∣∣1 − 1
σ(Capδ)

∫
Cap(e, δ)

Pd
n(e · y) dσ(y)

∣∣∣∣∣ ≤ max
−1≤t≤1

∣∣∣1 − Pd
n(t)

∣∣∣ = 2

always holds. Moreover, since each Pd
n is a polynomial satisfying Pd

n(1) = 1, we can choose
δ0 = δ0(ε, γ) > 0 small enough so that |1 − Pd

n(e · y)| ≤ ε holds whenever n < N(ε, γ) and
y ∈ Cap(e, δ0). This implies that the last sum is at most

∞∑
n=0

ε‖ projn f ‖2 ‖ projn g‖2 ≤ ε‖ f ‖2‖g‖2

whenever δ ≤ δ0(ε, γ), finishing the proof. �

Recall that a spherical configuration P on S d is admissible if it has at most d points and
if it is congruent to a collection P′ ⊂ S d which is linearly independent. We can now give
the spherical counterpart to the Counting lemma from last chapter:

Lemma 3.6 (Counting lemma). For every admissible configuration P on S d there exists a
function ηP : (0, 1] → (0, 1] with limδ→0+ ηP(δ) = 0 such that the following holds for all
measurable sets A ⊆ S d:

|IP(A) − IP(χA ∗ capδ)| ≤ ηP(δ) ∀δ ∈ (0, 1].

Moreover, this upper bound function ηP can be made uniform inside a small ball B ⊂
(Rd+1)k centered on the configuration P considered.
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Proof. Up to congruence, we may assume P ⊂ S d. Similarly to what we did in the Eu-
clidean setting, we will first obtain a uniform upper bound for∣∣∣∣∣ ∫

O(d+1)
f1(T v1) · · · fk−1(T vk−1)

(
fk(T vk) − fk ∗ capδ(T vk)

)
dµ(T )

∣∣∣∣∣,
valid whenever 0 ≤ f1, . . . , fk ≤ 1 are measurable functions and (v1, v2, . . . , vk) is a permu-
tation of the points of P.

Denote by G := StabO(d+1)(v1, . . . , vk−2) the stabilizer of the first k − 2 points of P, and
by H := StabO(d+1)(v1, . . . , vk−2, vk−1) = StabG(vk−1) the stabilizer of the first k − 1 points of
P. We can then bound the expression above by∫

O(d+1)

∣∣∣∣∣ ∫
G

fk−1(TS vk−1)
(
fk(TS vk) − fk ∗ capδ(TS vk)

)
dµG(S )

∣∣∣∣∣ dµ(T ), (3.5)

where µG denotes the normalized Haar measure on G.
Denote ` := d− k + 2 ≥ 2. Since P is non-degenerate, we see that G ' O(`+ 1) and that

both Gvk−1 and Gvk are spheres of dimension `. Morally, we should then be able to apply
the last lemma (with d = `, f = fk−1(T ·) and g = fk(T ·)) and easily conclude. However, the
convolution in expression (3.5) above happens in S d, while that on the last lemma would
happen in S `; in particular, if k ≥ 3 so that ` < d, all of the mass on the average defined
by the convolution in (3.5) lies outside of the `-dimensional sphere Gvk, so this argument
cannot work. We will have to work harder to conclude.

Note that, since Gvk is an `-dimensional sphere while Hvk is an (` − 1)-dimensional
sphere (which happens because P is non-degenerate), it follows that there is a point ξ ∈ Gvk

which is fixed by H; this point will work as the north pole of Gvk.
It will be more convenient to work on the canonical unit sphere S ` instead of the `-

dimensional sphere Gvk ⊂ S d. We shall then restrict ourselves to the (` + 1)-dimensional
affine hyperplane H determined by H ∩ S d = Gvk, and place coordinates on it to identify
H with R`+1 and Gvk with S `, noting that G then acts as O(` + 1). More formally, let
r > 0 be the radius of Gvk in Rd+1, so that Gvk is isometric to rS `; take such an isometry
ψ : Gvk → rS `, and define e ∈ S ` by e := ψ(ξ)/r. Now we construct a map φ : G → O(`+1)
defined by

φ(S )ψ(x) = ψ(S x) ∀x ∈ Gvk

for each S ∈ G. It is easy to check that this map is well-defined and gives an isomorphism
between G and O(` + 1) satisfying φ(H) = StabO(`+1)(e).

For each fixed T ∈ O(d + 1), define the functions gT , hT : S ` → [−1, 1] by

gT (Re) := fk−1(Tφ−1(R)vk−1) and

hT (Re) := fk(Tφ−1(R)ξ) − fk ∗ capδ(Tφ
−1(R)ξ),

for all R ∈ O(` + 1). These functions are indeed well-defined on S `, since StabG(vk−1) =

StabG(ξ) = φ−1(StabO(`+1)(e)). Note that hT can also be written as a function of x ∈ S ` by
making use of the isometry ψ−1 : rS ` → Gvk:

hT (x) = fk(Tψ−1(rx)) − fk ∗ capδ(Tψ
−1(rx)).
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Denote by u := ψ(vk)/r the point in S ` corresponding to vk. Making the change of
variables R = φ(S ), we obtain∫

G
fk−1(TS vk−1)

(
fk(TS vk) − fk ∗ capδ(TS vk)

)
dµG(S )

=

∫
O(`+1)

gT (Re) hT (Ru) dµ`+1(R)

=

∫
O(`+1)

gT (Re)
( ∫

Stab(e)
hT (RS u) dµ̃e(S )

)
dµ`+1(R),

where we write Stab(e) for StabO(`+1)(e) and µ̃e for its Haar measure. Working as we did
in the chain of equalities (3.4), we see that the expression in parenthesis is equal to hT ∗

σ(`−1)
e·u (Re), where σ(`−1)

e·u is the uniform probability measure on the (`−1)-sphere Stab(e)u =

{y ∈ S ` : e · y = e · u} (and the convolution now takes place in S ` with e as the north pole).
Making the change of variables x = Re, we then see that the expression above is equal to∫

O(`+1)
gT (Re) hT ∗ σ

(`−1)
e·u (Re) dµ`+1(R) =

∫
S `

gT (x) hT ∗ σ
(`−1)
e·u (x) dσ(`)(x).

We conclude that the expression (3.5) we wish to bound is equal to∫
O(d+1)

∣∣∣∣∣ ∫
S `

gT (x) hT ∗ σ
(`−1)
e·u (x) dσ(`)(x)

∣∣∣∣∣ dµd+1(T )

≤

∫
O(d+1)

‖hT ∗ σ
(`−1)
e·u ‖2 dµd+1(T )

≤

( ∫
O(d+1)

‖hT ∗ σ
(`−1)
e·u ‖

2
2 dµd+1(T )

)1/2
.

Let us now compute e · u, which will be necessary for bounding ‖hT ∗ σ
(`−1)
e·u ‖

2
2. From

the identity
‖re − ru‖2

R`+1 = ‖ψ−1(re) − ψ−1(ru)‖2
Rd+1 = ‖ξ − vk‖

2
Rd+1 ,

we conclude that r2(2 − 2 e · u) = 2 − 2 ξ · vk, and so

e · u = (ξ · vk − (1 − r2))/r2 < {−1, 1}

depends only on P and not our later choices.
Now fix an arbitrary ε > 0. By Parseval’s identity, we have that

‖hT ∗ σ
(`−1)
e·u ‖

2
2 =

∞∑
n=0

‖ projn(hT ∗ σ
(`−1)
e·u )‖22

=

∞∑
n=0

|(σ̂(`−1)
e·u )n|

2 ‖ projn hT ‖
2
2

=

∞∑
n=0

P`
n(e · u)2 ‖ projn hT ‖

2
2.
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Since e · u < {−1, 1} is a constant depending only on P, there exists3 N = N(ε, P) ∈ N such
that |P`

n(e · u)| ≤ ε for all n > N. Using also that −1 ≤ P`
n(t) ≤ 1 for all −1 ≤ t ≤ 1, we

conclude that

‖hT ∗ σ
(`−1)
e·u ‖

2
2 ≤

N∑
n=0

‖ projn hT ‖
2
2 +

∑
n>N

ε2‖ projn hT ‖
2
2.

The second term on the right-hand side of the inequality above is bounded by ε2‖hT ‖
2
2 ≤ ε

2,
so let us concentrate on the first term.

By identities (3.2) and (3.3), we have

‖ projn hT ‖
2
2 =

∫
S `

(
dim H `+1

n

∫
S `

hT (y)P`
n(x · y) dσ(y)

)2
dσ(x)

= (dim H `+1
n )2

∫
S `

∫
S `

hT (y)hT (z)
( ∫

S `

P`
n(x · y)P`

n(x · z) dσ(x)
)

dσ(y) dσ(z)

= dim H `+1
n

∫
S `

∫
S `

hT (y)hT (z) P`
n(y · z) dσ(y) dσ(z).

Since |P`
n(y · z)| ≤ 1 for all y, z ∈ S `, we conclude that∫

O(d+1)
‖ projn hT ‖

2
2 dµd+1(T )

= dim H `+1
n

∫
S `

∫
S `

( ∫
O(d+1)

hT (y)hT (z) dµd+1(T )
)

P`
n(y · z) dσ(y) dσ(z)

≤ dim H `+1
n

∫
S `

∫
S `

∣∣∣∣∣ ∫
O(d+1)

hT (y)hT (z) dµd+1(T )
∣∣∣∣∣ dσ(y) dσ(z).

We now divide this last double integral on the sphere into two parts, depending on
whether or not y · z is close to the extremal points 1 or −1. Thus, for some parameter
0 < γ < 1 to be chosen later, we write the double integral as∫

S `

∫
S `

∣∣∣∣∣ ∫
O(d+1)

hT (y)hT (z) dµd+1(T )
∣∣∣∣∣1{|y · z| > 1 − γ

}
dσ(y) dσ(z)

+

∫
S `

∫
S `

∣∣∣∣∣ ∫
O(d+1)

hT (y)hT (z) dµd+1(T )
∣∣∣∣∣1{|y · z| ≤ 1 − γ

}
dσ(y) dσ(z).

Since −1 ≤ hT ≤ 1, the first term is at most

2
∫

S `

∫
S `

1{y · z > 1 − γ} dσ(y) dσ(z) = 2σ(`)(CapS ` (e,
√

2γ)
)
.

To bound the second term, note that for fixed y, z ∈ S ` we have∫
O(d+1)

hT (y)hT (z) dµd+1(T )

=

∫
O(d+1)

(
fk(T ỹ) − fk ∗ capδ(T ỹ)

) (
fk(T z̃) − fk ∗ capδ(T z̃)

)
dµd+1(T ),

3By Lemma 3.3 this value of N can be made robust to small perturbations of the value e ·u, which is equivalent
to small perturbations of the configuration P. This remark, and others in the same vein, are the reason why
the bound obtained in the proof can be made to hold uniformly inside small neighborhoods of the considered
configuration.
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where ỹ := ψ−1(ry) and z̃ := ψ−1(rz). Moreover, we have

‖ry − rz‖2
R`+1 = ‖ỹ − z̃‖2

Rd+1 =⇒ ỹ · z̃ = 1 − r2(1 − y · z);

thus, whenever y · z ∈ [−1 +γ, 1−γ], we have ỹ · z̃ ∈ [−1 + r2γ, 1− r2γ]. Using Lemma 3.5
(with f = fk − fk ∗ capδ, g = fk and γ substituted by r2γ) we conclude that the second term
is bounded by cd,r2γ(δ).

Taking stock of everything, we obtain∫
O(d+1)

‖hT ∗ σ
(`−1)
e·u ‖

2
2 dµd+1(T )

≤ ε2 +

N∑
n=0

dim H `+1
n

(
2σ(`)(CapS ` (e,

√
2γ)

)
+ cd,r2γ(δ)

)
for any 0 < γ < 1. Choosing γ small enough depending on `, ε and N, and then choosing δ
small enough depending on d, r2γ, ε and N (so ultimately only on ε and P), we can bound
the right-hand side by 4ε2; the expression (3.5) is then bounded by 2ε in this case.

For such small values of δ, we thus conclude from our telescoping sum trick (explained
in Section 2.2) that |IP(A) − IP(χA ∗ capδ)| ≤ 2kε, proving the desired inequality since
ε > 0 is arbitrary. The claim that the upper bound can be made uniform inside a small ball
centered on P follows from analyzing our proof. �

3.3 Continuity properties of the counting function

Following the same script as in the Euclidean setting, we now consider other ways in which
the counting function is robust to small perturbations.

It is again easy to show, using our telescoping sum trick, that IP is continuous in L∞(S d)
(and even in L|P|(S d)) for all spherical configurations. When the configuration considered
is admissible, we obtain also the following significantly stronger continuity property of IP

when restricting to bounded functions:

Lemma 3.7 (Weak∗ continuity). If P is an admissible configuration on S d, then IP is weak∗

continuous on the unit ball of L∞(S d).

Proof. Denote the closed unit ball of L∞(S d) by B∞, and let ( fi)i≥1 ⊂ B∞ be a sequence
weak∗ converging to f ∈ B∞. It will suffice to show that (IP( fi))i≥1 converges to IP( f ).

Note that, for every x ∈ S d, δ > 0, we have

fi ∗ capδ(x) =
1

σ(Capδ)

∫
Cap(x, δ)

fi(y) dσ(y)

i→∞
−−−→

1
σ(Capδ)

∫
Cap(x, δ)

f (y) dσ(y) = f ∗ capδ(x).

Since f ∗ capδ and each fi ∗ capδ are Lipschitz with the same constant (depending only on
δ) and S d is compact, this easily implies that

‖ fi ∗ capδ − f ∗ capδ‖∞ → 0 as i→ ∞.
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In particular, we conclude limi→∞ IP( fi ∗ capδ) = IP( f ∗ capδ).
Since P is admissible, by the spherical Counting lemma we have

|IP( f ∗ capδ) − IP( f )| ≤ ηP(δ) and |IP( fi ∗ capδ) − IP( fi)| ≤ ηP(δ) ∀i ≥ 1.

Choosing i0(δ) ≥ 1 sufficiently large so that

|IP( fi ∗ capδ) − IP( f ∗ capδ)| ≤ ηP(δ) ∀i ≥ i0(δ),

we conclude that

|IP( f ) − IP( fi)| ≤ |IP( f ) − IP( f ∗ capδ)| + |IP( f ∗ capδ) − IP( fi ∗ capδ)|
+ |IP( fi ∗ capδ) − IP( fi)|

≤ 3ηP(δ) ∀i ≥ i0(δ).

Since δ > 0 is arbitrary and ηP(δ)→ 0 as δ→ 0, this finishes the proof. �

Given some spherical configuration P ⊂ Rd+1, fix an arbitrary ordering (v1, . . . , vk) of
its points and let us writeB(P, r) ⊂ (Rd+1)k for the ball of radius r centered on (this ordering
of) P, where the distance from P to Q = (u1, . . . , uk) is given by

‖Q − P‖∞ := max
{
‖ui − vi‖ : 1 ≤ i ≤ k

}
.

If P is an admissible spherical configuration, note that all configurations inside a small
enough ball centered on P will also be admissible.

We will later need an equicontinuity property for the family of counting functions P 7→
IP(A), over all measurable sets A ⊆ S d; this is given in the following lemma:

Lemma 3.8 (Equicontinuity). For every admissible P ⊂ S d and every ε > 0, there is some
δ > 0 such that

‖Q − P‖∞ ≤ δ =⇒ |IQ(A) − IP(A)| ≤ ε ∀A ⊆ S d.

Proof. We will use the fact that the function ηP obtained in the Counting lemma can be
made uniform inside a small ball centered on P. In other words, there is r > 0 and a
function η′P : (0, 1]→ (0, 1] with limt→0 η

′
P(t) = 0 such that |IQ(A) − IQ(χA ∗ capρ)| ≤ η

′
P(ρ)

for all Q ∈ B(P, r) and all (measurable) A ⊆ S d.
Now, for a given ρ > 0 and all 0 < δ < ρ, we see from the triangle inequality that

‖x − y‖ ≤ δ =⇒ Cap(x, ρ − δ) ⊂ Cap(x, ρ) ∩ Cap(y, ρ),

and so σ
(
Cap(x, ρ) \ Cap(y, ρ)

)
≤ σ(Capρ) − σ(Capρ−δ). This implies that, for any set

A ⊆ S d and any x, y ∈ S d with ‖x − y‖ ≤ δ, we have

|χA ∗ capρ(x) − χA ∗ capρ(y)| =

∣∣∣σ(A ∩ Cap(x, ρ)) − σ(A ∩ Cap(y, ρ))
∣∣∣

σ(Capρ)

≤
σ
(
Cap(x, ρ) \ Cap(y, ρ)

)
σ(Capρ)

≤
σ(Capρ) − σ(Capρ−δ)

σ(Capρ)
.
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By the usual telescoping sum argument, whenever ‖Q − P‖∞ ≤ δ we then conclude

|IQ(χA ∗ capρ) − IP(χA ∗ capρ)| ≤ k
σ(Capρ) − σ(Capρ−δ)

σ(Capρ)
.

Take ρ > 0 small enough so that η′P(ρ) ≤ ε/3, and for this value of ρ take 0 < δ < r
small enough so that σ(Capρ−δ) ≥ (1 − ε/3k)σ(Capρ). Then, for any Q ∈ B(P, δ) and any
measurable set A ⊆ S d, we have

|IQ(A) − IP(A)| ≤ |IQ(A) − IQ(χA ∗ capρ)| + |IQ(χA ∗ capρ) − IP(χA ∗ capρ)|

+ |IP(χA ∗ capρ) − IP(A)|

≤ η′P(ρ) + k
σ(Capρ) − σ(Capρ−δ)

σ(Capρ)
+ η′P(ρ)

≤
ε

3
+ k

ε

3k
+
ε

3
= ε,

as wished. �

3.4 The spherical Supersaturation theorem

Having proven that the counting function for admissible spherical configurations is robust
to various kinds of small perturbations, we next show that it also satisfies a useful super-
saturation property.

This is the second main technical tool we need to study the independence density in the
spherical setting, and due to the fact that the unit sphere is compact both its statement and
its proof are slightly simpler than those in the Euclidean space setting.

Theorem 3.9 (Supersaturation theorem). For every admissible configuration P on S d and
every ε > 0 there exists c(ε) > 0 such that the following holds. If A ⊆ S d has measure
σ(A) ≥ mS d (P) + ε, then IP(A) ≥ c(ε).

Proof. Suppose for contradiction that the result is false; then there exist some ε > 0
and some sequence (Ai)i≥1 of sets, each of density at least mS d (P) + ε, which satisfy
limi→∞ IP(Ai) = 0.

Since the unit ball B∞ of L∞(S d) is weak∗ compact (and also metrizable in this topol-
ogy), by possibly restricting to a subsequence we may assume that (χAi )i≥1 converges in the
weak∗ topology of L∞(S d); let us denote its limit by f ∈ B∞. It is clear that 0 ≤ f ≤ 1
almost everywhere, and

∫
S d f (x) dσ(x) = limi→∞ σ(Ai) ≥ mS d (P) + ε. By weak∗ continuity

of IP (Lemma 3.7), we also have IP( f ) = limi→∞ IP(Ai) = 0.
Now let B := {x ∈ S d : f (x) ≥ ε}. Since

ε · χB(x) ≤ f (x) < ε + χB(x) for a.e. x ∈ S d,

we conclude that IP(B) ≤ ε−kIP( f ) = 0 and

σ(B) >
∫

S d
f (x) dσ(x) − ε ≥ mS d (P).

But this set B contradicts Lemma 3.2, finishing the proof. �
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It will be useful to also introduce a spherical analogue of the zooming-out operator,
which acts on measurable spherical sets and represents the points on the sphere around
which the considered set has a somewhat large density. Given quantities δ, γ > 0, we then
denote byZδ(γ) the operator which takes a measurable set A ⊆ S d to the set

Zδ(γ)A :=
{
x ∈ S d : dCap(x, δ)(A) ≥ γ

}
.

The most important property of the zooming-out operator is the following result:

Corollary 3.10. For every admissible configuration P on S d and every ε > 0 there exists
δ0 > 0 such that the following holds. For any δ ≤ δ0, if A ⊆ S d satisfies

σ(Zδ(ε)A) ≥ mS d (P) + ε,

then A contains a congruent copy of P.

Proof. By the Supersaturation theorem, we know that

σ(Zδ(ε)A) ≥ mS d (P) + ε =⇒ IP(Zδ(ε)A) ≥ c(ε)

holds for all δ > 0. By the Counting lemma, we then have

IP(A) ≥ IP(χA ∗ capδ) − ηP(δ) ≥ εkIP(Zδ(ε)A) − ηP(δ)

≥ εkc(ε) − ηP(δ).

Since ηP(δ) → 0 as δ → 0, there is some δ0 > 0 such that for all δ ≤ δ0 we can conclude
IP(A) > 0; this implies that A contains a copy of P. �

3.5 From the sphere to spherical caps

We must now tackle the problem of obtaining a relationship between the independence
density mS d (P) of a given configuration P ⊂ S d and its spherical cap version mCap(x, ρ)(P),
as this will be needed later.

In the Euclidean setting this was very easy to do (see Lemma 2.2), using the fact that
we can tessellate Rd with cubes Q(x,R) of any given side length R > 0. This is no longer
the case in the spherical setting, as it is impossible to completely cover S d using non-
overlapping spherical caps of some given radius; in fact, this cannot be done even approxi-
mately if we require the radii of the spherical caps to be the same (as we did with the side
length of the cubes in Rd).

We will then need to use a much weaker ‘almost-covering’ result, saying that we can
cover almost all of the sphere by using finitely many non-overlapping spherical caps of
different radii. For technical reasons we will also want these radii to be arbitrarily small.

Lemma 3.11. For every ε > 0 there is a finite cap packing

P =
{
Cap(xI , ρi) : 1 ≤ i ≤ N

}
of S d with density σ(P) > 1 − ε and with radii ρi ≤ ε for all 1 ≤ i ≤ N.
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Proof. We will use the same notation for both a collection of caps and the set of points on
S d which belong to (at least) one of these caps. The desired packing P will be constructed
in several steps, starting with P0 := {Cap(e, ε)}.

Now suppose Pi−1 has already been constructed (and is finite) for some i ≥ 1, and let
us construct Pi. Define

Ci :=
{
Cap

(
x, min{ε, dist(x, Pi−1)}

)
: x ∈ S d \ Pi−1

}
,

and note that Ci is a covering of S d \ Pi−1 by caps of positive radii (since Pi−1 is closed on
S d). By Vitali’s Covering lemma,4 there is a countable subcollection

Qi =

∞⋃
j=1

{Cap(x j, r j)} ⊂ Ci

of disjoint caps in Ci such that S d \ Pi−1 ⊆
⋃∞

j=1 Cap(x j, 5r j). In particular

1 − σ(Pi−1) = σ(S d \ Pi−1) ≤
∞∑
j=1

σ(Cap(x j, 5r j)) ≤ Kd σ(Qi),

where we denote Kd := supr>0 σ(Cap5r)/σ(Capr) < ∞. Taking Ni ∈ N such that

Ni∑
j=1

σ(Cap(x j, r j)) ≥ σ(Qi) −
1 − σ(Pi−1)

2Kd
,

we see that P′i := {Cap(x j, r j) : 1 ≤ j ≤ Ni} ⊂ S d \ Pi−1 satisfies

σ(P′i) ≥
1 − σ(Pi−1)

2Kd
.

Now set Pi := Pi−1 ∪ P
′
i ; this is a finite cap packing with

1 − σ(Pi) = 1 − σ(Pi−1) − σ(P′i) ≤ (1 − σ(Pi−1))
(
1 −

1
2Kd

)
≤ (1 − σ(Capε))

(
1 −

1
2Kd

)i

(where the last inequality follows by induction). Taking n ≥ 1 large enough so that

(1 − σ(Capε))
(
1 −

1
2Kd

)n
< ε,

we see that P := Pn satisfies all requirements. �

We can now obtain our analogue of Lemma 2.2, relating the two versions of indepen-
dence density in the spherical setting:

4Note that spherical caps are exactly the (closed) balls of the separable metric space S d endowed with the
Euclidean distance induced from Rd+1.
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Lemma 3.12. For every ε > 0, ρ > 0 there is t0 > 0 such that the following holds whenever
P1, . . . , Pn ⊂ S d have diameter at most t0:∣∣∣mCap(x, ρ)(P1, . . . , Pn) −mS d (P1, . . . , Pn)

∣∣∣ < ε.
Proof. If A ⊂ S d is a set that does not contain copies of P1, . . . , Pn, then for any x ∈
S d the set A ∩ Cap(x, ρ) ⊆ Cap(x, ρ) also does not contain copies of P1, . . . , Pn and
Ex∈S d [dCap(x, ρ)(A)] = σ(A). There must then exist some x ∈ S d such that

dCap(x, ρ)(A ∩ Cap(x, ρ)) = dCap(x, ρ)(A) ≥ σ(A),

proving that mCap(x, ρ)(P1, . . . , Pn) ≥ mS d (P1, . . . , Pn).
For the opposite direction, let γ ≤ ε/4 be small enough so that

σ(Capρ+γ) ≤ (1 + ε/4)σ(Capρ).

By Lemma 3.11, we know there is a cap packing P = {Cap(xI , ρi) : 1 ≤ i ≤ N} of S d

with σ(P) ≥ 1 − γ and 0 < ρ1, . . . , ρN ≤ γ. Now let t0 > 0 be small enough so that
σ(Capρi−2t0 ) ≥ (1− ε/4)σ(Capρi

) for all 1 ≤ i ≤ N; note that t0 will ultimately depend only
on ε and ρ.

Fixing any configurations P1, . . . , Pn ⊂ S d of diameter at most t0, let A ⊂ Cap(x, ρ)
be a set which avoids all of them. We shall construct a set Ã ⊂ S d which also avoids
P1, . . . , Pn, and which satisfies σ(Ã) > dCap(x, ρ)(A) − ε; this will finish the proof.

For each 1 ≤ i ≤ N, denote ρ̃i := ρi − 2t0 < γ. We have that

σ(A) =

∫
S d

dCap(y, ρ̃i)(A) dσ(y)

=

∫
Cap(x, ρ+ρ̃i)

dCap(y, ρ̃i)(A) dσ(y)

≤

∫
Cap(x, ρ)

dCap(y, ρ̃i)(A) dσ(y) + σ(Capρ+ρ̃i
) − σ(Capρ).

Since ρ̃i < γ, dividing by σ(Capρ) we obtain

Ey∈Cap(x, ρ)
[
dCap(y, ρ̃i)(A)

]
≥

σ(A)
σ(Capρ)

−
σ(Capρ+ρ̃i

) − σ(Capρ)

σ(Capρ)

> dCap(x, ρ)(A) −
ε

4
.

There must then exist yi ∈ Cap(x, ρ) for which dCap(yI , ρ̃i)(A) > dCap(x, ρ)(A) − ε/4; fix one
such yi for each 1 ≤ i ≤ N, and let Tyi→xi ∈ O(d + 1) be any rotation taking yi to xi (and
thus taking Cap(yi, ρ̃i) to Cap(xi, ρ̃i)).

We claim that the set

Ã :=
N⋃

i=1

Tyi→xi (A ∩ Cap(yi, ρ̃i))
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satisfies our requirements. Indeed, we have

σ(Ã) =

N∑
i=1

σ(A ∩ Cap(yi, ρ̃i)) =

N∑
i=1

dCap(yI , ρ̃i)(A) · σ(Capρ̃i
)

>

N∑
i=1

(
dCap(x, ρ)(A) −

ε

4

)
·

(
1 −

ε

4

)
σ(Capρi

)

≥

(
dCap(x, ρ)(A) −

ε

2

)
σ(P)

> dCap(x, ρ)(A) − ε.

Moreover, since diam(P j) ≤ t0 and the caps Cap(xi, ρ̃i) are (at least) 2t0-distant from each
other, we see that any copy of P j in Ã ⊂

⋃N
i=1 Cap(xi, ρ̃i) must be entirely contained in one

of the the caps Cap(xi, ρ̃i). But then it should also be contained (after rotation by T−1
yi→xi

) in
A ∩ Cap(yi, ρ̃i); this shows that Ã does not contain copies of P j for any 1 ≤ j ≤ N, since A
doesn’t, and we are done. �

3.6 Results on the spherical independence density

We are finally ready to start a more detailed study of the independence density parameter
in the spherical setting.

We start by providing a general lower bound on the independence density of several
different configurations in terms of their individual independence densities:

Lemma 3.13 (Supermultiplicativity). For all configurations P1, . . . , Pn on S d, we have

mS d (P1, . . . , Pn) ≥
n∏

i=1

mS d (Pi).

Proof. Choose, for each 1 ≤ i ≤ n, a set Ai ⊂ S d which avoids configuration Pi. By taking
independent rotations RiAi of each set Ai, we see that

ER1,...,Rn∈O(d+1)

[
σ

( n⋂
i=1

RiAi

)]
=

∫
S d

n∏
i=1

ERi∈O(d+1)
[
χAi (R

−1
i x)

]
dσ(x)

=

n∏
i=1

σ(Ai).

There must then exist R1, . . . ,Rn ∈ O(d + 1) for which

σ
( n⋂

i=1

RiAi

)
≥

n∏
i=1

σ(Ai).

Since
⋂n

i=1 RiAi avoids all configurations P1, . . . , Pn and the sets A1, . . . , An were chosen
arbitrarily, the result follows. �
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Using supersaturation, we can show that this lower bound is essentially tight when
the configurations considered are all admissible and each one is at a different size scale.
Intuitively, this happens because the constraints of avoiding each of these configurations
will act at distinct scales and thus not correlate with each other.

Theorem 3.14 (Asymptotic independence). For every admissible configurations P1, . . . ,
Pn on S d and every ε > 0 there is a positive increasing function f : (0, 1] → (0, 1] such
that the following holds. Whenever 0 < t1, . . . , tn ≤ 1 satisfy ti+1 ≤ f (ti) for 1 ≤ i < n, we
have ∣∣∣∣∣mS d (t1P1, . . . , tnPn) −

n∏
i=1

mS d (tiPi)
∣∣∣∣∣ ≤ ε.

Proof. We have already seen that mS d (t1P1, . . . , tnPn) ≥
∏n

i=1 mS d (tiPi), so it suffices to
show that mS d (t1P1, . . . , tnPn) ≤

∏n
i=1 mS d (tiPi) + ε for suitably separated t1, . . . , tn ≤ 1.

We will do so by induction on n, with the base case n = 1 being trivial (and taking f ≡ 1).
Suppose then n ≥ 2 and we have already proven the result for n − 1 configurations.

Let f̃ : (0, 1] → (0, 1] be the function promised by the theorem applied to the n − 1
configurations P2, . . . , Pn and with accuracy ε, so that whenever 0 < t2 ≤ 1 and 0 < t j+1 ≤

f̃ (t j) for each 2 ≤ j < n we have

mS d (t2P2, . . . , tnPn) ≤
n∏

j=2

mS d (t jP j) + ε.

By the corollary to the Supersaturation theorem (Corollary 3.10), for all 0 < t1 ≤ 1
there is δ0 = δ0(ε; t1P1) > 0 such that

σ(Zδ0 (ε)A) ≥ mS d (t1P1) + ε =⇒ A contains a copy of t1P1.

Applying Lemma 3.12 with radius ρ = δ0, we see there is t0 = t0(ε, δ0) > 0 for which

mCap(x, δ0)(t2P2, . . . , tnPn) ≤ mS d (t2P2, . . . , tnPn) + ε

holds whenever 0 < t2, . . . , tn ≤ t0/2.
Let now 0 < t1, . . . , tn ≤ 1 be numbers satisfying

t2 ≤ t0(ε, δ0(ε; t1P1))/2 and t j+1 ≤ f̃ (t j) for all 2 ≤ j < n.

If A ⊂ S d does not contain copies of t1P1, . . . , tnPn, then by the preceding discussion we
must have σ(Zδ0 (ε)A) < mS d (t1P1) + ε and, for all x ∈ S d,

dCap(x, δ0)(A) ≤ mCap(x, δ0)(t2P2, . . . , tnPn) ≤ mS d (t2P2, . . . , tnPn) + ε

≤

n∏
j=2

mS d (t jP j) + 2ε.

This means that, inside caps Cap(x, δ0) of radius δ0, A has density less than ε (when x <
Zδ0 (ε)A) except on a set of measure at most mS d (t1P1) + ε, when it instead has density at
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most
∏n

j=2 mS d (t jP j) + 2ε. Taking averages, we conclude that

σ(A) = Ex∈S d
[
dCap(x, δ)(A)

]
≤ ε +

(
mS d (t1P1) + ε

) ( n∏
j=2

mS d (t jP j) + 2ε
)

≤ 6ε +

n∏
i=1

mS d (tiPi).

It thus suffices to take the function f : (0, 1]→ (0, 1] given by

f (t) = min
{

f̃ (t),
t0
(
ε/6, δ0(ε/6; tP1)

)
2

}
to conclude the induction. �

Recalling from Lemma 3.1 that mS d (tP) is bounded away from both zero and one for
0 < t ≤ 1, an immediate consequence of this theorem is the following: if P is admissible,
then mS d (t1P, t2P, . . . , tnP) decays exponentially with n as the ratios t j+1/t j between con-
secutive scales go to zero. By considering an infinite sequence of ‘counterexamples’ as we
did in our proof of Bourgain’s theorem last chapter, we then obtain from Theorem 3.14 the
following result:

Corollary 3.15. Let P ⊂ S d be an admissible configuration. If A ⊆ S d has positive
measure, then there is some number t0 > 0 such that A contains a congruent copy of tP for
all t ≤ t0.

This corollary can be seen as the counterpart to Bourgain’s theorem in the spherical
setting, where it impossible to consider arbitrarily large dilates. (The equivalent result of
containing all sufficiently small dilates of a configuration in the Euclidean setting also holds
with the same proof.)

We will next prove that the independence density function P 7→ mS d (P) is continuous
on the set of admissible configurations on S d. Before doing so, it is interesting to note that a
similar result does not hold for two-point configurations on the unit circle S 1 (which can be
seen as the very first instance of non-admissible configurations). Indeed, it was shown by
DeCorte and Pikhurko [23] that mS 1 ({u, v}) is discontinuous at a configuration {u, v} ⊂ S 1

whenever the arc length between u and v is a rational multiple of 2π with odd denominator.

Theorem 3.16 (Continuity of the independence density). For any n ≥ 1, the function
(P1, . . . , Pn) 7→ mS d (P1, . . . , Pn) is continuous on the set of n admissible spherical configu-
rations.

Proof. For simplicity we will prove the result in the case of only one forbidden configura-
tion, but the general case follows from the same argument.

Fix some ε > 0 and some admissible configuration P on S d, and let c(ε) > 0 be the
constant promised by the Supersaturation theorem (Theorem 3.9). By our ‘equicontinuity’
Lemma 3.8, there exists δ > 0 such that, whenever ‖Q−P‖∞ ≤ δ, we have |IQ(A)− IP(A)| ≤
c(ε) for all A ⊆ S d.
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Suppose Q ∈ B(P, δ) and A ⊂ S d is a measurable set avoiding Q; we must then have
IP(A) ≤ c(ε), and so (by the Supersaturation theorem) σ(A) ≤ mS d (P) + ε. We conclude
that mS d (Q) ≤ mS d (P) + ε whenever Q ∈ B(P, δ).

Now write P = {v1, . . . , vk}, and consider the function gP : (S d)k × O(d + 1)→ R given
by

gP(x1, . . . , xk,T ) :=
k∑

i=1

‖xi − T vi‖.

Note that this function is continuous, nonnegative and that

min
T∈O(d+1)

gP(x1, . . . , xk,T ) = 0 if and only if {x1, . . . , xk} ' P.

By elementary measure theory, we can find a compact set A ⊂ S d which avoids P and has
measure σ(A) ≥ mS d (P)−ε. The continuous function gP attains a minimum on the compact
set Ak × O(d + 1); denote this minimum by γ, and note that γ > 0 since A avoids P.

Let us show that A also avoids Q, for all Q ∈ B(P, γ/2k). Indeed, writing Q =

{u1, . . . , uk}, for any points x1, . . . , xk ∈ A and any T ∈ O(d + 1) we have that

k∑
i=1

‖xi − Tui‖ ≥

k∑
i=1

∣∣∣‖xi − T vi‖ − ‖Tui − T vi‖
∣∣∣

≥ gP(x1, . . . , xk,T ) − k‖Q − P‖∞,

which is at least γ/2 > 0 if ‖Q − P‖∞ ≤ γ/2k. For such configurations we obtain

mS d (Q) ≥ σ(A) ≥ mS d (P) − ε.

We conclude that |mS d (Q) −mS d (P)| ≤ ε whenever ‖Q − P‖∞ ≤ min{δ, γ/2k}, finishing
the proof. �

As our definition of the independence density mS d (P) involved a supremum over all P-
avoiding measurable sets A ⊆ S d, it is not immediately clear whether there actually exists a
measurable P-avoiding set attaining this extremal value of density. In fact, such a result is
false in the case where d = 1 and we are considering two-point configurations {u, v} ⊂ S 1:
if the length of the arc between u and v is not a rational multiple of π, it was shown by
Székely [62] that mS 1 ({u, v}) = 1/2 but that there is no {u, v}-avoiding measurable set of
density 1/2.

We will now show that extremizer sets exist whenever the configuration we are forbid-
ding is admissible. Note that the result also holds (with the same proof) when forbidding
several admissible configurations; this generalizes to higher-order configurations a theorem
of DeCorte and Pikhurko [23] for forbidden distances on the sphere.

Theorem 3.17 (Existence of extremizers). If P ⊂ S d is an admissible configuration, then
there is a P-avoiding measurable set A ⊆ S d attaining σ(A) = mS d (P).

Proof. Let A1, A2, · · · ⊆ S d be a sequence of P-avoiding measurable sets whose measure
converges to mS d (P). By passing to a subsequence if necessary, we may assume that
(χAi )i≥1 converges to some function f ∈ B∞ in the weak∗ topology of L∞(S d).
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By weak∗ convergence we know that 0 ≤ f ≤ 1 almost everywhere, and that∫
S d

f (x) dσ(x) = lim
i→∞

σ(Ai) = mS d (P);

by weak∗ continuity we also have IP( f ) = limi→∞ IP(Ai) = 0. Denoting A := supp f , we
easily conclude that IP(A) = 0, and also

σ(A) =

∫
S d
χA(x) dσ(x) ≥

∫
S d

f (x) dσ(x) = mS d (P). (3.6)

But Lemma 3.2 implies we can remove a zero-measure subset from A in order to remove
all copies of P. The theorem follows. �

To conclude this chapter, let us make explicit what we can say about the possible inde-
pendence densities when forbidding n distinct contractions of an admissible configuration
P; due to lack of dilation invariance in the spherical setting, characterizing these values in
terms of simpler quantities is much harder than it is in the Euclidean setting.

Denote MS d

n (P) :=
{
mS d (t1P, t2P, . . . , tnP) : 0 < t1 < t2 < · · · < tn ≤ 1

}
. Due

to continuity of mS d (Theorem 3.16) this set is an interval, and its upper extremity is
sup0<t≤1 mS d (tP). By supermultiplicativity (Lemma 3.13) the lower extremity of MS d

n (P)
is at least inf0<t≤1 mS d (tP)n, and by asymptotic independence (Theorem 3.14) it can be at
most inf0<t≤1 mS d (tP) · lim inft→0 mS d (tP)n−1.

3.7 Remarks and open problems

It is not clear whether the results shown in this chapter should continue to hold when the
configurations considered are not admissible. Our reasons for requiring such a condition
are quite similar to those we had in Euclidean space, and as in the Euclidean setting we
believe that only some sort of non-degeneracy condition should be necessary.

Another question we ask is related to a suspected ‘compatibility condition’ between the
Euclidean and spherical settings. Since S d resembles Rd at small scales, it seem geomet-
rically intuitive that mS d (tP) should get increasingly close to mRd (P) as t → 0, whenever
P is a contractible configuration on S d. (It is easy to show that a configuration P ⊂ S d

is contractible if and only if it is contained in a d-dimensional affine subspace, so we can
embed it in Rd.) We wish to know whether this intuition is correct:

Question 3.18. Is it true that limt→0 mS d (tP) = mRd (P) whenever P ⊂ S d is a contractible
configuration?

Note that in dimension d = 1 this question has a positive answer, due to DeCorte and
Pikhurko’s characterization [23, Theorem 3.2] of the independence density of two points
in S 1 and the easy fact that mR1 ({0, 1}) = 1/2.



Chapter Four

An exact completely positive
formulation

This chapter is devoted to obtaining conic programming formulations for the independence
density parameters. We shall do so by extending the cone of completely positive matrices
to multivariable functions on the Euclidean space and the sphere, and then generalizing the
completely positive formulation of the independence number of graphs to certain geometric
hypergraphs.

4.1 A conic linear program for the independence number
of hypergraphs

We say that a symmetric matrix M ∈ Rn×n is completely positive if it is a conic combination
of rank-one, symmetric and nonnegative matrices; in other words, if there are nonnegative
vectors v1, . . . , vm ∈ R

n
+ such that

M = v1 ⊗ v1 + · · · + vm ⊗ vm.

Here the tensor product u⊗v is the matrix given by (u⊗v)i j = uiv j. The set of all completely
positive matrices forms a closed convex cone of symmetric matrices.

While the problem of optimizing linear functions over the completely positive cone is
NP-hard in general, there has been significant study in this area (see e.g. [6, 18, 9]) since
it provides exact reformulations of interesting but hard combinatorial problems as convex
optimization problems. For instance, de Klerk and Pasechnik [18] showed that the indepen-
dence number of a finite graph can be formulated as a linear optimization problem over the
cone of completely positive matrices; more precisely, denoting by α(G) the independence
number of a given graph G, they showed that

α(G) = max
∑

i, j∈V(G) Mi j∑
i∈V(G) Mii = 1,

Mi j = 0 if {i, j} ∈ E(G),
M ∈ RV(G)×V(G) is completely positive.

(4.1)

53
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We will now extend this formulation to hypergraphs of higher uniformity, substituting ma-
trices by higher-order arrays and suitably generalizing the completely positive cone.

For convenience, we shall use a more ‘functional’ notation rather than the usual ‘multi-
index’ notation for higher-order arrays. Given an integer k ≥ 2, we define a completely
positive k-array F ∈ Rnk

as a conic combination of rank-one, symmetric and nonnegative
k-arrays. In other words, a k-array F ∈ Rnk

is completely positive if there are nonnegative
vectors v1, . . . , vm ∈ R

n
+ such that

F = v⊗k
1 + · · · + v⊗k

m ;

here v⊗k denotes the k-th tensor power of v, which has coordinates v⊗k(i1, . . . , ik) =
∏k

j=1 vi j .
Given some (finite) k-uniform hypergraph H on vertex set V(H), we then consider the

optimization program

max
∑

x1, ..., xk∈V(H) F(x1, . . . , xk)∑
x1, ..., xk−1∈V(H) F(x1, . . . , xk−1, xk−1) = 1,

F(x1, . . . , xk) = 0 if {x1, . . . , xk} ∈ E(H),
F ∈ RV(H)k

is completely positive.

(4.2)

A variation of de Klerk and Pasechnik’s argument for graphs can be used to show that
program (4.2) above is an exact formulation for the independence number of hypergraphs:

Theorem 4.1. Whenever H is a k-uniform hypergraph, the optimal value of program (4.2)
is equal to α(H).

Proof. Denote bu ν the value of program (4.2), and write V = V(H) for convenience. It
is easy to show that ν ≥ α(H): let I ⊆ V be any independent set in H, and consider the
function

FI(x1, . . . , xk) :=
1
|I|k−1

k∏
i=1

χI(xi).

This function is a feasible solution of (4.2) with value |I|; since I was arbitrary, the optimum
value ν is at least α(H).

In order to show the converse inequality ν ≤ α(H), consider any feasible solution F of
program (4.2). Since F is completely positive, it can be written as a conic combination

F =

n∑
i=1

λi f ⊗k
i (4.3)

for some constants λi > 0 and nonnegative functions fi : V → R+. Let ‖ · ‖1 and ‖ · ‖2 denote
the usual L1 and L2 norms on RV , that is

‖ f ‖1 :=
∑
x∈V

| f (x)| and ‖ f ‖2 :=
(∑

x∈V

| f (x)|2
)1/2

.
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After a suitable normalization of (4.3), we may assume that ‖ fi‖2 = 1 for each 1 ≤ i ≤ n;
we then have

∑
x1, ..., xk−1∈V

F(x1, . . . , xk−1, xk−1) =

n∑
i=1

λi

∑
x1, ..., xk−1∈V

( k−2∏
j=1

fi(x j)
)

fi(xk−1)2

=

n∑
i=1

λi

(∑
x∈V

fi(x)
)k−2(∑

x∈V

fi(x)2
)

=

n∑
i=1

λi‖ fi‖k−2
1 .

The first constraint of program (4.2) thus implies that
∑n

i=1 λi‖ fi‖k−2
1 = 1; there must

then exist some 1 ≤ j ≤ n satisfying

‖ f j‖
2
1 ≥

n∑
i=1

λi‖ fi‖k−2
1 · ‖ fi‖21 =

n∑
i=1

λi

(∑
x∈V

fi(x)
)k

=
∑

x1, ..., xk∈V

F(x1, . . . , xk). (4.4)

Fix such an index j, and denote the support of f j by I j ⊆ V . Since F is zero on edges of H
and each function fi is nonnegative, it follows that

∏k
`=1 f j(x`) = 0 whenever {x1, . . . , xk}

is an edge of H; this implies that its support I j is an independent set in H. By Cauchy-
Schwarz we have that

‖ f j‖1 =
∑
x∈V

f j(x) χI j (x) ≤ ‖ f j‖2 ‖χI j‖2 = |I j|
1/2,

so we conclude from equation (4.4) that the objective function of program (4.2) for F is at
most |I j|. Since I j is independent in H and F is an arbitrary feasible solution, this implies
that ν ≤ α(H) and concludes the proof. �

4.2 A conic linear program for the independence density

We now wish to extend program (4.2) considered above to infinite geometric hypergraphs,
in particular obtaining completely positive formulations for the independence density pa-
rameters.

We will first need to properly extend the notion of completely positive k-arrays to func-
tions F : Vk → R, with V being an infinite set. The simplest way to do so is to require all
finite induced k-arrays to be completely positive; more formally, we say that a k-variable
function F : Vk → R is completely positive if for every finite subset U ⊆ V the k-array(
F(u1, . . . , uk)

)
u1,...,uk∈U is completely positive. When the set V is endowed with a topology,

it is convenient to also restrict our attention to those completely positive functions which
are continuous; this requirement gives them much more structure and makes them easier to
work with.

Using this notion, it is now easy to extend program (4.2) to infinite hypergraphs whose
vertex set is a topological space endowed with a Borel measure. However, it is no longer
clear whether the resulting program is an exact formulation for the appropriate analogue
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of the independence number. The next theorems show that this is still true if we consider
geometric hypergraphs encoding admissible configurations:

Theorem 4.2. Let P ⊂ S d be an admissible spherical configuration with k points. Then
mS d (P) is the value of the following conic optimization program:

sup
∫

(S d)k F(x1, . . . , xk) dσk(x1, . . . , xk)∫
(S d)k−1 F(x1, . . . , xk−1, xk−1) dσk−1(x1, . . . , xk−1) = 1,

F(x1, . . . , xk) = 0 if {x1, . . . , xk} ' P,
F ∈ C((S d)k) is completely positive.

(4.5)

Moreover, the optimal value is attained as a maximum.

Theorem 4.3. Let R > 0 and suppose P ⊂ Rd is an admissible configuration with k points.
Then mQ(0,R)(P) is the value of the following conic optimization program:

sup R−d
∫

Q(0,R)k F(x1, . . . , xk) dx1 . . . dxk∫
Q(0,R)k−1 F(x1, . . . , xk−1, xk−1) dx1 . . . dxk−1 = 1,

F(x1, . . . , xk) = 0 if {x1, . . . , xk} ' P,
F ∈ C(Q(0, R)k) is completely positive.

(4.6)

Remark 4.4. Although we have stated the results in the case of only one forbidden con-
figuration, similar programs can be obtained when forbidding multiple admissible con-
figurations. The proof that these programs give exact formulations for the corresponding
independence density remains essentially unchanged.

The formal proof of these results will occupy the next three sections, but we can quickly
give an overview of its main ingredients. On a high level, it follows the same general
strategy as the proof of the completely positive formulation for finite hypergraphs; however,
the fact that the program is now infinite-dimensional introduces some additional technical
complications which must be dealt with. For concreteness let us now concentrate on the
spherical case, the Euclidean case being very similar.

Following the proof of Theorem 4.1, given some P-avoiding measurable set A ⊂ S d we
are led to consider the function

FA(x1, . . . , xk) =
1

σ(A)k−1

k∏
i=1

χA(xi).

This function is clearly completely positive, and it is easy to see that it satisfies the first two
constraints of program (4.5), and that it has objective value σ(A); unfortunately FA is not
continuous, as is required in the third constraint. The idea to get around this problem is to
consider instead an ‘averaged’ version of FA, which has the same good properties as the
original function but is now continuous; this is done in Section 4.3.

Showing that the optimal value of program (4.5) is at most mS d (P) is somewhat more
complicated. Since the space of functions considered is infinite-dimensional, we can no
longer decompose a completely positive function into a finite conic combination as we did
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in equation (4.3). The first thing we will show is that any continuous completely positive
function F can be arbitrarily well-approximated (in the supremum norm) by a finite-rank
completely positive function F̃; this is done in Section 4.4.

Unfortunately, after passing to a finite-rank approximation, we can no longer guaran-
tee that the function F̃ we are dealing with is zero on edges of the hypergraph; this was
the crucial property we needed to conclude the proof in the finite case. In order to deal
with the errors introduced by our approximation, we shall use the Supersaturation theorem
(Theorem 3.9); this is the key step in our proof. A suitable application of this result in
conjunction with the arguments used for finite hypergraphs will show that, if the objective
function is noticeably larger than mS d (P), then on average the value of F̃ on edges of H
must be noticeably larger than 0; but this would contradict the fact that F̃ is a good approx-
imation of F in the supremum norm, which finishes the proof. The details are shown in
Section 4.5.

One can also obtain a similar completely positive program in the case of the non-
compact Euclidean space Rd, but for this we will need to consider some limits. Given
a continuous function F ∈ C((Rd)k) on k ≥ 2 variables, we write

Mk(F) := lim sup
T→∞

1
(vol[−T,T ]d)k

∫
([−T,T ]d)k

F(x1, . . . , xk) dx1 . . . dxk and

Mk−1(F) := lim sup
T→∞

1
(vol[−T,T ]d)k−1

∫
([−T,T ]d)k−1

F(x1, . . . , xk−1, xk−1) dx1 . . . dxk−1;

these are continuous linear functionals on C((Rd)k) endowed with the supremum norm. As
a corollary to Theorem 4.3 we will obtain:

Corollary 4.5. If P ⊂ Rd is an admissible configuration on k points, then mRd (P) is the
value of the following conic optimization program:

sup Mk(F)
Mk−1(F) = 1,
F(x1, . . . , xk) = 0 if {x1, . . . , xk} ' P,
F ∈ C((Rd)k) is completely positive.

(4.7)

Moreover, the optimal value is attained as a maximum.

4.2.1 The case of forbidden distances

Let us now turn to the special case of forbidden angles and distances, which correspond to
two-point configurations. In this case, the programs (4.5) and (4.7) can be further simpli-
fied and written in a more convenient form; this was first done by DeCorte, Oliveira and
Vallentin [22], who showed (using different arguments) that the corresponding completely
positive formulations are exact.

In the spherical setting, we first exploit the invariance of program (4.5) under the action
of O(d + 1) to show that the optimization variable F can also be required to be invariant
under this action. More precisely, if we forbid two-point configurations on S d forming
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angle θ, we obtain from (4.5) the equivalent program

sup
∫

S d

∫
S d F(x, y) dσ(x) dσ(y)∫

S d F(x, x) dσ(x) = 1,
F(x, y) = 0 if x · y = cos θ,
F ∈ C(S d × S d) is completely positive and O(d + 1)-invariant.

The equivalence can be easily seen by transforming any given feasible solution F of pro-
gram (4.5) into the ‘averaged’ function

F̃(x, y) :=
∫

O(d+1)
F(T x,Ty) dµ(T ),

which is a feasible solution of the program above and has the same objective value.
As the orbit of a pair of points (x, y) ∈ S d × S d under O(d + 1) depends only on their

inner product x · y, it follows that any O(d + 1)-invariant function F : S d × S d → R can
be written as F(x, y) = f (x · y) for some suitable function f : [−1, 1] → R; moreover, if
F is continuous then its corresponding univariate function f is also continuous. We shall
say that a continuous function f : [−1, 1] → R is of completely positive type for S d if the
kernel (x, y) 7→ f (x · y), where x, y ∈ S d, is completely positive. The last program can then
be equivalently written in the more convenient single-variable form:

sup
∫

S d

∫
S d f (x · y) dσ(y) dσ(x)

f (1) = 1,
f (cos θ) = 0,
f ∈ C([−1, 1]) is of completely positive type for S d.

(4.8)

Obtaining a single-variable program for distance-avoiding sets in Euclidean space is
similar, but slightly more complicated due to the fact that Rd is not compact.

A continuous function f : Rd → R is of completely positive type if for every finite set
U ⊂ Rd the matrix

(
f (x−y)

)
x,y∈U is completely positive. A continuous function f : Rd → R

of completely positive type has a well-defined mean value

M( f ) = lim
T→∞

1
vol[−T,T ]d

∫
[−T,T ]d

f (x) dx;

this is a consequence of Bochner’s theorem, as shown in [22].
Note that program (4.7) is invariant under translation, so it is natural to restrict it to

functions which are also translation-invariant. Any translation-invariant completely posi-
tive function F : Rd × Rd → R can be written as F(x, y) = f (x − y) for some function
f : Rd → R of completely positive type; under this identification, one can easily check that
M2(F) = M( f ) and M1(F) = f (0). Restricting program (4.7) for sets avoiding distance 1
to translation-invariant functions, we then obtain

sup M( f )
f (0) = 1,
f (x) = 0 if ‖x‖ = 1,
f ∈ C(Rd) is of completely positive type.

(4.9)
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By Corollary 4.5, the value of this restricted program is at most mRd (1). Moreover, it
is easy to adapt the proof of this corollary in order to show that periodic sets give rise to
translation-invariant feasible solutions of (4.7); it suffices to average over its fundamental
domain when using Lemma 4.8. Since the extremal value mRd (1) can be arbitrarily well-
approximated by periodic sets, this shows that the value of program (4.9) is at least mRd (1)
(though this value might no longer be attained).

We conclude from this discussion the following result, which was first proven by
DeCorte, Oliveira and Vallentin [22]:

Corollary 4.6. The optimal value of program (4.8) is mS d (θ), and it is attained as a maxi-
mum. Moreover, the optimal value of program (4.9) is mRd (1).

We remark that the main result of DeCorte, Oliveira and Vallentin also applies to a
more general class of ‘well-behaved’ infinite graphs, of which distance graphs on Rd and
S d are the main examples. Their methods were also different from those used here in some
essential ways; in particular, they did not use any supersaturation result but instead relied
on deeper analytic arguments.

4.3 Averaging and continuity

In this section we prove two technical lemmas designed to ‘regularize’ a function by taking
averages; this will be necessary when constructing feasible solutions to our optimization
programs from configuration-avoiding sets, and will be used again next chapter.

The first such result we consider is for functions on the sphere:

Lemma 4.7. For all functions f1, . . . , fk ∈ Lk(S d), the function

Λk( f1, . . . , fk) : (x1, . . . , xk) 7→
∫

O(d+1)

k∏
i=1

fi(T xi) dµ(T )

is continuous on (S d)k.

Proof. For fixed points x1, . . . , xk ∈ S d, we can apply Hölder’s inequality k − 1 times to
obtain ∣∣∣∣∣∣

∫
O(d+1)

k∏
i=1

fi(T xi) dµ(T )

∣∣∣∣∣∣ ≤ k∏
i=1

( ∫
O(d+1)

| fi(T xi)|k dµ(T )
)1/k

.

Since each T xi is uniformly distributed on S d when T is uniformly distributed on O(d + 1),
it follows that the right-hand side of the inequality above is equal to

∏k
i=1 ‖ fi‖k; we conclude

that

‖Λk( f1, . . . , fk)‖∞ ≤
k∏

i=1

‖ fi‖k. (4.10)

For each 1 ≤ i ≤ k, take a sequence ( fi,n)n≥1 of continuous functions on S d converging
to fi in Lk norm. Since S d is compact, it follows that each of these functions fi,n is uniformly
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continuous; so is their product (x1, . . . , xk) 7→
∏k

i=1 fi,n(xi) (for any fixed n ≥ 1). As the
action of O(d + 1) preserves distances, it follows that the average

Λk( f1,n, f2,n, . . . , fk,n) =

∫
O(d+1)

k∏
i=1

fi,n(T · ) dµ(T )

is also (uniformly) continuous.
Since Λk is multilinear, we have from (4.10) that

‖Λk( f1, f2, . . . , fk) − Λk( f1,n, f2,n, . . . , fk,n)‖∞
≤ ‖Λk( f1 − f1,n, f2, . . . , fk)‖∞ + ‖Λk( f1,n, f2 − f2,n, . . . , fk)‖∞

+ · · · + ‖Λk( f1,n, f2,n, . . . , fk − fk,n)‖∞

≤

k∑
i=1

i−1∏
j=1

‖ f j,n‖k · ‖ fi − fi,n‖k ·
k∏

j=i+1

‖ f j‖k
n→∞
−−−−→ 0.

Thus
(
Λk( f1,n, . . . , fk,n)

)
n≥1 is a sequence of continuous functions converging uniformly to

Λk( f1, . . . , fk); it follows that the function Λk( f1, . . . , fk) is also continuous. �

We will also need an analogue of this result for functions on the Euclidean space:

Lemma 4.8. For all R > 0 and all functions f1, . . . , fk ∈ L∞(Rd), the function

Λk( f1, . . . , fk) : (x1, . . . , xk) 7→
∫

Q(0,R)

k∏
i=1

fi(xi + y) dy

is continuous on (Rd)k.

Proof. Fix x1, . . . , xk ∈ R
d, and denote by F the restriction of Λk( f1, . . . , fk) to the set∏k

i=1 Q(xi, 1) ⊂ (Rd)k; it suffices to show that F is continuous. Note that F depends only
on the restriction of each function fi to Q(xi, R + 1), so we may assume that supp fi ⊆
Q(xi, R + 1) for 1 ≤ i ≤ k.

For each 1 ≤ i ≤ k, take a sequence ( fi,n)n≥1 of continuous functions supported on
Q(xi, R + 1), converging to fi in Lk norm. Let us first show that Λk( f1,n, f2,n, . . . , fk,n) is
continuous on (Rd)k, for each n ≥ 1.

Fixed n ≥ 1, since each fi,n is continuous and compactly supported, it follows that
they are uniformly continuous; so is their product

∏k
i=1 fi,n. Thus, for every ε > 0 there is

δn(ε) > 0 such that

max
1≤i≤k
‖zi − z′i‖ ≤ δn(ε) =⇒

∣∣∣∣∣∣ k∏
i=1

fi,n(zi) −
k∏

i=1

fi,n(z′i)

∣∣∣∣∣∣ ≤ ε.
We conclude that, whenever max1≤i≤k ‖zi − z′i‖ ≤ δn(ε), we have

|Λk( f1,n, . . . , fk,n)(z1, . . . , zk) − Λk( f1,n, . . . , fk,n)(z′1, . . . , z
′
k)|

=

∣∣∣∣∣∣
∫

Q(0,R))

( k∏
i=1

fi,n(zi + y) −
k∏

i=1

fi,n(z′i + y)
)

dy

∣∣∣∣∣∣
≤

∫
Q(0,R))

ε dy = εRd.
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It follows that Λk( f1,n, . . . , fk,n) is continuous.
Applying Hölder’s inequality k − 1 times we see that, for any functions g1, . . . , gk in

Lk(Rd) and any z1, . . . , zk ∈ R
d, we have∫

Rd

∣∣∣∣∣∣ k∏
i=1

gi(zi + y)

∣∣∣∣∣∣ dy ≤ k∏
i=1

(∫
Rd
|gi(zi + y)|k dy

)1/k

=

k∏
i=1

‖gi‖k;

this shows that ‖Λk(g1, . . . , gk)‖∞ ≤
∏k

i=1 ‖gi‖k. Since Λk is multilinear, we conclude that

‖Λk( f1, f2, . . . , fk) − Λk( f1,n, f2,n, . . . , fk,n)‖∞
≤ ‖Λk( f1 − f1,n, f2, . . . , fk)‖∞ + ‖Λk( f1,n, f2 − f2,n, . . . , fk)‖∞

+ · · · + ‖Λk( f1,n, f2,n, . . . , fk − fk,n)‖∞

≤

k∑
i=1

i−1∏
j=1

‖ f j,n‖k · ‖ fi − fi,n‖k ·
k∏

j=i+1

‖ f j‖k
n→∞
−−−−→ 0.

Thus
(
Λk( f1,n, . . . , fk,n)

)
n≥1 is a sequence of continuous functions converging uniformly to

F inside
∏k

i=1 Q(xi, 1); it follows that F is also continuous. �

4.4 Finite-rank approximations

Our next task is to approximate continuous completely positive functions by finite-rank
completely positive functions. We will do so in the setting of functions defined on compact
metric spaces, though this assumption is not strictly necessary.

For the next lemma we then assume that V is a compact metric space, endowed with its
Borel σ-algebra. The distance between two points x, y ∈ V is denoted by d(x, y).

Lemma 4.9. Suppose F ∈ C(Vk) is completely positive. Then for every ε > 0 there exist
nonnegative functions f1, . . . , fN ∈ L∞(V) such that∥∥∥∥∥∥F −

N∑
j=1

f j
⊗k

∥∥∥∥∥∥
∞

≤ ε.

Proof. Fix ε > 0. Since F is continuous on the compact metric space Vk, there exists δ > 0
for which

max
1≤i≤k

d(xi, x′i ) ≤ δ =⇒ |F(x1, . . . , xk) − F(x′1, . . . , x
′
k)| ≤ ε.

Now take a finite δ-net Y of V , that is, a finite subset Y ⊆ V such that

min
{
d(x, y) : y ∈ Y

}
≤ δ for all x ∈ V.

By assumption, the k-array
(
F(x1, . . . , xk)

)
x1,...,xk∈Y is completely positive; there must

then exist nonnegative functions φ1, . . . , φN : Y → R+ for which

F(x1, . . . , xk) =

N∑
j=1

k∏
i=1

φ j(xi) for all x1, . . . , xk ∈ Y.
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Let y1, . . . , ym be an (arbitrary) ordering of the points in Y . For each 1 ≤ j ≤ N we define
the nonnegative function f j : V → R+ by f j(x) = φ j(yk), where yk ∈ Y is the point in Y
which is closest to x, and with ties broken in favour of the smallest index.

These functions f j are clearly bounded and (Borel) measurable. Note that F coincides
with

∑N
j=1 f j

⊗k on Yk, and by definition of the set Y we conclude that∣∣∣∣∣∣F(x1, . . . , xk) −
N∑

j=1

k∏
i=1

f j(xi)

∣∣∣∣∣∣ ≤ ε
for all x1, . . . , xk ∈ V . The lemma follows. �

4.5 Proof of the completely positive formulations

We can now show that the completely positive formulations given in Section 4.2 are exact,
following the proof outline presented in that section.

We start by proving Theorem 4.2 on the independence density of admissible spherical
configurations. The other two results are proven through minor variations of the arguments
used in this case, and will be given afterwards.

Proof of Theorem 4.2. Denote by ν the optimum value of program (4.5); we wish to show
that ν = mS d (P), and that this optimum value is attained.

The proof that ν ≥ mS d (P) is simple. By Theorem 3.17, there exists an extremal P-
avoiding measurable set A ⊂ S d, that is, satisfying σ(A) = mS d (P); consider the function

FA(x1, . . . , xk) :=
1

σ(A)k−1

∫
O(d+1)

k∏
i=1

χA(T xi) dµ(T ).

By Lemma 4.7, this function is continuous on (S d)k. It is also completely positive: for any
finite set U ⊂ S d, the cone of completely positive k-arrays on U is closed as a subset of
RUk

, and so the array
(
FA(u1, . . . , uk)

)
u1,...,uk∈U is completely positive. Moreover, one can

easily check that FA satisfies the other two constraints of program (4.5) and has objective
value σ(A), thus showing that ν ≥ mS d (P) and that this lower bound can be attained.

In order to show that ν ≤ mS d (P), fix ε > 0 and let 0 < δ < ε be a small constant to
be chosen later. Let F be a feasible solution of program (4.5) with objective value at least
ν − δ. By Lemma 4.9, there are functions f1, . . . , fN ≥ 0 such that∥∥∥∥∥∥F −

N∑
j=1

f j
⊗k

∥∥∥∥∥∥
∞

≤ δ.

From this bound and our assumptions on F, we immediately obtain:

N∑
j=1

‖ f j‖
k
1 =

∫
(S d)k

( N∑
j=1

f j
⊗k(x1, . . . , xk)

)
dσk(x1, . . . , xk) ≥ ν − 2δ,

N∑
j=1

k∏
i=1

f j(xi) =

N∑
j=1

f j
⊗k(x1, . . . , xk) ≤ δ whenever {x1, . . . , xk} ' P, and
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N∑
j=1

‖ f j‖
k−2
1 ‖ f j‖

2
2 =

∫
(S d)k−1

( N∑
j=1

f j
⊗k(x1, . . . , xk−1, xk−1)

)
dσk−1(x1, . . . , xk−1) ∈ [1 − δ, 1 + δ].

It will be convenient to perform some normalizations with these functions f j, so that
the sum

∑N
j=1 ‖ f j‖

k−2
1 ‖ f j‖

2
2 on the last expression is exactly 1 and the functions we will work

with have L2 norm equal to 1. In order to do this, let us denote C :=
∑N

j=1 ‖ f j‖
k−2
1 ‖ f j‖

2
2,

and define the constants λ j := ‖ f j‖
k−2
1 ‖ f j‖

2
2/C and the functions g j := f j/‖ f j‖2 for each

1 ≤ j ≤ N. Then each g j is non-negative, satisfies ‖g j‖2 = 1 and

N∑
j=1

λ j‖g j‖
2
1 =

1
C

N∑
j=1

‖ f j‖
k
1 ≥ ν − 4δ, (4.11)

N∑
j=1

λ j

k∏
i=1

g j(xi) ≤
1
C

N∑
j=1

k∏
i=1

f j(xi) ≤ 2δ whenever {x1, . . . , xk} ' P, (4.12)

N∑
j=1

λ j =
1
C

N∑
j=1

‖ f j‖
k−2
1 ‖ f j‖

2
2 = 1. (4.13)

(We have used that ‖ f j‖1 ≤ ‖ f j‖2 for the first inequality in (4.12), which holds since we are
in a probability space.)

Equation (4.13) can be used to define a probability measure P on the set of indices
{1, 2, . . . ,N}, given by P( j) = λ j; inequality (4.11) may then be written as E

[
‖g j‖

2
1
]
≥ ν−4δ.

For each 1 ≤ j ≤ N, let us define the set A j := {x ∈ S d : g j(x) ≥ ε} corresponding to points
where g j is not too small; then

ν − 4δ ≤ E
[
‖g j‖

2
1
]

= E
[(
〈g j, χA j〉 + 〈g j, χS d\A j〉

)2]
≤ E

[(
‖g j‖2 ‖ χA j‖2 + ε

)2]
≤ E

[
σ(A j)

]
+ 3ε,

where we used that ‖g j‖2 = 1. Since δ ≤ ε, this implies that

E
[
σ(A j)

]
≥ ν − 7ε. (4.14)

Let us now show that E
[
σ(A j)

]
≤ mS d (P) + 2ε if δ is chosen small enough. Suppose

this is false, so that E
[
σ(A j)

]
> mS d (P) + 2ε; by averaging, this implies that

P
(
σ(A j) ≥ mS d (P) + ε

)
> ε.

Integrating inequality (4.12) over all congruent copies of P on S d, and then using that
g j ≥ ε · χA j for all j, we obtain

2δ ≥
N∑

j=1

λ jIP(g j) = E
[
IP(g j)

]
≥ E

[
εkIP(A j)

]
≥ εk P

(
σ(A j) ≥ mS d (P) + ε

)
E
[
IP(A j) | σ(A j) ≥ mS d (P) + ε

]
≥ εk+1 E

[
IP(A j) | σ(A j) ≥ mS d (P) + ε

]
.
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By the spherical Supersaturation theorem (Theorem 3.9), this last expression is at least
εk+1c(ε) > 0. But this cannot happen if we choose δ := εk+1c(ε)/3, thus proving that for
this value of δ we have E

[
σ(A j)

]
≤ mS d (P) + 2ε.

Combining this last bound with inequality (4.14), we conclude that mS d (P) ≥ ν − 9ε;
since ε > 0 is arbitrary, this finishes the proof. �

The proof of the completely positive formulation for mQ(0,R)(P) is very similar:

Proof of Theorem 4.3. Given some δ > 0 and a P-avoiding set A ⊆ Q(0, R) of positive
measure, consider the function

Fδ
A(x1, . . . , xk) :=

1
vol(A)k−1

1
δd

∫
Q(0, δ)

k∏
i=1

χA(xi + y) dy.

By Lemma 4.8, this function is continuous; by the same argument as before, it is also
completely positive. Note that∫

Q(0,R)k−1
Fδ

A(x1, . . . , xk−1, xk−1) dx1 . . . dxk−1

=
1

vol(A)k−1

1
δd

∫
Q(0, δ)

k−1∏
i=1

( ∫
Q(0,R)

χA(xi + y) dxi

)
dy

=
1

vol(A)k−1

1
δd

∫
Q(0, δ)

vol(A ∩ Q(y, R))k−1 dy.

Since vol(A) − dδRd−1 ≤ vol(A ∩ Q(y, R)) ≤ vol(A) for all y ∈ Q(0, δ), it follows that the
last expression lies between (1 − dδRd−1/ vol(A))k−1 and 1. Likewise, we obtain(

1 −
dδRd−1

vol(A)

)k

dQ(0,R)(A) ≤
1

Rd

∫
Q(0,R)k

Fδ
A(x1, . . . , xk) dx1 . . . dxk ≤ dQ(0,R)(A).

Taking δ > 0 small enough, we conclude that an appropriate multiple of Fδ
A will be a

feasible solution of program (4.5) with objective value as close as we wish to dQ(0,R)(A).
This shows that ν ≥ mQ(0,R)(P).

The proof of the converse direction is almost exactly the same as the one presented in
the spherical case; the only differences are that we now use the supersaturation property
given in Lemma 2.9, and that the value of δ we take in the arguments must also depend on
the (fixed) parameter R. �

Finally, we now make use of Theorem 4.3 and similar arguments as before in order to
show that the completely positive formulation for mRd (P) is exact:

Proof of Corollary 4.5. We first show that there is a feasible solution of program (4.7) with
objective value mRd (P). By Theorem 2.18, there is a measurable P-avoiding set A ⊂ Rd

with well-defined density d(A) which attains d(A) = mRd (P); consider the function

FA(x1, . . . , xk) :=
1

d(A)k−1

∫
Q(0, 1)

k∏
i=1

χA(xi + y) dy.
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By the same argument as in the last proof, we see that FA is a feasible solution of program
(4.7), and has objective value Mk(FA) = d(A) = mRd (P).

For the converse direction, take any feasible solution F of program (4.7). Given ε > 0,
let R0 > 0 be a number such that

1
(Rd)k−1

∫
Q(0,R)k−1

F(x1, . . . , xk−1, xk−1) dx1 . . . dxk−1 ≤ Mk−1(F) + ε = 1 + ε (4.15)

holds for all R ≥ R0. Now, for a given R ≥ R0, denote by FR : Q(0, R) → R the restriction
of F to Q(0, R), normalized so that∫

Q(0,R)k−1
FR(x1, . . . , xk−1, xk−1) dx1 . . . dxk−1 = 1.

This function FR is clearly a feasible solution of program (4.5), so by Theorem 4.2 its
objective value is

1
Rd

∫
Q(0,R)k

FR(x1, . . . , xk) dx1 . . . dxk ≤ mQ(0,R)(P).

By inequality (4.15), this implies that

1
(Rd)k

∫
Q(0,R)k

F(x1, . . . , xk) dx1 . . . dxk ≤ (1 + ε) mQ(0,R)(P).

Since this holds for all R ≥ R0 and mQ(0,R)(P) → mRd (P) as R → ∞, we conclude that
Mk(F) ≤ (1 + ε) mRd (P). The corollary follows. �

4.6 Remarks and open problems

An obvious question that presents itself is whether the condition that the configuration
considered is admissible is truly necessary. The reason we needed this assumption in our
proofs was the use of a suitable Supersaturation theorem, whose proof in turn uses the
corresponding Counting lemma. 2 However, the Supersaturation theorem looks weaker
(and thus less stringent) than the Counting lemma, and it is conceivable that it should
remain true even when the Counting lemma does not hold (for instance, when in Rd and the
configuration considered is nonspherical). Our proof should remain essentially unchanged
whenever there is a suitable supersaturation result for the configuration (or configurations)
being avoided.

More generally, one can ask for which infinite hypergraphs the corresponding com-
pletely positive formulation is exact, that is, equal to the corresponding notion of indepen-
dence ratio. It seems that here again the bottleneck is the existence of a supersaturation
result for the edges of the hypergraph; both the process of constructing feasible completely
positive solutions from measurable independent sets (albeit by making use of Urysohn’s
lemma and losing attainability as maximum) and the construction of finite-rank approxi-
mations can be made much more general.

We note that DeCorte, Oliveira and Vallentin [22] did not rely on any supersaturation
result to obtain their completely positive formulations (4.8) and (4.9) for the independence
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ratio of distance graphs. Instead, they relied on a better understanding of the cone of
completely positive kernels and on deeper analytic arguments. It might be possible to
adapt their methods also to ‘well-behaved’ infinite hypergraphs, and thus attain a greater
generality than that obtained from our methods.



Chapter Five

A recursive Lovász theta number
for simplex-avoiding sets

Regular simplices being the simplest ‘higher-dimensional’ point configurations, we shall
devote the present chapter to computing good upper bounds for their independence densi-
ties, both in Euclidean space and on the sphere.

This will be done by recursively extending the Lovász theta number from graphs to
geometric hypergraphs encoding such configurations, and then analyzing the resulting op-
timization program. We follow the paper “A recursive Lovász theta number for simplex-
avoiding sets” [12], which is joint work of the author with Fernando de Oliveira Filho,
Lucas Slot and Frank Vallentin.

5.1 The theta number of graphs and generalizations

The Lovász theta number ϑ(G) of a finite graph G can be defined as a relaxation of the
(exact) completely positive program (4.1) to the cone of positive semidefinite matrices;
more explicitly, ϑ(G) is equal to the optimal value of

max
∑

i, j∈V(G) Mi j∑
i∈V(G) Mii = 1,

Mi j = 0 if {i, j} ∈ E(G),
M ∈ RV(G)×V(G) is positive semidefinite.

It is known that this parameter satisfies α(G) ≤ ϑ(G) ≤ χ(G), where α(G) is the indepen-
dence number of G and χ(G) is the chromatic number of the complement of G (that is,
the edges in G are the non-edges of G and vice versa); the theta number can be computed
efficiently using semidefinite programming.

Originally, Lovász [46] introduced ϑ to determine the Shannon capacity of the 5-cycle.
The theta number turned out to be a very versatile tool in optimization, with applications in
combinatorics and geometry. It is related to spectral bounds like Hoffman’s bound, as noted
by Lovász in his paper, and also to Delsarte’s linear programming bound in coding theory,
as observed independently by McEliece, Rodemich, and Rumsey [48] and Schrijver [58].

67
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Bachoc, Nebe, Oliveira, and Vallentin [4] extended ϑ to infinite geometric graphs on
compact metric spaces. They also showed that this extension leads to the classical linear
programming bound for spherical codes of Delsarte, Goethals, and Seidel [25]; the linear
programming bound of Cohn and Elkies for the sphere-packing density [13] can also be
seen as an appropriate extension of ϑ [19, 21]. These many applications illustrate the
power of the Lovász theta number as a unifying concept in optimization; Goemans [38]
even remarked that “it seems all paths lead to ϑ!”.

We will show how a recursive variant of ϑ can be used to find upper bounds for the
independence ratio of geometric hypergraphs encoding regular simplices on the sphere and
in Euclidean space; this will lead to upper bounds for the independence densities of these
configurations, and also to new bounds for a problem in Euclidean Ramsey theory.

5.1.1 Simplex-encoding hypergraphs

A set of k+1 ≥ 2 points {x1, . . . , xk+1} in Euclidean space Rd is a unit k-simplex if ‖xi−x j‖ =

1 for all i , j. We shall denote a unit k-simplex (up to congruence) by Sk; then Rd contains
copies of Sk whenever k ≤ d.

Similarly, we shall call a set of k + 1 ≥ 2 points {x1, . . . , xk+1} in the d-dimensional unit
sphere S d a (k, t)-simplex if xi · x j = t for all i , j. Note that a (k, t)-simplex is congruent
to (2 − 2t)1/2Sk, but it will be more convenient to work with inner products rather than
Euclidean distance when we are on the unit sphere. There is a (k, t)-simplex in S d for
every k ≤ d and t ∈ [−1/k, 1).

We are interested in obtaining good upper bounds on the independence density of unit
k-simplices in Rd and of (k, t)-simplices in S d.

On the unit sphere

Fix d ≥ k ≥ 2 and t ∈ [−1/k, 1). For notational convenience, let us denote

αS d (k, t) := sup{σ(I) : I ⊆ S d is measurable and avoids (k, t)-simplices };

note that αS d (k, t) = mS d
(
(2 − 2t)1/2Sk

)
. This is the independence ratio of the hypergraph

whose vertex set is S d and whose edges are all (k, t)-simplices.
In Section 5.2 we shall define the parameter ϑ(S d, k, t) recursively as the optimal value

of the problem

sup
∫

S d

∫
S d f (x · y) dσ(y) dσ(x)

f (1) = 1,
f (t) ≤ ϑ(S d−1, k − 1, t/(1 + t)),
f ∈ C([−1, 1]) is a function of positive type for S d

for k ≥ 2. The base of the recursion is k = 1: ϑ(S d, 1, t) is the optimal value of the problem
above when the constraint “ f (t) ≤ ϑ(S d−1, k − 1, t/(1 + t))” is replaced by “ f (t) = 0”.

From Theorem 5.2 below it follows that ϑ(S d, k, t) ≥ αS d (k, t). Using extremal prop-
erties of ultraspherical polynomials, an explicit formula can be computed for this bound, as
we show in Theorem 5.3.
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In Euclidean space

Transferring these concepts from the compact unit sphere to the non-compact Euclidean
space requires a bit of care; this is done in Section 5.3.

As in the spherical setting, the parameter

mRd (Sk) = sup{ d(I) : I ⊆ Rd is measurable and avoids unit k-simplices }

has an interpretation in terms of a hypergraph on the Euclidean space, and again we can
bound the independence ratio of this hypergraph from above by an appropriately defined
parameter ϑ(Rd, k). Theorem 5.5 gives an explicit expression for ϑ(Rd, k) in terms of
Bessel functions and ultraspherical polynomials.

5.1.2 The Main Theorem and combinatorial consequences

In Section 5.4, we analyze the upper bounds ϑ(S d, k, t) for simplex-avoiding sets on the
sphere and ϑ(Rd, k) for simplex-avoiding sets in Euclidean space by using properties of
ultraspherical polynomials, obtaining the following theorem.

Theorem 5.1. Let k ≥ 1 be an integer. Then:

(i) for every t ∈ (0, 1), there is a constant c = c(k, t) ∈ (0, 1) such that ϑ(S d, k, t) ≤
(c + o(1))d;

(ii) there is a constant c = c(k) ∈ (0, 1) such that ϑ(Rd, k) ≤ (c + o(1))d.

From this result we obtain exponentially decaying upper bounds on the independence
densities mRd (Sk) and mS d (`Sk), for 0 < ` <

√
2. Estimates for the exponential bases

c(k, t) and c(k) will be computed in Section 5.4.1. We will also compute the value of
ϑ(Rd, k) for all 2 ≤ k ≤ d ≤ 10 (see Table 5.1), thus obtaining numerical upper bounds for
the corresponding values of mRd (Sk).

Euclidean Ramsey theory

The central question of Euclidean Ramsey theory is: given a finite configuration P of points
in Rd and an integer r ≥ 1, does every r-coloring of Rd contain a monochromatic congruent
copy of P?

The simplest point configurations are unit k-simplices, which are known to have the
exponential Ramsey property: exponentially many colors (in the dimension) are needed
to avoid monochromatic unit k-simplices in Rd. This was first proved by Frankl and Wil-
son [36] for k = 1 and by Frankl and Rödl [34] for k ≥ 2. Results in this area are usually
proved by the linear algebra method; see also Sagdeev [54].

Recently, Naslund [49] used the slice-rank method from the work of Croot, Lev, and
Pach [15] and Ellenberg and Gijswijt [30] on the cap-set problem1 to prove that

χ(Rd, 2) ≥ (1.01466 + o(1))d,

1The slice-rank method is only implicit in the original works; the actual notion of slice-rank for a tensor was
introduced by Terence Tao in a blog post (https://terrytao.wordpress.com/2016/05/18/a-symmetric-formulation-
of-the-croot-lev-pach-ellenberg-gijswijt-capset-bound/).



70 A recursive Lovász theta number for simplex-avoiding sets Chapter 5

where χ(Rd, 2) is the minimum number of colors needed to color the points of Rd in such
a way that the vertices of any equilateral triangle of unit side length do not all get the same
color. This is the best lower bound known at the moment.

For simplices of higher dimension there are also explicit lower bounds known for the
chromatic number χ(Rd, k). The current best was obtained by Sagdeev [55] using a quanti-
tative version of the Frankl-Rödl theorem, and reads

χ(Rd, k) ≥
(
1 +

1
22k+4 + o(1)

)d
.

If we restrict our colorings to have measurable color classes, then from Theorem 5.1
we get an exponential lower bound for χm(Rd, k), the measurable counterpart of χ(Rd, k),
due to the simple inequality

χm(Rd, k) ·mRd (Sk) ≥ 1.

Rigorous estimates of the constant c in the theorem then yield significantly better lower
bounds than those currently known.

Indeed, in the case k = 2 we obtain (see Section 5.4.1)

mRd (S2) ≤ (0.95622 + o(1))d,

and so
χm(Rd, 2) ≥ (1.04578 + o(1))d.

We also obtain the rougher estimate

mRd (Sk) ≤
(
1 −

1
9k2 + o(1)

)d
,

valid for all k ≥ 2, which immediately implies

χm(Rd, k) ≥
(
1 +

1
9k2 + o(1)

)d
.

5.2 Simplex-avoiding sets on the sphere

We call a continuous kernel K : S d × S d → R positive if for every finite set U ⊆ S d the
matrix

(
K(x, y)

)
x,y∈U is positive semidefinite. A continuous function f : [−1, 1] → R is of

positive type for S d if the kernel (x, y) 7→ f (x · y), where x, y ∈ S d, is positive.
Fix d ≥ k ≥ 2 and t ∈ [−1/k, 1). For any γ ≥ 0, consider the optimization problem:

sup
∫

S d

∫
S d f (x · y) dσ(y) dσ(x)

f (1) = 1,
f (t) ≤ γ,
f ∈ C([−1, 1]) is of positive type for S d.

(5.1)

Theorem 5.2. Fix d ≥ k ≥ 2, t ∈ [−1/k, 1). If γ ≥ αS d−1 (k − 1, t/(1 + t)), then the optimal
value of (5.1) is an upper bound for αS d (k, t).
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Figure 5.1: The set Ux,t with t = 0.5 and a (2, t)-simplex on S 2.

Proof. Let I ⊆ S d be a measurable set that avoids (k, t)-simplices and assume σ(I) > 0.
Consider the kernel K : S d × S d → R such that

K(x, y) =

∫
O(d+1)

χI(T x) χI(Ty) dµ(T ),

where χI is the characteristic function of I and where µ is the Haar measure on O(d + 1).
By Lemma 4.7, we have that K is continuous. By construction, K is also positive and

O(d + 1)-invariant, that is, K(T x,Ty) = K(x, y) for all T ∈ O(d + 1) and x, y ∈ S d. Such
kernels are known to be of the form K(x, y) = g(x · y), where g ∈ C([−1, 1]) is of positive
type for S d. Note that

K(x, x) =

∫
O(d+1)

χI(T x) dµ(T ) = σ(I),

so g(1) = σ(I) > 0.
We set f = g/g(1). Immediately we have that f is continuous and of positive type and

that f (1) = 1; moreover ∫
S d

∫
S d

f (x · y) dσ(y) dσ(x) = σ(I).

Hence, if we show that f (t) ≤ γ, the theorem will follow.
If x ∈ S d is a point in a (k, t)-simplex, all other points in the simplex are in Ux,t =

{ y ∈ S d : y · x = t } (see Figure 5.1). Note that Ux,t is a (d − 1)-dimensional sphere with
radius (1 − t2)1/2; let ν be the surface measure on Ux,t normalized so the total measure is
1. If T ∈ O(d + 1) is any orthogonal matrix, then T I avoids (k, t)-simplices. Hence if
x ∈ T I, then T I∩Ux,t cannot contain k points with pairwise inner product t. After applying
a transformation Ux,t → S d−1, we thus see that ν(T I ∩ Ux,t) ≤ αS d−1 (k − 1, t/(1 + t)) ≤ γ.
Indeed, if two points in Ux,t have inner product t, a small computation shows that the
corresponding points in S d−1 have inner product t/(1 + t).
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Now fix x ∈ S d and note that

g(t) =

∫
Ux,t

K(x, y) dν(y) =

∫
Ux,t

∫
O(d+1)

χI(T x) χI(Ty) dµ(T ) dν(y)

=

∫
O(d+1)

χI(T x)
∫

Ux,t

χI(Ty) dν(y) dµ(T )

≤ γσ(I),

whence f (t) ≤ γ, and we are done. �

One obvious choice for γ in Problem (5.1) is the bound given by the same problem for
(k − 1, t/(1 + t))-simplices. The base for the recursion is k = 1: then we need an upper
bound for the measure of a set of points on the sphere that avoids pairs of points with a
fixed inner product. Such a bound was given by Bachoc, Nebe, Oliveira, and Vallentin [4]
and looks very similar to (5.1). They show that, for d ≥ 1 and t ∈ [−1, 1), the optimal value
of the following optimization problem is an upper bound for αS d (1, t):

sup
∫

S d

∫
S d f (x · y) dσ(y) dσ(x)

f (1) = 1,
f (t) = 0,
f ∈ C([−1, 1]) is a function of positive type for S d.

(5.2)

(Note that this also follows immediately from our Corollary 4.6.)
Let ϑ(S d, 1, t) denote the optimal value of the optimization problem above, so that

ϑ(S d, 1, t) ≥ αS d (1, t). For k ≥ 2 and t ∈ [−1/k, 1), let ϑ(S d, k, t) be the optimal value of
Problem (5.1) when γ = ϑ(S d−1, k − 1, t/(1 + t)). We then have

ϑ(S d, k, t) ≥ αS d (k, t) = mS d
(
(2 − 2t)1/2Sk

)
.

There is actually a simple analytical expression for ϑ(S d, k, t), as we see now. For
d ≥ 1 and j ≥ 0, let Pd

j denote the Jacobi polynomial with parameters α = β = (d − 2)/2
and degree j, normalized so that Pd

j (1) = 1 (for background on Jacobi polynomials, see the
book by Szegö [60]).

In Theorem 6.2 of Bachoc, Nebe, Oliveira, and Vallentin [4] it is shown that for every
t ∈ [−1, 1) there is some j ≥ 0 such that Pd

j (t) < 0. Theorem 8.21.8 in the book by
Szegö [60] implies that, for every t ∈ (−1, 1),

lim
j→∞

Pd
j (t) = 0.

Hence, for every t ∈ (−1, 1) we can define

Md(t) = min{ Pd
j (t) : j ≥ 0 }, (5.3)

and we see that Md(t) < 0. With this we have [4, Theorem 6.2]

ϑ(S d, 1, t) =
−Md(t)

1 − Md(t)
.

The expression for ϑ(S d, k, t) is very similar:
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Theorem 5.3. If d ≥ k ≥ 2 and t ∈ [−1/k, 1), then

ϑ(S d, k, t) =
ϑ(S d−1, k − 1, t/(1 + t)) − Md(t)

1 − Md(t)
. (5.4)

The proof requires the following characterization of functions of positive type due to
Schoenberg [57]: a function f : [−1, 1] → R is continuous and of positive type for S d if
and only if there are nonnegative numbers f0, f1, . . . such that

∑∞
j=0 f j < ∞ and

f (t) =

∞∑
j=0

f jPd
j (t), (5.5)

with uniform convergence in [−1, 1].

Proof of Theorem 5.3. The orthogonality of the Jacobi polynomials Pd
j implies in particular

that, if j ≥ 1, then ∫
S d

∫
S d

Pd
j (x · y) dσ(y) dσ(x) = 0.

Use this and Schoenberg’s characterization of positive type functions to rewrite (5.1), ob-
taining the equivalent problem

sup f0∑∞
j=0 f j = 1,∑∞
j=0 f jPd

j (t) ≤ ϑ(S d−1, k − 1, t/(1 + t)),

f j ≥ 0 for all j ≥ 0.

To solve this problem, note that

∞∑
j=0

f jPd
j (t)

is a convex combination of the numbers Pd
j (t). We want to keep this convex combination

below ϑ(S d−1, k−1, t/(1+ t)) while maximizing f0. The best way to do so is to concentrate
all the weight of the combination on f0 and f j∗ , where j∗ is such that Pd

j∗ (t) is the most
negative number appearing in the convex combination, that is, Pd

j∗ (t) = Md(t). Now solve
the problem using only the variables f0 and f j∗ to get the optimal value as given in the
statement of the theorem. �

The expression for ϑ(S d, k, 0) is particularly simple. Indeed, for d ≥ 1 it follows from
the recurrence relation for the Jacobi polynomials that Md(0) = Pd

2(0) = −1/d, whence

ϑ(S d, k, 0) = k/(d + 1).

Figure 5.2 shows the behavior of ϑ(S d, 2, t) for a few values of d as t changes. Plots
for k ≥ 3 are very similar.
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Figure 5.2: Plots of ϑ(S d, 2, t) for t ∈ [−0.5, 1) and d = 2 (top) and 4 (bottom).

5.3 Simplex-avoiding sets in Euclidean space

An optimization problem similar to (5.1) provides an upper bound for mRd (Sk). To intro-
duce it, we need some definitions and facts from harmonic analysis on Rd; for background,
see e.g. the book by Reed and Simon [52].

A continuous function f : Rd → R is of positive type if for every finite set U ⊆ Rd

the matrix
(
f (x − y)

)
x,y∈U is positive semidefinite. A continuous function f : Rd → R of

positive type has a well-defined mean value

M( f ) = lim
T→∞

1
vol[−T,T ]d

∫
[−T,T ]d

f (x) dx.

We say that a function f : Rd → R is radial if f (x) depends only on ‖x‖. In this case, for
t ≥ 0 we denote by f (t) the common value of f for vectors of norm t.

Fix integers d ≥ k ≥ 2. For every γ ≥ 0, consider the optimization problem

sup M( f )
f (0) = 1,
f (1) ≤ γ,
f : Rd → R is continuous, radial, and of positive type.

(5.6)

We have the analogue of Theorem 5.2:

Theorem 5.4. Fix integers d ≥ k ≥ 2. If γ ≥ αS d−1 (k − 1, 1/2), then the optimal value of
(5.6) is an upper bound for mRd (Sk).
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Proof. Let I ⊆ Rd be a measurable set of positive upper density avoiding unit k-simplices.
The first step is to see that we can assume that I is periodic with periodicity lattice RZd,
for some R > 0. Indeed, fix R > 1/2. Erase a border of width 1/2 around I ∩ [−R,R]d

and paste the resulting set periodically in such a way that there is an empty gap of width 1
between any two pasted copies. The resulting periodic set still avoids unit k-simplices and
is measurable. Its upper density is

vol(I ∩ [−R + 1/2, R − 1/2]d)
vol([−R, R]d)

;

by taking R large enough, we can make this density as close as we want to the upper density
of I.

Assume then that I is periodic with periodicity lattice RZd, so its characteristic function
χI is also periodic. Set

g(x) =
1

Rd

∫
Q(0,R)

χI(y) χI(x + y) dy.

Lemma 4.8 applied to χI implies that g is continuous. Direct verification yields that g is of
positive type. Moreover, g(0) = d(I) and M(g) = d(I)2.

Now set
f (x) = d(I)−1

∫
O(d)

g(T x) dµ(T ),

where µ is the Haar measure on O(d). Note that f is continuous, radial, and of positive
type. Moreover, f (0) = 1 and M( f ) = d(I). If we show that f (1) ≤ γ, then f is a feasible
solution of (5.6) with M( f ) = d(I), and so the theorem will follow.

To see that f (1) ≤ γ, note that if x is a point of a unit k-simplex in Rd, then all the others
points in the simplex lie on the unit sphere x + S d−1 centered at x. Hence if x ∈ I, then
I ∩ (x + S d−1) is a measurable subset of x + S d−1 that avoids (k − 1, 1/2)-simplices, and so
the measure of I ∩ (x + S d−1) as a subset of the unit sphere is at most αS d−1 (k − 1, 1/2). So
if ξ ∈ Rd is any unit vector, then

f (1) = d(I)−1
∫

O(d)
g(Tξ) dµ(T )

= d(I)−1
∫

O(d)

1
Rd

∫
Q(0,R)

χI(x) χI(Tξ + x) dx dµ(T )

= d(I)−1 1
Rd

∫
Q(0,R)

χI(x)
∫

O(d)
χI(Tξ + x) dµ(T ) dx

≤ αS d−1 (k − 1, 1/2) ≤ γ,

as we wanted. �

Denote by ϑ(Rd, k) the optimal value of (5.6) when setting γ = ϑ(S d−1, k − 1, 1/2).
Then ϑ(Rd, k) ≥ mRd (Sk).

An expression akin to the one for ϑ(S d, k, t) can be derived for ϑ(Rd, k). For d ≥ 2 and
u ≥ 0, let

Ωd(u) = Γ(d/2) (2/u)(d−2)/2 J(d−2)/2(u),
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d \ k 2 3 4 5 6 7 8 9 10
2 0.64355 — — — — — — — —
3 0.42849 0.69138 — — — — — — —
4 0.29346 0.49798 0.73225 — — — — — —
5 0.20374 0.36768 0.55035 0.76580 — — — — —
6 0.15225 0.28471 0.42777 0.60262 0.79563 — — — —
7 0.11866 0.22740 0.34071 0.48493 0.64681 0.81972 — — —
8 0.09339 0.18405 0.27471 0.39559 0.53374 0.68268 0.83882 — —
9 0.07387 0.15030 0.22864 0.33042 0.44903 0.57816 0.71431 0.85537 —
10 0.05846 0.12340 0.19194 0.27851 0.38158 0.49496 0.61521 0.74026 0.86882

Table 5.1: The bound ϑ(Rd, k) for d = 2, . . . , 10 and k = 2, . . . , 10, with values of d on
each row and of k on each column.

where Jα is the Bessel function of the first kind with parameter α. Let md be the global min-
imum of Ωd, which is a negative number (cf. Oliveira and Vallentin [20]). The following
theorem is the analogue of Theorem 5.3.

Theorem 5.5. For d ≥ 2, we have

ϑ(Rd, k) =
ϑ(S d−1, k − 1, 1/2) − md

1 − md
.

The proof uses again a theorem of Schoenberg [56], that this time characterizes radial
and continuous functions of positive type on Rd: these are the functions f : Rd → R such
that

f (x) =

∫ ∞

0
Ωd(z‖x‖) dν(z) (5.7)

for some finite Borel measure ν.

Proof. If f is given as in (5.7), then M( f ) = ν({0}) (see e.g. §6.2 in DeCorte, Oliveira,
and Vallentin [22]). Using Schoenberg’s theorem, we can rewrite (5.6) (with γ being
ϑ(S d−1, k − 1, 1/2)) equivalently as:

sup ν({0})

ν([0,∞)) = 1,∫ ∞
0 Ωd(z) dν(z) ≤ ϑ(S d−1, k − 1, 1/2),

ν is a Borel measure.

We are now in the same situation as in the proof of Theorem 5.3. If z∗ is such that
md = Ωd(z∗), then the optimal ν is supported at 0 and z∗. Solving the resulting system
yields the theorem. �

Table 5.1 contains some values for ϑ(Rd, k), which are then upper bounds for mRd (Sk).
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5.4 Exponential density decay

In this section we analyze the asymptotic behavior of ϑ(S d, k, t) and ϑ(Rd, k) as functions
of d, proving Theorem 5.1.

The main step in our analysis is to understand the asymptotic behavior of

Md(t) = min
{
Pd

j (t) : j ≥ 0
}
,

as defined in (5.3). For t ∈ [−1, 0), it is possible to show that limd→∞ Md(t) = t, and so
Md(t) does not approach 0. We have seen in Section 5.2 that Md(0) = −1/d, so for t = 0
we have that Md(t) approaches 0 linearly fast as d grows. Things get interesting when
t ∈ (0, 1): then Md(t) approaches 0 exponentially fast as d grows.

Theorem 5.6. For every t ∈ (0, 1) there is c ∈ (0, 1) such that |Md(t)| ≤ (c + o(1))d.

We will need the following lemma, whose proof is a refinement of the analysis carried
out by Schoenberg [57].

Lemma 5.7. If for θ ∈ (0, π) and δ ∈ (0, π/2) we write

C = (cos2 θ + sin2 θ sin2 δ)1/2,

then |Pd
j (cos θ)| ≤ πd1/2 cosd−3 δ + C j for all d ≥ 3.

Proof. An integral representation of Gegenbauer for the ultraspherical polynomials (take
λ = (d − 2)/2 in Theorem 6.7.4 from Andrews, Askey, and Roy [2]) gives us the formula

Pd
j (cos θ) = R(d)−1

∫ π

0
F(φ) j sind−3 φ dφ,

where

F(φ) = cos θ + i sin θ cos φ and R(d) =

∫ π

0
sind−3 φ dφ.

Note that |F(φ)|2 = cos2 θ + sin2 θ cos2 φ and that |F(φ)| ≤ 1. Split the integration
domain into the intervals [0, π/2 − δ], [π/2 − δ, π/2 + δ], and [π/2 + δ, π] to obtain

|Pd
j (cos θ)| ≤ R(d)−1

∫ π

0
|F(φ)| j sind−3 φ dφ

≤ 2R(d)−1
∫ π/2−δ

0
sind−3 φ dφ + R(d)−1

∫ π/2+δ

π/2−δ
|F(φ)| j sind−3 φ dφ.

For the first term above, note that

R(d) =
π1/2Γ(d/2 − 1)
Γ((d − 1)/2)

.

Use Gautschi’s inequality to conclude that R(d) > π1/2((d − 1)/2)−1/2, and hence

R(d)−1 < π−1/2((d − 1)/2)1/2 < d1/2.
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Now

2R(d)−1
∫ π/2−δ

0
sind−3 φ dφ ≤ 2d1/2

∫ π/2−δ

0
sind−3(π/2 − δ) dφ

= 2d1/2(π/2 − δ) cosd−3 δ

≤ πd1/2 cosd−3 δ.

For the second term we get directly

R(d)−1
∫ π/2+δ

π/2−δ
|F(φ)| j sind−3 φ dφ ≤ R(d)−1

∫ π/2+δ

π/2−δ
C j sind−3 φ dφ ≤ C j,

and we are done. �

We can now prove the theorem.

Proof of Theorem 5.6. Our strategy is to find a lower bound on the largest j0 such that
Pd

j (t) ≥ 0 for all j ≤ j0. Then we know that Md(t) is attained by some j ≥ j0, and we can
use Lemma 5.7 to estimate |Md(t)|.

Recall [60] that the zeros of Pd
j are all in [−1, 1] and that the rightmost zero of Pd

j+1 is
to the right of the rightmost zero of Pd

j . Let Cλ
j denote the ultraspherical (or Gegenbauer)

polynomial with parameter λ and degree j, so

Pd
j (t) =

C(d−2)/2
j (t)

C(d−2)/2
j (1)

. (5.8)

Let x j be the largest zero of Cλ
j . Elbert and Laforgia [29, p. 94] show that, for λ ≥ 0,

x2
j <

j2 + 2λ j
( j + λ)2 .

If for a given j we have that
j2 + 2λ j
( j + λ)2 ≤ t2, (5.9)

then we know that the rightmost zero of Cλ
j is to the left of t, and so Cλ

j (t) ≥ 0.
Note that the left-hand side in (5.9) is increasing in j. Let us estimate the largest j for

which (5.9) holds. We want

j2 + 2λ j − t2( j + λ)2 ≤ 0.

The left-hand side above is quadratic in j, and since t2 < 1 the coefficient of j2 is positive.
So all we have to do is to compute the largest root of the left-hand side, which is 2a(t)λ,
where a(t) = ((1 − t2)−1/2 − 1)/2.

Hence for j ≤ 2a(t)λ we have Cλ
j (t) ≥ 0. From (5.8) we see that Pd

j (t) ≥ 0 if

j ≤ a(t)d − 2a(t).
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1

1

0.9383

Figure 5.3: The best constant c obtained in our proof of Theorem 5.6, for each value of
t ∈ (0, 1).

Now plug the right-hand side above into the upper bound of Lemma 5.7 to get

|Md(t)| ≤ (πd1/2 cos−3 δ) cosd δ + Ca(t)d−2a(t)

= O(d1/2) cosd δ + O(1)(Ca(t))d,

with C as defined in Lemma 5.7 with cos θ = t. For any choice of δ ∈ (0, π/2), we have that
cos δ, C ∈ (0, 1), and since a(t) > 0 for all t ∈ (0, 1), the theorem follows. �

The constant c given in Theorem 5.6 depends on t. Following the proof, we can find
the best constant for every t ∈ (0, 1) by finding δ ∈ (0, π/2) such that cos δ = Ca(t). This
leads to the equation

cos4 δ = (t2 + (1 − t2) sin2 δ)(1−t2)−1/2−1; (5.10)

we can then take c = cos δ > 0. Figure 5.3 shows a plot of the best constant c for every
t ∈ (0, 1).

We now obtain exponential decay for ϑ(S d, k, t), for any k ≥ 2 and t ∈ (0, 1). Indeed,
consider the recurrence F0 = t and Fi = Fi−1/(1 + Fi−1) for i ≥ 1, whose solution is
Fi = t/(1 + it). Using Theorem 5.6 to develop our analytic solution (5.4), we get

ϑ(S d, k, t) ∼
k−1∑
i=0

|Md−i(Fi)| =
k−1∑
i=0

|Md−i(t/(1 + it))|. (5.11)

(We write an ∼ bn to mean that limn→∞ an/bn = 1.) Since t/(1 + it) > 0 for all i, each term
decays exponentially fast, and so we get exponential decay for the sum.

We also get exponential decay for ϑ(Rd, k) and any k ≥ 2, since from Theorem 5.5 we
have that

ϑ(Rd, k) ∼ |md | +

k−2∑
i=0

|Md−i(1/(2 + i))|. (5.12)

From Theorem 5.6 we know that every term in the summation above decays exponentially
fast. Oliveira and Vallentin [20] give an asymptotic bound for md that shows that |md | also
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decays exponentially in d, namely

|md | ≤ (2/e + o(1))d/2 = (0.8577 . . . + o(1))d.

This finishes the proof of Theorem 5.1.

5.4.1 Explicit bounds
We now compute explicit constants c(k, t) and c(k) which can serve as bases for the expo-
nentials in Theorem 5.1, in particular obtaining the bounds advertised in Section 5.1.2.

Our main tool is the estimate given in (5.10) for the constant in Theorem 5.6. Writing
c for the (unique) positive solution cos δ of this equation and taking θ ∈ (0, π/2) such that
cos θ = t, we can rewrite (5.10) in the more convenient form

c4 sin θ/(1−sin θ) = 1 − c2 sin2 θ. (5.13)

For this value of c we have from Theorem 5.6 that |Md(t)| ≤ (c + o(1))d. Using the asymp-
totics (5.11) and (5.12), we can then find good upper bounds for the constants c(k, t) and
c(k), respectively.

For specific values of θ equation (5.13) is quite easy to solve numerically; for instance,
for θ = π/3 (corresponding to t = 1/2) we obtain c = 0.95621 . . . , and so |Md(1/2)| ≤
(0.95622 + o(1))d. We can also get a rougher estimate valid for all θ ∈ (0, π/2) by using
Bernoulli’s inequality: writing c = 1 − x, by Bernoulli’s inequality we get

(1 − x)4 sin θ/(1−sin θ) ≥ 1 −
4 sin θ

1 − sin θ
x,

1 − (1 − x)2 sin2 θ ≤ 1 − (1 − 2x) sin2 θ.

Equating the left-hand sides of both inequalities above and solving for x, we obtain

c = 1 − x ≤ 1 −
sin θ(1 − sin θ)

4 + 2 sin θ(1 − sin θ)
.

In particular, when cos θ = 1/k we obtain

|Md(1/k)| ≤
(
1 −

1

4k2(1 +
√

k2/(k2 − 1)
)

+ 2
+ o(1)

)d

≤

(
1 −

1
9k2 + o(1)

)d

for all k ≥ 3 (and also for k = 2 by our previous bound).
We then have

ϑ(Rd, 2) ∼ |md | + |Md(1/2)| ≤ (0.95622 + o(1))d

and, for higher values of k,

ϑ(Rd, k) ∼ |Md−k+2(1/k)| ≤
(
1 −

1
9k2 + o(1)

)d
.
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5.5 Remarks and open problems

Our methods to give lower bounds on the measurable chromatic numbers χm(Rd, k) do
not immediately extend to χ(Rd, k), though they easily imply the following approximate
version of the general coloring problem.

Lemma 5.8. Given any coloring of Rd using less than 1/mRd (Sk) colors, one of the color
classes must contain configurations arbitrarily close to Sk; in fact, this color class must
contain configurations arbitrarily close to `Sk for every ` > 0.

Proof. Consider any partition Rd =
⋃n

i=1 Vi into n < 1/mRd (Sk) classes. By taking the
closure of each part, we obtain a cover of Rd into n measurable sets Vi; one of these sets,
say V1, must have upper density at least 1/n > mRd (Sk). Since mRd (`Sk) = mRd (Sk) for all
` > 0, it follows that V1 contains a congruent copy of each `Sk. The lemma follows. �

We believe that in fact 1/mRd (Sk) is a lower bound also for the unrestricted chromatic
number χ(Rd, k):

Conjecture 5.9. χ(Rd, k) ≥ 1/mRd (Sk) holds for all integers d ≥ k ≥ 1.

In order to obtain lower bounds for χ(Rd, k), one must consider finite subhypergraphs
of the corresponding simplex-encoding hypergraph, and then obtain lower bounds on the
chromatic number of this finite hypergraph. (A result of de Bruijn and Erdős [17] implies
that this chromatic number χ(Rd, k) is indeed attained on a finite subhypergraph.) One
way to do so is by making use of the Frankl-Rödl theorem [34] on forbidden intersections,
which rather easily implies that the independence ratio of the hypergraph encoding unit
simplices on (2d)−1/2{−1, 1}d ⊂ Rd decays exponentially with the dimension d, as long as
d is divisible by four.

It might still be possible to improve the existing bounds on the unrestricted chromatic
numbers χ(Rd, k) by using arguments similar to those presented here, but now considering
hypergraphs on the hypercube {−1, 1}d and using extremal properties of discrete orthogonal
polynomials. We leave this as possible future work.
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Chapter Six

Generalizations of the Lovász theta
number to hypergraphs

In this final chapter we introduce and begin to study generalizations of the Lovász theta
number to hypergraphs, extending some of the ideas given in the last chapter to a much
more general setting.

The work reported in this chapter is still ongoing, and done in collaboration with Fer-
nando de Oliveira Filho, Lucas Slot and Frank Vallentin.

6.1 The theta body and the weighted theta number

Throughout this thesis we have considered maximal independent sets in certain geometric
graphs and hypergraphs. Sometimes it is also useful to consider this problem in greater
generality, where the vertex set is weighted by a given nonnegative function and one wishes
to know what is the maximum possible weight of an independent set.

Let G be a finite graph, and let w be a nonnegative weight function on its vertex set
V(G). The weighted independence number of G is

αw(G) = max
{∑

x∈I

w(x) : I ⊆ V(G) is independent
}
.

The task of finding this number for a given graph and weight function is a classical and very
important problem in combinatorial optimization, with applications in various domains
such as coding theory [69], computer vision [68] and protein structure prediction [47].
This problem is also well-known to be NP-hard, even in the case where the weight function
is identically one.

A useful way of efficiently computing an upper bound for αw(G) was given by Grötschel,
Lovász and Schrijver [40, 41], who extended the Lovász theta number to the weighted set-
ting. Given w ∈ RV(G)

+ , we define the weighted theta number ϑw(G) of the graph G as the

83
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optimal value of the following optimization problem:

max wT a
a = diag A,
A(x, y) = 0 if {x, y} ∈ E(G),
A ∈ RV×V , A − a ⊗ a � 0.

(6.1)

Here and throughout this chapter we write M � 0 to mean that the matrix M is positive
semidefinite. By taking an independent set I ⊆ V(G) of maximum weight and considering
the rank-one matrix A = χI ⊗ χI , one immediately checks that αw(G) ≤ ϑw(G).

As with the usual (unweighted) theta number, the weighted theta number ϑw(G) can be
written in many different but equivalent ways; see for instance Chapter 9.3 in Grötschel,
Lovász and Schrijver’s book [43]. Note that the feasible region of program (6.1) does not
depend on the weight function w chosen. We call this region the theta body of G, and denote
it by TH(G); more explicitly,

TH(G) =
{
a ∈ RV(G) : ∃A ∈ RV(G)×V(G) with diag A = a, A − a ⊗ a � 0, and

A(x, y) = 0 for all {x, y} ∈ E(G)
}
.

The theta body of a graph was first defined by Grötschel, Lovász and Schrijver [42], and
it satisfies many nice properties. For instance, TH(G) is a convex set which encompasses
the independent set polytope of G: this is the polytope IND(G) on RV(G) defined by

IND(G) = conv
{
χI : I ⊆ V(G) is independent in G

}
,

where conv denotes the convex hull. Such polytopes have been extensively studied in the
combinatorial optimization literature (see Chapter 9 in [43]), as they encapsulate all the
hardness of the weighted independence number parameter αw. Indeed, by linearity we
easily see that optimizing weight functions over all independent sets in G gives the same
value as optimizing over the polytope IND(G), and so αw(G) = max

{
wT f : f ∈ IND(G)

}
.

The advantage of dealing with the theta body rather than with the independent set poly-
tope is that TH(G) is in some ways much easier to handle than IND(G). Most crucially,
while optimizing linear functions over IND(G) is NP-hard, one can optimize linear func-
tions over TH(G) in polynomial time; see Grötschel, Lovász and Schrijver [42].

6.2 Extensions to hypergraphs

We now wish to obtain similar notions of theta number and theta body which are valid for
hypergraphs. In order to keep the presentation simple and avoid nonessential technicalities,
we will restrict our attention to finite uniform hypergraphs. Recall that a hypergraph H is
k-uniform if every edge of H contains exactly k vertices.

We first need to introduce some notation. Given some matrix A ∈ RV×V and an element
x ∈ V , denote by Ax the function on V given by Ax(y) := A(x, y); its restriction to a subset
U ⊆ V is denoted Ax[U]. Given a k-uniform hypergraph H on vertex set V and some vertex
x ∈ V , we write Vx for the set of all vertices which share an edge with x; that is,

Vx =
{
y ∈ V \ {x} : ∃e ∈ E(H) with {x, y} ⊆ e

}
.
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We then define the link hypergraph of H at x, denoted Hx, as the (k−1)-uniform hypergraph
on vertex set Vx whose edges are all sets of k−1 vertices which form an edge of H together
with x.

It is now possible to define in a recursive manner both the theta number and the theta
body of an arbitrary uniform hypergraph H. We start with the degenerate case of ‘1-uniform
hypergraphs’ (which are sets V where every element is an edge by itself), for which the
theta body is defined to be {0} ⊂ RV .

Now suppose that the theta body of (k − 1)-uniform hypergraphs has already been de-
fined for some k ≥ 2, and let H be a k-uniform hypergraph on vertex set V . Given a
nonnegative weight function w ∈ RV

+ , we define the weighted theta number ϑw(H) of H by:

max wT a
a = diag A,
Ax[Vx] ∈ A(x, x) TH(Hx) for x ∈ V ,
A ∈ RV×V , A − a ⊗ a � 0.

(6.2)

The theta body of H is then defined as the feasible domain of this last program, that is

TH(H) =
{
a ∈ RV : ∃A ∈ RV×V with diag A = a, A − a ⊗ a � 0, and

Ax[Vx] ∈ A(x, x) TH(Hx) for all x ∈ V
}
.

(6.3)

Note that both these definitions collapse down to the classical notions seen in the last sec-
tion when considering graphs (which are 2-uniform hypergraphs).

As in the case of graphs, it is possible to show that the theta body is convex and encom-
passes the independent set polytope, and that our weighted theta number gives an upper
bound for the weighted independence number of hypergraphs. More precisely, we have:

Theorem 6.1. Given any uniform hypergraph H, TH(H) is a closed convex set satisfying
the inclusions IND(H) ⊆ TH(H) ⊆ [0, 1]V . Moreover, for any nonnegative weight function
w ∈ RV

+ we have that αw(H) ≤ ϑw(H).

Proof. We first show the inclusion TH(H) ⊆ [0, 1]V . Take any matrix A ∈ RV×V and vector
a ∈ RV satisfying diag A = a and A − a ⊗ a � 0. Since a ⊗ a � 0, it follows that A � 0 too,
and so both the diagonal of A and the diagonal of A − a ⊗ a are nonnegative. This implies
that a(x) ≥ 0 and a(x)

(
1 − a(x)

)
≥ 0 for all x ∈ V; we conclude that 0 ≤ a ≤ 1, and the

desired inclusion follows from the definition (6.3) of the theta body.
The proof that TH(H) is closed, convex and contains IND(H) proceeds by induction

on the uniformity of the hypergraph H. The base of the induction is the degenerate case
of 1-uniform hypergraphs, where every vertex is a 1-edge by itself and the theta body is
defined to be {0} ⊂ RV .

Suppose then we have already proven that TH(H′) is a closed convex set containing
IND(H′), for some k ≥ 2 and every (k − 1)-uniform hypergraph H′, and let H be a k-
uniform hypergraph with vertex set V . Define the set of matrices

MH :=
{
Y ∈ R(V∪{∗})×(V∪{∗}) : Y(∗, ∗) = 1, Y(∗, x) = Y(x, x) for all x ∈ V,

Yx[Vx] ∈ Y(x, x) TH(Hx) for all x ∈ V, and Y � 0
}
,
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where ∗ is an additional index not contained in V . By considering principal 2 × 2 subma-
trices of some (arbitrary) matrix Y ∈ MH , one sees that all of its entries are bounded in
magnitude by 1; thus MH ⊆ [−1, 1](V∪{∗})×(V∪{∗}) is bounded. Moreover, since TH(Hx) is
convex and closed for each x ∈ V (by the induction hypothesis), it easily follows that this
setMH is convex and closed as well.

Fixed some Y ∈ MH , denote by A the restriction of Y to RV×V and by a ∈ RV the
diagonal of A. Taking Schur complements, we see that Y � 0 if and only if A− a⊗ a � 0; it
follows that the set of all vectors a obtained in this way, with Y ranging overMH , is exactly
the theta body TH(H). We conclude that TH(H) is closed and convex, as the projection of
the compact convex setMH ⊆ [−1, 1](V∪{∗})×(V∪{∗}) onto a linear subspace.

Now suppose I ⊆ V is an independent set in H, and let us show that χI ∈ TH(H).
Consider the rank-one matrix A = χI ⊗ χI ; clearly diag A = χI and A − χI ⊗ χI � 0.
Since I is independent in H, it follows that I ∩ Vx is independent in Hx for all x ∈ I. We
conclude from the induction hypothesis that χI[Vx] ∈ TH(Hx) for all x ∈ I; this shows that
Ax[Vx] ∈ A(x, x) TH(Hx) for all x ∈ V , and so χI ∈ TH(H) by definition. As TH(H) is
convex, it must also contain the convex hull of all such indicator functions χI with I ⊆ V
independent, i.e. it contains the independent set polytope IND(H). The inductive step (and
the induction) are then completed.

Finally, since IND(H) ⊆ TH(H), for any weight function w ∈ RV
+ it follows that

αw(H) = max
{
wT f : f ∈ IND(H)

}
≤ max

{
wT f : f ∈ TH(H)

}
= ϑw(H).

This finishes the proof of the theorem. �

The last theorem shows that TH(H) is a ‘relaxation’ of the independent set polytope
IND(H), in the sense that IND(H) ⊆ TH(H). The main advantage of working with this
relaxation instead of the original polytope is that linear optimization problems over TH(H)
can be efficiently solved, using (for instance) the ellipsoid method. More precisely, for a
fixed uniformity k of the hypergraphs considered, the optimization problem max

{
wT f : f ∈

TH(H)
}

can be solved up to any accuracy parameter ε > 0, in time which is polynomial in
the size of the input (H, w, ε).

Indeed, by the methods exposed in Chapter 4 of Grötschel, Lovász and Schrijver [41],
the ‘weak optimization problem’ over TH(H) is polynomial-time equivalent to the ‘weak
membership problem’ for TH(H) (note that TH(H) is a ‘centered convex body’ by Theo-
rem 6.1 and the simple fact that

[
0, 1/|V |

]V
⊆ IND(H)). A polynomial-time membership

algorithm for TH(H) can be constructed recursively, using algorithms for checking mem-
bership for its link hypergraphs Hx, x ∈ V , and for checking if a given matrix is positive
semidefinite.

Our next theorem informally shows that our relaxation TH(H) is not too much larger
than IND(H) itself: they share the same set of integral points (i.e. vectors where all coor-
dinates are integers).

Theorem 6.2. For any uniform hypergraph H, the set of integral points in TH(H) coincides
with the set of integral points in IND(H).

Proof. Since IND(H) ⊆ TH(H), it suffices to show that all integral points in TH(H) are
also in IND(H). We will proceed by induction on the uniformity of the hypergraph H, with
the base case of 1-uniform hypergraphs (whose theta body is {0} by definition) being trivial.
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Suppose we have already proven the result for some k ≥ 2 and all (k − 1)-uniform
hypergraphs. Let H be a k-uniform hypergraph on vertex set V , and let f ∈ ZV be an
integral point of TH(H). By Theorem 6.1, this vector f must be {0, 1}-valued; denote by
I ⊆ V the support of f , so that f = χI . We will show that I is independent in H, implying
that χI ∈ IND(H) and finishing the proof.

As χI ∈ TH(H), there is some matrix A which witnesses this fact, i.e. satisfies the
conditions in the definition (6.3) of TH(H) with a = χI . Since χI = χ2

I , it follows that the
diagonal of A − χI ⊗ χI is zero; together with the constraint A − χI ⊗ χI � 0, this implies
that the whole matrix is zero. Thus A(x, y) = χI(x)χI(y) for all x, y ∈ V .

The constraint Ax[Vx] ∈ A(x, x) TH(Hx) for x ∈ V then translates to χI[Vx] ∈ TH(Hx)
for all x ∈ I. By the induction hypothesis, it follows that I ∩ Vx is independent in Hx for all
x ∈ I; by the definition of the link hypergraphs Hx, this implies that I is independent in H,
as wished. �

The next results show that our generalizations satisfy several of the same properties of
the original notions of theta body and weighted theta number of graphs.

Lemma 6.3. Let H be a uniform hypergraph. For all u, w ∈ RV
+ and all λ > 0, we have that

ϑλw(H) = λϑw(H) and

max
{
ϑu(H), ϑw(H)

}
≤ ϑu+w(H) ≤ ϑu(H) + ϑw(H).

Proof. This lemma immediately follows from the definition

ϑw(H) = max
{
wT f : f ∈ TH(H)

}
and the fact that all vectors in TH(H) are nonnegative. �

Lemma 6.4. Let H be a uniform hypergraph and let f ∈ RV
+ be a nonnegative vector. If

f ∈ TH(H), then also g ∈ TH(H) for all 0 ≤ g ≤ f .

Proof. We again proceed by induction on the uniformity of the hypergraph H, with the
base case of 1-uniform hypergraphs being trivial.

Now suppose we have proven the result for some k ≥ 2 and all (k − 1)-uniform hyper-
graphs. Let H be a k-uniform hypergraph on vertex set V , and fix any vertex z ∈ V . Given
a vector f ∈ RV

+ , we denote by f̃ the vector satisfying f̃ (z) = 0 and f̃ (x) = f (x) for all
x ∈ V \ {z}; we will first show that f̃ ∈ TH(H) whenever f ∈ TH(H).

If f ∈ TH(H), then there is some matrix F ∈ RV×V such that diag F = f , F − f ⊗ f � 0
and Fx[Vx] ∈ F(x, x) TH(Hx) for all x ∈ V . Denote by F̃ ∈ RV×V the matrix with entries

F̃(x, y) =

F(x, y) if x , z and y , z,
0 otherwise.

Note that diag F̃ = f̃ , and that F̃ − f̃ ⊗ f̃ is exactly the principal submatrix of F − f ⊗ f
indexed by V \{z}, followed by a row and column of zeros. As F− f ⊗ f � 0, it then follows
that F̃ − f̃ ⊗ f̃ � 0 too.

We also note that F̃z ≡ 0, while 0 ≤ F̃x[Vx] ≤ Fx[Vx] and F̃(x, x) = F(x, x) for all
x ∈ V \ {z}. By the induction hypothesis applied to each link hypergraph Hx, this implies
that F̃x[Vx] ∈ F̃(x, x) TH(Hx) for all x ∈ V; we conclude that f̃ ∈ TH(H), as wished.
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The lemma now follows by a simple recursive procedure. Label the vertices of H by
x1, x2, . . . , x|V |, and fix f ∈ TH(H) and some vector 0 ≤ g ≤ f . For each 0 ≤ i ≤ |V |, denote
by gi ∈ R

V
+ the vector given by

gi(x j) =

g(x j) if j ≤ i,
f (x j) if j > i;

denote also by g̃i the vector which agrees with gi in V \ {xi+1}, but satisfies g̃i(xi+1) = 0.
We have already shown that g̃i ∈ TH(H) whenever gi ∈ TH(H). Since gi, g̃i and gi+1 all

agree on V \ {xi+1} while

gi+1(xi+1) = g(xi+1) ∈ [0, f (xi+1)] = [g̃i(xi+1), gi(xi+1)],

it follows that gi+1 is a convex combination of gi and g̃i; by convexity of TH(H), we con-
clude that gi+1 ∈ TH(H) whenever gi ∈ TH(H). Starting from g0 = f ∈ TH(H), it then fol-
lows by recursion that g|V | = g ∈ TH(H) too, finishing the inductive step and the proof. �

One can also give a different formulation for the theta body, using only the weighted
theta number as a black box. For some applications this formulation is more suitable than
our more explicit definition.

Lemma 6.5. The theta body of a uniform hypergraph H is equivalently given by

TH(H) =
{
f ∈ RV

+ : wT f ≤ ϑw(H) for all w ∈ RV
+

}
.

Proof. Let us denote the set defined in the statement above by B(H); we wish to show that
TH(H) ⊆ B(H) and B(H) ⊆ TH(H).

The first inclusion is easy: since ϑw(H) = max
{
wT f : f ∈ TH(H)

}
, it follows that for

each f ∈ TH(H) and all w ∈ RV
+ we have wT f ≤ ϑw(H). This means that TH(H) ⊆ B(H).

Let us now assume for contradiction that the second inclusion is false, so there is some
vector f ∈ B(H) \ TH(H). Since TH(H) is bounded, closed and convex (by Theorem 6.1),
it follows that f can be strictly separated from TH(H) by a hyperplane: there is a vector
u ∈ RV for which

uT f > max
{
uTg : g ∈ TH(H)

}
.

Let us denote by w the nonnegative part of u, that is

w(x) = max{0, u(x)} for x ∈ V.

Given a vector g ∈ RV , denote by g the vector given by

g(x) =

g(x) if w(x) , 0,
0 if w(x) = 0

for all x ∈ V . Note that

wTg = wTg = uTg for all g ∈ RV .
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Since g ∈ TH(H) whenever g ∈ TH(H) (by Lemma 6.4), by maximizing over g ∈ TH(H) it
follows that

max
{
wTg : g ∈ TH(H)

}
≤ max

{
uTg : g ∈ TH(H)

}
.

Finally, since f is a nonnegative vector (by hypothesis), we have that uT f ≤ wT f . Putting
everything together, we conclude that

wT f ≥ uT f > max
{
uTg : g ∈ TH(H)

}
≥ max

{
wTg : g ∈ TH(H)

}
= ϑw(H),

which contradicts our assumption that f ∈ B(H) and finishes the proof. �

Other than the theoretical properties shown in the previous lemmas, another advantage
of our notion of theta number for hypergraphs is that it lends itself well to methods of sym-
metry reduction for semidefinite programs. This allows us to efficiently compute bounds
on the independence number even for some very large hypergraphs, as we next show.

6.3 Exploiting symmetry

We shall now focus on the ‘unweighted’ version of the theta number, where the weight
function w is identically one, as this is the simplest and most common case in applications.
Recall that ϑ1(H) gives an upper bound on the usual independence number α(H) of the
hypergraph H.

An advantage of dealing with a constant weight function is that the optimization vari-
ables of the corresponding theta number program (6.2) can be made to satisfy the same
symmetries as the hypergraph in consideration; this can in turn be used to significantly
simplify the optimization program if the hypergraph admits many symmetries. We will
now give an overview of how this can be accomplished.

Let us denote by Γ the automorphism group of H, that is, the group of permutations of
its vertex set V which maps edges to edges. The first thing to note is that, given any feasible
solution (a, A) ∈ RV × RV×V of the program for ϑ1(H), its Γ-symmetrization (ã, Ã) where

ã(x) =
1
|Γ|

∑
γ∈Γ

a(γx), Ã(x, y) =
1
|Γ|

∑
γ∈Γ

A(γx, γy), x, y ∈ V

will still be a feasible solution of this same program (by convexity, see Theorem 6.1 and
its proof), and has the same objective value. This observation already allows us to reduce
the search space of our optimization program to Γ-invariant functions, but with some more
information on how Γ acts on the vertex set we can also simplify the formulation of this
program.

For instance, let us consider the case where H is vertex transitive, meaning that its
vertex set decomposes into a single orbit under the action of Γ. Then ã = diag Ã will be
a constant function, say ã = λ1; moreover, it suffices to check the theta body constraint
from program (6.2) for Ã for a single vertex, as the same constraint for other vertices will
be equivalent up to the action of an appropriate group element. Fixing an arbitrary vertex
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z ∈ V , the program for ϑ1(H) then becomes:

max λ|V |
A(z, z) = λ,

Az[Vz] ∈ λTH(Hz),
A ∈ RV×V is Γ-invariant, A − λ21 ⊗ 1 � 0.

Next we simplify the third constraint in the program above. Note that every Γ-invariant
matrix A ∈ RV×V admits 1 as an eigenvector, with associated eigenvalue |V |−1 ∑

x,y∈V A(x, y).
Indeed, given any two vertices x, x′ ∈ V , by assumption there is an element γ ∈ Γ for which
γx = x′; by Γ-invariance of A we have∑

y∈V

A(x, y) =
∑
y∈V

A(γx, γy) =
∑
y∈V

A(x′, y),

and so

A1 =

(∑
y∈V

A(x′, y)
)

1 =

(
1
|V |

∑
x,y∈V

A(x, y)
)

1.

The eigenvalue of A − λ21 ⊗ 1 associated to the eigenvector 1 is then |V |−1 ∑
x,y∈V A(x, y) −

λ2|V |, while all other eigenvalues of A − λ1 ⊗ 1 are the same as those for A. It follows that
a Γ-invariant matrix A satisfies A − λ21 ⊗ 1 � 0 if and only if A is positive semidefinite and
satisfies ∑

x,y∈V

A(x, y) ≥ λ2|V |2.

Now we substitute A by λA in order to take out the quadratic factor λ2, while not signifi-
cantly affecting the rest of the program (note that λ > 0, as ϑ1(H) ≥ α(H) ≥ 1). Optimizing
the resulting program over λ > 0, we immediately obtain the following result:

Lemma 6.6. Suppose H is a vertex transitive uniform hypergraph with automorphism
group Γ, and fix an arbitrary vertex z ∈ V. Then ϑ1(H) is equal to

max |V |−1 ∑
x,y∈V A(x, y)

A(z, z) = 1,
Az[Vz] ∈ TH(Hz),
A ∈ RV×V is Γ-invariant and positive semidefinite.

(6.4)

Next we note that both the link hypergraph Hz and the restricted function f := Az[Vz] in
program (6.4) above are invariant under the induced action of the stabilizer group StabΓ(z).
Using the characterization of theta bodies given in Lemma 6.5, to check the second con-
straint f ∈ TH(Hz) it then suffices to check the inequalities wT f ≤ ϑw(Hz) for those vectors
w ∈ R

Vz
+ which are also invariant under StabΓ(z); this happens because neither the value of

wT f nor ϑw(Hz) changes if one substitutes a vector w by its symmetrized version

w̃(x) =
1

|StabΓ(z)|

∑
τ∈StabΓ(z)

w(τx), x ∈ Vz.
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In the simplest case where the action of StabΓ(z) on Vz is transitive, the space of StabΓ(z)-
invariant vectors on RVz comprises only the constant vectors; the theta body constraint then
reduces to the simple linear constraint∑

x∈Vz

A(z, x) ≤ ϑ1(Hz).

Recall that this was the case for the geometric hypergraphs encoding regular simplices
considered in the last chapter; since all link hypergraphs of each order were vertex transi-
tive (under the action of the corresponding stabilizer subgroup), this simplification worked
through the whole recursive definition of the theta numbers and we obtained very simple
programs at the end.

Finally, tools from representation theory allow us to obtain a more efficient characteri-
zation of Γ-invariant positive semidefinite matrices, and can drastically reduce the dimen-
sion of the resulting optimization program. We will now quickly review how this can be
accomplished; for more detailed expositions, we refer the reader to Vallentin [66] and to
Bachoc, Gijswijt, Schrijver and Vallentin [3].

While the program ϑ1(H) we wish to analyze is real, for the purpose of carrying out this
analysis via representation theory it is more convenient to consider complex vector spaces.
We recall that a complex matrix X ∈ Cn×n is positive semidefinite if for all (z1, . . . , zn) ∈ Cn

we have
n∑

i, j=1

ziXi jz j ≥ 0.

The space of complex matrices Cn×n is equipped with a complex inner product, defined by
〈X,Y〉 =

∑n
i, j=1 Xi jYi j.

Fix a finite set V , and a finite group Γ acting on V . We will work on the vector space
CV , which is equipped with inner product

( f , g) :=
1
|V |

∑
x∈V

f (x)g(x).

The group Γ also naturally acts on the vector space CV by (γ f )(x) := f (γ−1x); note that the
inner product on CV is invariant under this group action.

We can decompose CV under the action of Γ into a direct sum of irreducible Γ-invariant
subspaces. Write {Rk : 1 ≤ k ≤ d} for a complete set of representatives of the isomorphism
classes of irreducible Γ-invariant subspaces which are direct summands of CV . Then

CV =

d⊕
k=1

mk⊕
i=1

Hk,i,

where mk denotes the multiplicity of the irreducible representation Rk in CV and, for 1 ≤
i ≤ mk, the subspaces Hk,i are pairwise orthogonal and Γ-isomorphic to Rk.

Note that the decomposition CV =
⊕d

k=1 Ik into isotypic components is unique, but the
decomposition of each isotypic component Ik =

⊕mk

i=1 Hk,i is not unique unless mk = 1.
To this specific decomposition of Ik we associate a zonal matrix Ek : V × V → Cmk×mk as
follows.
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For each 1 ≤ k ≤ d we choose an orthonormal basis (ek,0,1, . . . , ek,0,hk ) of Rk, where hk =

dim(Rk), and for each 1 ≤ i ≤ mk let φk,i : Rk → Hk,i be a Γ-isomorphism which preserves
the inner product. For 1 ≤ s ≤ hk denote ek,i,s := φk,i(ek,0,s), so that (ek,i,1, . . . , ek,i,hk ) is an
orthonormal basis of Hk,i. For each x, y ∈ V we denote by Ek(x, y) the mk×mk matrix given
by

Ek,i j(x, y) =
1
hk

hk∑
s=1

ek,i,s(x)ek, j,s(y). (6.5)

These matrices Ek are invariant under the action of Γ, and one can show that they are in
fact independent of our choice of basis for the spaces Rk; see [66, Proposition 3.1].

The zonal matrices just defined allow us to efficiently characterize Γ-invariant positive
semidefinite matrices A ∈ CV×V . This is the content of the next result, which is (a special
case of) Theorem 3.3 in [3]:

Theorem 6.7 (Bachoc, Gijswijt, Schrijver and Vallentin [3]). Let A ∈ CV×V be a complex
matrix and let Γ be a finite group acting on V. Then A is Γ-invariant and positive semidef-
inite if and only if there exist positive semidefinite matrices Fk ∈ C

mk×mk , 1 ≤ k ≤ d, such
that

A(x, y) =

d∑
k=1

〈
Fk, Ek(x, y)

〉
for all x, y ∈ V.

The main advantage of using this characterization is that one exchanges a ‘large’ matrix
A ∈ CV×V for several ‘small’ matrices Fk ∈ C

mk×mk , 1 ≤ k ≤ d. Depending on how Γ acts
on V , this can constitute a drastic reduction in the dimension of the considered problem.

6.3.1 Example: triangle-encoding hypergraphs on the hypercube
In order to illustrate the methods discussed in this section, let us take a look at hypergraphs
encoding equilateral triangles on the hypercube {0, 1}n. More explicitly, take integers n ≥ 2,
1 ≤ m ≤ n/2 and consider the 3-uniform hypergraph H on vertex set V = {0, 1}n, whose
edges are all collections of 3 vertices having pairwise Hamming distance m:

E(H) =
{
{x, y, z} ⊂ {0, 1}n : d(x, y) = d(x, z) = d(y, z) = m

}
,

where d(x, y) denotes the number of coordinates where x and y differ.
Note that this hypergraph H contains no edges if m is odd. Indeed, denoting by |x| the

Hamming weight of x ∈ {0, 1}n, it is easy to see that |x| + |y| − d(x, y) is equal to twice the
number of indices i where xi = yi = 1; thus d(x, y) ≡ |x| + |y| mod 2. This implies that

d(x, y) + d(x, z) + d(y, z) ≡ 0 mod 2 for all x, y, z ∈ {0, 1}n,

and so not all of the distances d(x, y), d(x, z), d(y, z) can be odd. We then assume from now
on that m is an even integer.

We wish to compute the theta number ϑ1(H) of this hypergraph H, and we will do so
by exploiting its rich symmetry as was previously discussed. Note that the automorphism
group of H is the group Γ generated by permutations of the n indices in {0, 1}n followed by
independent switches 0↔ 1 at each of the n positions; it has order 2nn!.
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Denote by Wm the set of all points on the hypercube {0, 1}n which have Hamming weight
m, and let Gm denote the graph on vertex set Wm whose edges are all pairs {x, y} ⊆ Wm

having Hamming distance m. In our earlier notation, Wm is exactly the vertex set V0 of the
link hypergraph of H at 0 = (0, . . . , 0) ∈ {0, 1}n, and Gm is exactly this same link hypergraph
H0. By Lemma 6.6, ϑ1(H) is the optimal value of program

max 2−n ∑
x,y∈{0,1}n A(x, y)

A(0, 0) = 1,
A0[Wm] ∈ TH(Gm),
A ∈ R{0,1}

n×{0,1}n is Γ-invariant and positive semidefinite.

(6.6)

Note that the stabilizer subgroup StabΓ(0) is the group Sn of permutation of the n
indices. Both A0[Wm] in the program above and the graph Gm are invariant under the
action of Sn; moreover, Sn acts transitively on Wm. In order to check whether A0[Wm] ∈
TH(Gm), it then suffices (by Lemma 6.5 and symmetrization, as previously discussed) to
check whether wT A0[Wm] ≤ ϑw(Gm) for the constant functions w ∈ RWm

+ . More explicitly,
the constraint A0[Wm] ∈ TH(Gm) in the last program is equivalent to the simple inequality∑

x∈Wm

A(0, x) ≤ ϑ1(Gm).

Now we must find a more efficient characterization of Γ-invariant positive semidefinite
matrices on {0, 1}n, as the one given in Theorem 6.7. It is a classical result (see for instance
Dunkl [27]) that C{0,1}

n
decomposes under the action of Γ as

C{0,1}
n

=

n⊕
k=0

Hk,

where each Hk denotes the subspace spanned by the characters χy with weight |y| = k,
where χy(x) := (−1)x·y; these spaces Hk are all Γ-irreducible and pairwise non-equivalent.

It is a simple matter to check that the characters are all unit vectors and pairwise or-
thogonal under the inner product ( f , g) = 2−n ∑

x∈{0,1}n f (x)g(x). It follows that, for each
0 ≤ k ≤ n, the vectors {χy : |y| = k} form an orthonormal basis of the space Hk, which has
dimension

(
n
k

)
.

Since the multiplicity of each irreducible space Hk in C{0,1}
n

is 1, the zonal matrix
defined in equation (6.5) becomes the zonal function

Ek(x, y) =
1(
n
k

) ∑
z∈{0,1}n
|z|=k

χz(x)χz(y).

These zonal functions are Γ-invariant, so the value of Ek(x, y) depends only on the Ham-
ming distance d(x, y) (which characterizes the orbit of the pair (x, y) under Γ); let us write
Kk(t) for the value of Ek(x, y) when d(x, y) = t.

We can easily obtain an explicit formula for these functions Kk(t), 0 ≤ k ≤ n. Let 1t0n−t

denote the vector whose first t indices are 1 and the rest are 0, so d(0, 1t0n−t) = t. Then

Kk(t) = Ek(0, 1t0n−t) =
1(
n
k

) ∑
z∈{0,1}n
|z|=k

χz(0) χz(1t0n−t) =
1(
n
k

) ∑
z∈{0,1}n
|z|=k

(−1) z · 1t0n−t
.
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Fix some 0 ≤ i ≤ t. The vectors z ∈ {0, 1}n with |z| = k and satisfying z · 1t0n−t = i are those
where exactly i of the first t coordinates are 1, and exactly k − i of the last n − t coordinates
are 1. There are

(
t
i

)(
n−t
k−i

)
of those vectors; it then follows from the last expression that

Kk(t) =
1(
n
k

) k∑
i=0

(−1)i
(

t
i

)(
n − t
k − i

)
.

These functions Kk just defined are exactly the Krawtchouk polynomials, normalized so
that Kk(0) = 1 for all 1 ≤ k ≤ n. These polynomials are pairwise orthogonal with respect
to the weight function w(t) =

(
n
t

)
, meaning that

n∑
t=0

(
n
t

)
Kk(t)K`(t) = 0 if k , `. (6.7)

For more information on Krawtchouk polynomials and their role in representation theory,
see Dunkl [27].

By Theorem 6.7, we conclude that A ∈ C{0,1}
n×{0,1}n is Γ-invariant and positive semidef-

inite if and only if there are nonnegative quantities f0, f1, . . . , fn for which

A(x, y) =

n∑
k=0

fkKk(d(x, y)), x, y ∈ {0, 1}n.

Note that all such matrices are real-valued, so we can immediately substitute this last ex-
pression into our program (6.6). The objective function 2−n ∑

x,y∈{0,1}n A(x, y) can then be
expressed as

1
2n

n∑
k=0

fk
n∑

t=0

∑
x,y∈{0,1}n
d(x,y)=t

Kk(t) =

n∑
k=0

fk
n∑

t=0

(
n
t

)
Kk(t).

By the orthogonality relations (6.7), this is equal to

f0
n∑

t=0

(
n
t

)
= 2n f0.

Moreover, since Kk(0) = 1 for 1 ≤ k ≤ n, the first constraint of program (6.6) translates to

A(0, 0) =

n∑
k=0

fk = 1.

Finally, as d(0, x) = m for all x ∈ Wm, we have∑
x∈Wm

A(0, x) =

(
n
m

) n∑
k=0

fkKk(m).

We conclude that the program for ϑ1(H) can be simplified to

max 2n f0∑n
k=0 fk = 1,(

n
m

)∑n
k=0 fkKk(m) ≤ ϑ1(Gm),

f0, f1, . . . , fn ≥ 0.
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The optimal value of this last program admits a simple analytical expression. Indeed,
the sum

∑n
k=0 fkKk(m) on the second constraint is a convex combination of the numbers

Kk(m), and we wish to keep this convex combination below
(

n
m

)−1
ϑ1(Gm) while maximizing

f0. The best way to do so is to concentrate all the weight of the combination on f0 and
fk∗ , where k∗ is such that Kk∗ (m) is the most negative number appearing in the convex
combination; that is, denoting

Mn,m := min
1≤k≤n

Kk(m),

we choose 1 ≤ k∗ ≤ n for which Kk∗ (t) = Mn,m.1 Solving the optimization problem using
only the variables f0 and fk∗ , we obtain the optimal value

ϑ1(H) = 2n

(
n
m

)−1
ϑ1(Gm) − Mn,m

1 − Mn,m
. (6.8)

Remark 6.8. It is interesting to compare this last formula to those in Theorem 5.3 and
Theorem 5.5 from last chapter. These formulas were all obtained as the optimal value
of ‘theta-like’ programs for geometric hypergraphs in different spaces, which admit very
different groups of symmetries; their analysis through symmetry reduction techniques, how-
ever, proceeded in a very similar manner. The main difference between all three formulas
is the choice of orthogonal polynomials we are minimizing, which in turn comes from rep-
resentation theory of the corresponding automorphism group; that we obtain such similar
formulas at the end is ultimately due to the fact that the considered decompositions into
irreducible subspaces are all multiplicity-free. We refer the reader to Stanton [59] for a
discussion on the similarities between multiplicity-free actions of finite and infinite groups,
and in particular the analogy between the action of Γ on the hypercube {0, 1}n and the
action of O(n) on the sphere S n−1.

Now we must compute ϑ1(Gm). Recall that Gm is the graph whose vertex set Wm

comprises all binary sequences x ∈ {0, 1}n with Hamming weight m, and two vertices are
adjacent if their Hamming distance is m. This graph is invariant under the action of the
symmetric group Sn permuting the coordinates of each vertex, and under this action it is
vertex transitive. By Lemma 6.6, ϑ1(Gm) is then equal to

max
(

n
m

)−1 ∑
x,y∈Wm

A(x, y)∑
x∈Wm

A(x, x) =
(

n
m

)
,

A(x, y) = 0 if d(x, y) = m,
A ∈ RWm×Wm is Sn-invariant and positive semidefinite.

Under the action of Sn the vector space CWm decomposes into
⊕m

k=0 Uk, where each
subspace Uk has dimension hk =

(
n
k

)
−
(

n
k−1

)
and corresponds to the irreducible representation

of Sn given by the partition (n − k, k). These vector spaces were described explicitly by
1One can show that these values Mn,m are indeed negative, for all integers n ≥ m ≥ 1. For instance, it is known

that
{(

n
m

)
Kk(m) : 0 ≤ k ≤ n

}
is exactly the set of eigenvalues of the adjacency matrix of the graph on {0, 1}n where

two vertices form an edge if their distance is m; this is shown e.g. in Chapter 10 of Terras’ book [65]. Since the
trace of the adjacency matrix is zero and K0(m) = 1, its minimum eigenvalue

(
n
m

)
Mn,m must be negative.



96 Generalizations of the Lovász theta number to hypergraphs Chapter 6

Delsarte [24] (where they are denoted Harm(k)), who also computed the corresponding
zonal functions

Ek(x, y) :=
1
hk

hk∑
s=1

ek,s(x)ek,s(y), x, y ∈ Wm,

where {ek,1, . . . , ek,hk } denotes an arbitrary orthonomal basis of Uk.
Define the Hahn polynomials Qk, 0 ≤ k ≤ m, by

Qk(t) =

k∑
i=0

(−1)i

(
k
i

)(
n+1−k

i

)(
t
i

)(
m
i

)(
n−m

i

) .

These polynomials Qk are normalized so that Qk(0) = 1, and they are orthogonal with
respect to the weight function

w(t) =

(
m
t

)(
n − m

t

)
, 0 ≤ t ≤ m,

meaning that
∑m

t=0 w(t)Qk(t)Q`(t) = 0 whenever k , `. Delsarte [24, Theorem 5] showed
that the zonal functions Ek can be expressed in terms of the Hahn polynomials by

Ek(x, y) = Qk(d(x, y)/2), 0 ≤ k ≤ m;

see also Dunkl [28]. Using this result we then obtain from Theorem 6.7 the following
characterization: A ∈ RWm×Wm is Sn-invariant and positive semidefinite if and only if

A(x, y) =

m∑
k=0

fkQk(d(x, y)/2), x, y ∈ Wm

holds for some nonnegative quantities f0, f1, . . . , fm ≥ 0.
The program defining ϑ1(Gm) can now be simplified. First we note that(

n
m

)−1 ∑
x,y∈Wm

A(x, y) =

m∑
k=0

fk
m∑

t=0

(
n
m

)−1 ∑
x,y∈Wm

d(x,y)=2t

Qk(t) =

m∑
k=0

fk
m∑

t=0

(
m
t

)(
n − m

t

)
Qk(t);

by the orthogonality relations for Hahn polynomials, this is equal to

f0
m∑

t=0

(
m
t

)(
n − m

t

)
=

(
n
m

)
f0.

Moreover, we have ∑
x∈Wm

A(x, x) =

(
n
m

) m∑
k=0

fk,

and A(x, y) =
∑m

k=0 fkQk(m/2) whenever d(x, y) = m. We conclude that ϑ1(Gm) is equal to

max
(

n
m

)
f0∑m

k=0 fk = 1,∑m
k=0 fkQk(m/2) = 0,

f0, f1, . . . , fm ≥ 0.
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As before, this last program admits a simple analytical solution. Denote

Nn,m := min
0≤k≤m

Qk(m/2);

proceeding as we did when computing ϑ1(H), one can easily show that

ϑ1(Gm) =

(
n
m

)
−Nn,m

1 − Nn,m
.

(It is interesting to note that this is precisely Hoffman’s spectral bound for the independence
number of Gm.) Combining this expression with equation (6.8), we finally conclude that

ϑ1(H) = 2n
(
1 −

1
(1 − Nn,m)(1 − Mn,m)

)
.

It is now a simple matter to numerically compute the value of ϑ1(H), which then provides
an upper bound for the independence number of this hypergraph.

We note that these same methods continue to work in the more general setting of q-ary
cubes {1, . . . , q}n, for any integer q ≥ 2. In this case we must make use of Krawtchouk
polynomials with weight (q − 1)/q (see Dunkl [27]), and q-ary Hahn polynomials (see
Delsarte [24]). One can also obtain similar programs when forbidding non-equilateral
triangles, though in such cases the resulting optimization program will contain as variables
semidefinite matrices of size 2 (for isosceles triangles) or 3 (for scalene triangles), due to
the fact that the link graphs are no longer vertex transitive.

6.4 Remarks and open problems

The study of our notions of theta number and theta body for hypergraphs has only just
begun, and there are several natural questions still to be answered. For instance:

Question 6.9. For which hypergraphs H is the theta body TH(H) a polytope? Also, for
which hypergraphs is the theta body TH(H) equal to the independent set polytope IND(H)?

It turns out that both of these questions have the same answer in the case of graphs,
namely the class of perfect graphs; this was proven by Grötschel, Lovász and Schrijver
[42], who determined all facet-defining inequalities for the theta body of graphs. Perhaps
the answer to our questions give rise to interesting notions of perfect hypergraphs.

Another important property of the (unweighted) theta number for graphs is that it is
multiplicative when using the strong product of graphs: it satisfies ϑ(F • G) = ϑ(F)ϑ(G)
for all finite graphs F and G, where F •G denotes their strong product.2 This property was
already proven by Lovász in his seminal paper [46] where he first defined the theta number.
Our last question is whether such a property extends to hypergraphs:

Question 6.10. Is there a natural notion of hypergraph product for which the hypergraph
theta number ϑ1 is multiplicative?

2The strong product of F and G is the graph whose vertex set is V(F) × V(G), and where (x, y), (x′, y′) ∈
V(F) × V(G) are joined by an edge if: either x = x′ and {y, y′} ∈ E(G), or {x, x′} ∈ E(F) and y = y′, or
{x, x′} ∈ E(F) and {y, y′} ∈ E(G).
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Summary

The central problem considered in this thesis can be phrased by the following question:
given some family of forbidden geometrical configurations, how large can a set be if it
does not contain any member of this family?

More concretely, given finite point configurations P1, . . . , Pn ⊂ R
d in Euclidean space,

we denote by mRd (P1, . . . , Pn) the maximum upper density a set A ⊆ Rd can have without
containing congruent copies of any Pi. Similarly, if P1, . . . , Pn are finite point configu-
rations in the d-dimensional unit sphere S d, we denote by mS d (P1, . . . , Pn) the maximum
density a set in S d can have if it avoids congruent copies of each of these configurations.

The geometrical parameters mRd and mS d are called the independence density of the
considered configurations (on the corresponding space Rd or S d). They can also be seen
in a more combinatorial perspective, as the independence ratio of the infinite geometric
hypergraphs whose vertices are all points in the corresponding space, and whose edges are
all congruent copies of each forbidden configuration.

While these parameters have been extensively studied in the case of two-point config-
urations, which correspond to forbidden distances in Euclidean space or forbidden angles
in the sphere, the more general case of higher-order configurations remains largely un-
explored. In this thesis we initiate their study, obtaining several interesting results and
providing combinatorial, analytic and optimization perspectives on the general problem.
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