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#### Abstract

: The behavior of quantum mechanical systems can be influenced by factors ranging from ground state physics and unitary evolution to measurements or decoherence due to the coupling to a bath. For large composite quantum systems, these mechanisms can give rise to collective phenomena like phases, phase transitions and universality. One example are quantum phase transitions (at zero temperature) in the ground states of a Hamiltonian $\boldsymbol{H}$. Close to the phase transition, where the energy gap closes, scale invariant behavior emerges. It is characterized by a set of universal critical exponents and the leading scaling behavior is determined by only a few relevant parameters. Complementarily, many of the microscopic details are irrelevant for the physics at large distances - the origin of universality.

If the system is driven in the vicinity of the phase transition, the additional drive scale can lead to a breakdown of the equilibrium scaling behavior. The state gets excited away from the ground state - adiabaticity is broken. Nevertheless, the breakdown inherits universal properties: Driving the gap parameter gives access to the leading critical exponents (Kibble-Zurek mechanism). However, the whole hierarchy of critical exponents, relevant and irrelevant, is accessible by a slow drive. We establish this generalized mechanism and its observable consequences at the level of elementary, but experimentally relevant, spin and fermion models. In particular, we construct drives that turn equilibrium irrelevant couplings into relevant drive couplings with an observable scaling in the excitation density.

Criticality and universality also arise from the competition of unitary evolution and measurements. Entangling unitary dynamics can compete with local measurements, such that the stochastic evolution of pure states can undergo a measurement-induced (entanglement) transition. An example are (free) fermion models featuring a transition between an extended 'critical' phase and a 'pinned', weakly entangled phase. However, the inevitable coupling to an environment can result in mixed and dephased states. We investigate the role of this third mechanism of dephasing (or imperfect measurements) onto the aforementioned transition. For this we use (i) numerical approaches based on stochastic quantum trajectories, (ii) an effective bosonic replica field theory, paired with a renormalization group treatment and (iii) a perturbative treatment of the fermion dynamics. On the one hand, weak dephasing leaves the 'critical' phase and measurement-induced transition in tact. On the other hand, we observe the emergence of a new, temperature-like scale for strong dephasing and weak measurements, enabled by the interplay of all three mechanisms. Despite the presence of the finite scale, observables like density-dependent correlations still feature scale invariant behavior. Paired with a perturbative treatment for strong dephasing, this behavior hints at a diffusion-like dynamics on the diagonal of the density matrix in the occupation number basis.


## Zusammenfassung:

Das Verhalten quantenmechanischer Systeme kann durch verschiedene Faktoren wie der Grundzustandsphysik, unitärer Entwicklung bis hin zu Messungen oder Dekohärenz durch die Kopplung an die Umwelt beeinflusst werden. Für ausgedehnte Quantensysteme können diese Mechanismen zu kollektivem Verhalten in Form von Phasen, Phasenübergängen und Universalität führen. Ein Beispiel sind Quantenphasenübergänge (bei verschwindender Temperatur) im Grundzustand von einem Hamiltonian $\boldsymbol{H}$. In the Nähe des Phasenübergangs, angezeigt durch die sich schließende Energielücke, tritt skaleninvariantes Verhalten auf. Dieses Verhalten ist durch universelle kritische Exponenten charakterisiert, wobei das führende Skalenverhalten durch nur wenige Parameter bestimmt wird. Hingegen sind viele mikroskopische Details irrelevant für das Verhalten auf großen Skalen - die Ursache der Universalität.

Wenn das System getrieben wird, kann die zusätzliche Treibskala zur Einschränkung des skaleninvarianten Verhaltens im Gleichgewicht führen. Die Dynamik führt zu Anregungen im System, welches sich somit nicht mehr im Grundzustand befindet - Adiabatizität wird gebrochen. Jedoch trägt diese Dynamik immer noch universelle Informationen: durch das Treiben des Parameters, der die Energielücke kontrolliert, können die führenden kritischen Exponenten bestimmt werden (Kibble-Zurek Mechanismus). Jedoch kann im dynamischen Fall die gesamte Hierarchie von kritischen Exponenten, relevant wie irrelevant, bestimmt werden. Wir weisen diesen verallgemeinerten Mechanismus und seine beobachtbaren Implikationen für elementare, aber experimentell relevante, Spin Modelle nach. Insbesondere konstruieren wir Protokolle, die es ermöglichen, irrelevante Kopplungen im Gleichgewicht in relevante Kopplungen im dynamischen Fall zu übersetzen. Diese führen zu einem nachweisbaren Skalenverhalten in der Dichte von Anregungen.

Kritisches Verhalten und Universalität können auch durch den Wettbewerb von unitärer Dynamik und Messungen ermöglicht werden. Verschränkende unitäre Dynamik kann mit lokalen Messungen konkurrieren, sodass ein messinduzierter Phasenübergang in der stochastischen Entwicklung von reinen Zuständen möglich wird. Ein Beispiel sind (freie) Fermionen, die einen Phasenübergang zwischen einer 'kritischen' Phase und einer 'gepinnten', schwach verschränkten Phase zeigen. Jedoch kann die unausweichliche Kopplung an die Umwelt zu gemischten Zuständen führen. Wir untersuchen die Rolle dieses dritten Mechanismus der Dephasierung (bzw. unvollständiger Messungen) in Bezug auf diesen Phasenübergang. Dazu verwenden wir (i) numerische Methoden, basierend auf stochastischen Quantentrajektorien, (ii) eine effektive, bosonische ReplikaTheorie, gepaart mit einer Renormierungsanalyse und (iii) eine Störungsrechnung der fermionischen Dynamik. Für schwaches Dephasieren ist die kritische Phase und der messinduzierte Phasenübergang stabil. Hingegen induziert starkes Dephasieren eine neue, temperaturähnliche Skala, die erst durch das Zusammenspiel aller drei Mechanismen ermöglich wird. Trotz dieser neuen Skala bleibt skaleninvariantes Verhalten zum Beispiel für dichteabhängige Korrelationen erhalten. Zusammen mit der störungstechnischen Untersuchung deutet dieses Verhalten auf eine effektiv diffusive Dynamik auf der Diagonalen der Dichtematrix (in der Besetzungszahlbasis) hin.
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## 1 Introduction

The properties of a quantum mechanical system can be shaped by quite different means, ranging from equilibrium settings with thermal states and unitary evolution, to the coupling to a bath or frequent measurements, resulting in a non-unitary (even non-linear) evolution. The four pillars, which we are going to investigate are: (i) an equilibrium setting with $\boldsymbol{\rho} \sim \exp (-\beta \boldsymbol{H})$ for a static Hamiltonian $\boldsymbol{H}$ and inverse temperature $\beta$ (e.g., ground states), (ii) driven setups with a time-dependent Hamiltonian $\boldsymbol{H}(t)$, (iii) dephasing due to the coupling to an additional quantum system (a bath), and (iv) frequent local measurements to reveal information.

A notable feature of all these 'mechanisms' is that in extended systems, they can give rise to collective phenomena like phases, phase transitions and emerging universality [1-4]. The concept of universality refers to the idea that the qualitative behavior at large, macroscopic length (and time) scales only depends on fundamental information like the dimensionality and symmetries of the system. Different systems with the same symmetries and dimensionality can have the same qualitative behavior, whereas other details of the systems are irrelevant. The concept of phases or phase transitions refers to a qualitative change of the properties of the quantum state between the one and the other phase (see, e.g., Ref. [2] for quantum phase transitions). Both concepts are intimately connected: an example for the first scenario mentioned above is given by a Hamiltonian $\boldsymbol{H}=\boldsymbol{H}_{0}+\lambda \boldsymbol{H}_{1}$ (e.g, a quantum Ising model) in one spatial dimension. The Hamiltonian consists of two incompatible parts: $\left[\boldsymbol{H}_{0}, \boldsymbol{H}_{1}\right] \neq 0$ and hosts a symmetry $[\boldsymbol{G}, \boldsymbol{H}]=0$. For $\lambda \gg 1$ the ground state is approximately the ground state of $\boldsymbol{H}_{1}$, sharing the symmetry $\boldsymbol{G}|\mathrm{GS}\rangle \propto|\mathrm{GS}\rangle$. For $\lambda \ll 1$, the ground state $|\mathrm{GS}\rangle$ is approximately the ground state of $\boldsymbol{H}_{0}$ with a broken symmetry $\boldsymbol{G}|\mathrm{GS}\rangle \not \propto|\mathrm{GS}\rangle[2]$. Since these ground states do not share the same symmetry, they are qualitatively different. At $\lambda=\lambda_{c}$ the energy gap between the ground states and excited states closes and a continuous phase transition emerges. In its vicinity, $\left|\lambda-\lambda_{c}\right| \ll 1$, the interplay of both incompatible terms results in a universal and self similar behavior accompanied by a diverging correlation length.

Independent of the mechanisms, which play a part, the properties of an extended quantum system can be classified from different perspectives. On the one hand, states can be characterized in terms of correlations or order parameters in the system. They reveal typical length scales (e.g., the correlation length) or the presence of symmetry breaking. On the other hand, though connected to it,
states can be characterized by its entanglement properties. An example is the entanglement shared between different spatial regions of a system. Denoting these regions as $A$ and $B$ (the complement of $A$ ), the Hilbert space under consideration can be written as a tensor product $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. An entangled state cannot be written as a product state $|\psi\rangle \neq\left|\psi_{A}\right\rangle \otimes\left|\psi_{B}\right\rangle$. In this case, quantum information is scrambled over different parts of the system. The degree of entanglement can be quantified by, e.g., the von Neumann entanglement entropy $S_{\mathrm{vN}}(A)=-\operatorname{tr}\left(\boldsymbol{\rho}_{A} \log \left(\boldsymbol{\rho}_{A}\right)\right)$ of the reduced density matrix $\boldsymbol{\rho}_{A}=\operatorname{tr}_{B}(|\psi\rangle\langle\psi|)[5]$. Different thermodynamic phases can be indicated by different scalings with the subsystem size $[6,7]$.

Role of a drive: At criticality, the aforementioned ground state displays a 'log law' entanglement $S_{\mathrm{vN}}(A) \sim \log (|A|)$ with the size $|A|$ of the subsystem (in one dimension) $[8,9]$. In contrast, the ground states deep inside the phases display a weakly entangled area law: $S_{\mathrm{vN}}(A) \sim$ const.. An arising question is how such 'critical' states can be prepared. One possible approach is to prepare the ground state deep inside one of the phases and slowly drive the Hamiltonian towards the critical point: $\lambda(t) \rightarrow \lambda_{c}$. As long as the evolution is sufficiently slow, the pure state $|\psi(t)\rangle$ remains in the proximity of the ground state at time $t$ (adiabatic evolution). However, there is an arising dynamic competition between (i) the time scale on which the parameters are changed and (ii) the diverging correlation length (and time) of the ground state. Close to the transition, the drive inevitably becomes 'fast' compared to the diverging reaction time in the system. An adiabatic evolution is not possible anymore and $|\psi(t)\rangle$ gets excited [10]- a non-equilibrium situation. Even at the transition $\lambda(t)=\lambda_{c}$, the correlation length $\xi^{*}$ of $|\psi(t)\rangle$ stays finite, reflected in a finite density of excitations. Similarly, correlations are exponentially decaying on length scales $>\xi^{*}$ and the entanglement entropy is bounded: $S_{\mathrm{vN}}(A) \sim \log \left(\min \left(|A|, \xi^{*}\right)\right)$ [11, 12]. Coming back to the original question: for a fixed drive velocity $v$, we can (only) adiabatically prepare (ground) states with a correlation length $\xi \leq \xi^{*}(v)$. However, for a slow drive, the length scale $\xi^{*}(v)$ depends universally on the underlying equilibrium properties (Kibble-Zurek mechanism (KZM) [13-15]).

Role of a bath: The ground state and drive scenario considered above made use of pure states, their correlations and entanglement. The situation changes once the system is (inevitably) coupled to its surrounding environment (a bath - see Fig. 1.1). The interaction between the system and the bath often results in system-bath entanglement, where information spreads between system and bath [16]. This is reflected in a mixed state of the system, described by the reduced density matrix $\boldsymbol{\rho}_{S}=\operatorname{tr}_{B}\left(\left|\psi_{S B}\right\rangle\left\langle\psi_{S B}\right|\right)$. A competition between the system evolution and the system-bath coupling can arise again once the two Hamiltonians do not commute: $\left[\boldsymbol{H}_{S}, \boldsymbol{H}_{S B}\right] \neq 0$. However, even for commuting terms, effects like dephasing can occur, where the off-diagonal elements of $\boldsymbol{\rho}_{S}$ are strongly suppressed (e.g., in the particle number ba-


Figure 1.1: System (S, Hamiltonian $\boldsymbol{H}_{S}$ ) coupled to $a$ bath ( $B$, Hamiltonian $\boldsymbol{H}_{B}$ ) via the Hamiltonian $\boldsymbol{H}_{S B}$.
sis).
Role of measurements: The last dynamic ingredient are measurements. If local measurements are performed frequently on a system, they will influence the evolution of the system and can even compete with, e.g., the unitary evolution due to $\boldsymbol{H}_{S}$ (see, e.g., Refs. [6, 7, 17-20]). The 'direct' version of a measurement is a projective measurement of an operator $\boldsymbol{M}$ : the measurement outcome is an eigenvalue of $\boldsymbol{M}$ and the state is projected onto the corresponding eigenspace. However, this is an idealized scenario for an extended system. An alternative version (generalized measurements [5]) are again based on entanglement: the system is coupled to a small ancillary system (e.g., a qubit [21]), such that the desired system information gets entangled with the ancilla. By projectively measuring the ancilla, we extract infor-


Figure 1.2: System coupled to ancialls, which are measured projectively (resulting in a conditional evolution of the state $\left|\psi_{S}\right\rangle$ ). mation about the system (see Fig. 1.2). In both scenarios, local (in space) measurements reduce the entanglement between subparts of the system. If the measurements are performed frequently, they give rise to a stochastic and non-linear dynamic evolution [21-23], competing with mechanisms that build up entanglement. An example is the interplay with a unitary evolution due to $\boldsymbol{H}_{S}$ with $\left[\boldsymbol{H}_{S}, \boldsymbol{M}\right] \neq 0$.

All the above mentioned dynamic mechanisms play a part in the realm of quantum computation and simulations, in particular for noisy intermediate-scale quantum (NISQ) devices [24]. Ingredients of their operation are: (i) state preparation, (ii) state manipulation (e.g., via unitary transformations) and (iii) (readout) measurements. In case of digital quantum computers, the existing devices are of intermediate scale with a number of qubits ${ }^{1}$ at the order of $L \sim \mathcal{O}\left(10^{2}\right)$ [25]. Their potential is rooted in, e.g., making use of controlled interference and entanglement in well-controlled quantum systems. In theory, these ingredients can lead to a computational speedup for problems that are believed to be hard to solve classically [24]. An example is the simulation of complex quantum systems itself. However, the existing devices are prone to errors - the systems are noisy. As an example, the inevitable coupling to an environment can induce decoherence in the system, based on the entanglement of system qubits with the environment. Decoherence, e.g., in the form of dephasing, leads to a suppression of the off-diagonal elements in the density matrix $\boldsymbol{\rho}_{S}$ (in the computational basis), with rates that can even scale with $L$ [27]. However, the desired interference and entanglement in the system rely on the off-diagonal elements of $\boldsymbol{\rho}_{S}$. Therefore, error correction might be necessary ${ }^{2}$, which can be based on entanglement and measurements. One possibility is to decode 'logical' qubits in a redundant fashion (e.g., using a repetition code [29]) in multiple entangled physical qubits. The decoherence of single physical qubits can then be corrected by (i) identifying the error by 'stabilizer' measurements and (ii) afterwards un-

[^0]doing the error. Therefore, measurements play a two-fold role in those systems: on the one hand, they can be harmful if we think of the environment as performing undesired measurements on the system. On the other hand, they can be used to protect/recover quantum information. The competition of a finite error rate and stabilizer measurements can lead to a measurement-induced phase transition, separating (i) a regime, where error correction is possible (the logical qubit can be decoded) and (ii) a regime where error correction is not possible anymore $[30-32]^{3}$.

Closely related to quantum computers are quantum simulators (and annealing devices). In the analogue form of quantum simulators [26, 35], quantum models are analyzed by engineering the desired Hamiltonian $\boldsymbol{H}(t)$ in a well-controlled quantum experiment like Rydberg atoms [26]. As an example, critical properties of quantum phase transitions can be accessed dynamically by making use of the Kibble-Zurek scaling [36]. A related platform are quantum annealers (see, e.g., Ref. [37]), where a time dependent Hamiltonian $\boldsymbol{H}(t)$ is used to prepare a desired ground state (e.g., the solution to an optimization problem) (see, e.g., Refs. [38, 39]). Here, a relevant question is how the drive speed and drive protocol affect the final state. From the NISQ perspective, the KZM, in combination with exactly solvable (spin) models, provides a testbed to probe adiabaticity as well as decoherence and other sources of errors in the hardware [40].

In the following chapters, we investigate the interplay of different mechanisms: (i) critical ground state physics with slow drives and (ii) unitary evolution with measurements and dephasing.
(i) Generalized slow drives: In Chap. 3, we analyze the interplay of generalized slow drives with a quantum phase transition in the transverse XY model ( $\mathbb{Z}_{2}$ symmetry in one dimension) and its corresponding fermionic version. We demonstrate that even equilibrium irrelevant couplings, once they are driven, can give rise to a universal scaling behavior of $\xi^{*}$, complementing the RG predictions made in Ref. [41]. Therefore, the KZM is enriched by another competing scale. The observable scaling is determined by the smallest of up to three scales: (i) a drive scale associated with a relevant coupling, (ii) a drive scale associated with an irrelevant coupling and (iii) a (finite) equilibrium correlation length.

- This part is based on the publication: B. Ladewig, S. Mathey, and S. Diehl: "Kibble-Zurek mechanism from different angles: The transverse XY model and subleading scalings" Phys. Rev. B 102, 104306 (2020).
(ii) Measurements and dephasing: In Chap. 4 we investigate the interplay of a fermionic hopping Hamiltonian ( $U(1)$ symmetry in one dimension) with measurements of the local particle number and dephasing. In the absence of dephasing, the model hosts an extended critical phase for weak measurements [18, 19], reminiscent of the ground state at the critical point discussed before. Such a critical behavior can be fragile against the introduction of new scales stemming, e.g., from drives (as we have seen before). We expend the stability analysis

[^1]including a dephasing bath. Besides being stable against weak dephasing, the interplay of strong dephasing and weak measurements indicates a new phase with scale invariant features, but strongly suppressed off-diagonal elements in the density matrix (in the measurement eigenbasis).

- This part is based on the publication: B. Ladewig, S. Diehl, and M. Buchhold: "Monitored open fermion dynamics: Exploring the interplay of measurement, decoherence, and free Hamiltonian evolution" Phys. Rev. Research 4, 033001 (2022).


#### Abstract

About the structure of the thesis: The thesis was written with the intend to be self-consistent (assuming only the knowledge of second quantization), therefore many details are provided throughout the text. Those details appear (i) in boxes in the main text (to indicate that they can be skipped if necessary) and (ii) in an extended appendix, where, e.g., fermionic Gaussian states are discussed in detail. The thesis has three main chapters apart from the introduction: In Chap. 2, minimal models for the aforementioned scenarios are introduced, ranging from linear drives and dephasing for single qubits to the renormalization group discussion of the transverse XY model. In Chap. 3 the generalized KZM is discussed and in Chap. 4 the interplay of measurements, dephasing and unitary evolution is analyzed.


## Notation:

- Operators will be denoted with bold symbols, like a Hamiltonian $\boldsymbol{H}$ and creation/annihilation operators $\boldsymbol{c}^{\dagger}, \boldsymbol{c}$.
- Dimensionless quantities will be denoted by a hat (or a bar).


## Box 1: Repetition code

Quantum error correction: In a quantum computing setup, the coupling to an environment and imperfections in applying quantum gates can lead to local errors in qubits (e.g., bit flips, described by the Pauli operator $\boldsymbol{\sigma}_{j}^{x}$ ). To circumvent this issue, a logical qubit can be encoded in a redundant fashion in many physical qubits. An example is the repetition code [32]:

```
logical bit: }\mp@subsup{a}{0}{}|0\rangle+\mp@subsup{a}{1}{}|1
    \downarrow
physical encoding: }\mp@subsup{a}{0}{}|00\ldots0\rangle+\mp@subsup{a}{1}{}|11\ldots1\rangle\mathrm{ .
```

Errors in the physical model, like bit flips $\boldsymbol{\sigma}_{j}^{x}$, distort the state, but can be detected by performing a set of stabilizer measurements $\left\{\boldsymbol{\sigma}_{j}^{z} \boldsymbol{\sigma}_{j+1}^{z}\right\}$.

## 2 Minimal Models - From single Qubits to the Ising Model

The main questions we are addressing in the following can be divided into a few categories: (i) ground state problems for time independent Hamiltonians; (ii) time evolved states $|\psi(t)\rangle$ of time dependent Hamiltonians $\boldsymbol{H}(t)$ starting from a ground state; (iii) global properties (like entanglement) of time evolved states for fixed Hamiltonians starting [from (a superposition of) highly excited states], and (iv) stationary states for non-unitary evolutions $\boldsymbol{\rho}(t \rightarrow \infty)=\boldsymbol{\rho}_{\text {stationary }}$.

The discussion in Sec. 2.2 contains parts which are adapted (and partly extended) from the publication [42].

### 2.1 Minimal Models (1): Single Qubits

All models we will discuss in the next chapters are based, in one form or another, on single qubits as their 'atomic' unit. Despite the simplicity of two level systems, many ingredients for the effects we study in the many body context are already rooted in this reduction. In the following, we consider: (i) a two level system in the presence of a time dependent Hamiltonian (which already renders the solution of the model quite intricatly (and not exactly solvable in many cases)) and (ii) the effect of a bath (an ancillary system) onto the qubit, which will lead to dephasing.

### 2.1.1 Time dependent Hamiltonian: Landau-Zener Model - An Exercise in Scales

The category we consider first are time-dependent Hamiltonians $\boldsymbol{H}(t)$. The question we address (belonging to the category (ii)) in the following is: Does a state, initially prepared in the ground state of $\boldsymbol{H}(t=0)$, stay close to the ground state of $\boldsymbol{H}(t)$ ? Here, $\boldsymbol{H}(t)$ corresponds to slowly changing one of the systems parameter in time. The quantitative version of the question is how strongly the system gets excited during the drive.

The minimal version of this scenario is a driven two level system, which is not just an elementary version but also experimentally relevant, for example in
trapped ion experiments [43, 44]. We consider the time dependent Hamiltonian $\boldsymbol{H}(t)=b \boldsymbol{\sigma}_{x}+v t \boldsymbol{\sigma}_{z}$, written in terms of the Pauli operators ${ }^{1}$ and the drive velocity $v$. The eigenenergies of $\boldsymbol{H}(t)$ are shown in Fig. 2.1): due to the the presence of $\boldsymbol{\sigma}_{x}$, an avoided level crossing occurs. The state is parametrized as $|\psi(t)\rangle=(U(t), V(t))^{T}$ with its time evolution given by

$$
i \partial_{t}\binom{U(t)}{V(t)}=\left(\begin{array}{cc}
v t & b  \tag{2.1}\\
b & -v t
\end{array}\right)\binom{U(t)}{V(t)} .
$$

The evolution starts at $t_{i}=-\infty$ in the ground state: $|U(-\infty)|=1$ and $V(-\infty)=0$. The evolution equation (2.1) can be parametrized in terms of a single dimensionless effective parameter $\hat{v}_{\text {eff }}:=v / b^{2}$ and rescaled time $\bar{t}=b t$ :

$$
i \partial_{\bar{t}}\binom{U}{V}=\left(\begin{array}{cc}
\hat{v}_{\mathrm{eff}} \cdot \bar{t} & 1  \tag{2.2}\\
1 & -\hat{v}_{\mathrm{eff}} \cdot \bar{t}
\end{array}\right)\binom{U}{V} .
$$

The evolution is adiabatic, if the state remains in the instantaneous ground state $|\mathrm{GS}(t)\rangle$ of $\boldsymbol{H}(t)$ during the drive (corresponding to lower orange line in Fig. 2.1). The probability of $\left|\psi\left(t_{f}\right)\right\rangle$ to be in the excited state for $t_{f}=\infty$ is $|U(\infty)|^{2}$ (corresponding to the upper branch in Fig. 2.1 with the ex-


Figure 2.1: Energy levels of the 'unperturbed' dimensionless model (dashed, only $\boldsymbol{\sigma}_{z}$ ) and the full model (orange) in the driven two-level system, (2.2). The energy difference between the ground $|G S(\bar{t})\rangle$ and excited state $|E(\bar{t})\rangle$ is given by the (instantaneous) energy gap $\hat{\Delta}(\bar{t})$. cited state given by $|\mathrm{E}(\infty)\rangle=(1,0))$. Calculating the final state $\left|\psi\left(t_{f}\right)\right\rangle$ is already a challenging task since the Hamiltonians at different times do not commute $\left[H\left(t_{1}\right), H\left(t_{2}\right)\right] \neq 0$. Nevertheless, for such a linear drive an exact asymptotic solution is known ${ }^{2}$ [46-48]:

$$
\begin{equation*}
\text { Landau-Zener: } p\left(t_{f}\right):=\left|\left\langle E\left(t_{f}\right) \mid \psi\left(t_{f}\right)\right\rangle\right|^{2}=|U(\infty)|^{2}=\exp \left(-\pi \hat{v}_{\text {eff }}^{-1}\right) \tag{2.3}
\end{equation*}
$$

According to (2.3), a slow drive with $\hat{v}_{\text {eff }} \ll 1$ results in a strongly suppressed excitation probability - the evolution is adiabatic. For a fast drive, $\hat{v}_{\text {eff }} \gg 1$, adiabaticity is broken and the excitation probability is close to 1 . To get a more physical understanding, we identify/approximate the time range where adiabaticity is broken (in the vicinity of the avoided level crossing). We divide the dynamics into three regimes: adiabatic-impulse-adiabatic (AIA approximation $[45,49]$ ). The excitation probability builds up in the 'impulse' regime, see Fig. 2.2(b). To extract the time of adiabaticity breaking, we identify the competing time scales. The first one, $\xi_{\tau}(t)$, is set by the (instantaneous) energy gap $\Delta(t)$, giving rise to a characteristic time scale $\xi_{\tau}=\frac{1}{\Delta}$ :

$$
\begin{equation*}
\Delta(t)=2 \sqrt{(v t)^{2}+b^{2}}=2 b \sqrt{\left(\hat{v}_{\mathrm{eff}} \cdot \bar{t}\right)^{2}+1} \quad \Rightarrow \quad \xi_{\tau}=\frac{1}{\Delta} . \tag{2.4}
\end{equation*}
$$

[^2]The second one corresponds to the time scale on which the 'coupling' $g(t)=v t$ changes. This scale is given by $g(t) / \dot{g}(t)=t$ (see also Ref. [10]) and corresponds to the time needed to reach the anti-crossing center. For an adiabatic evolution, this time $t$ is larger than $\xi_{\tau}(t)$. Once both time scales become comparable at $t^{*} \approx \xi_{\tau}\left(t^{*}\right)$, adiabaticity is assumed to be broken:

$$
\begin{equation*}
\frac{1}{2 \Delta\left(t^{*}\right)}=\alpha_{1} t^{*} \tag{2.5}
\end{equation*}
$$

with a constant $\alpha_{1}{ }^{3}$. Starting at $t_{i}=-\infty$, the state up to time $-t^{*}$ is well described by the instantaneous ground state $|\psi(t)\rangle \approx|0(t)\rangle$. Afterwards, in the range of adiabaticity breaking $\left[-t^{*}, t^{*}\right]$ the state is essentially frozen: $\left|\psi\left(t^{*}\right)\right\rangle \approx\left|\psi\left(-t^{*}\right)\right\rangle$ (also referred to as 'impulse regime'). For $t>t^{*}$, the evolution is again adiabatic, although $|\psi(t)\rangle$ is an excited state. Since the dynamics is adiabatic for $t>t^{*}$, the probability to be in the excited state will not change: $\left|\left\langle E\left(t_{f}\right) \mid \psi\left(t_{f}\right)\right\rangle\right|^{2} \approx\left|\left\langle E\left(t^{*}\right) \mid \psi\left(t^{*}\right)\right\rangle\right|^{2}$. Therefore, once $t_{f}>t^{*}$, the overall excitation probability for the drive is estimated to be [49]:

$$
\text { AIA approximation: } \quad \begin{aligned}
p & =\left|\left\langle E\left(t_{f}\right) \mid \psi\left(t_{f}\right)\right\rangle\right|^{2} \approx\left|\left\langle E\left(t^{*}\right) \mid \psi\left(t^{*}\right)\right\rangle\right|^{2} \\
& \approx\left|\left\langle E\left(t^{*}\right) \mid \psi\left(-t^{*}\right)\right\rangle\right|^{2} \approx\left|\left\langle E\left(t^{*}\right) \mid \operatorname{GS}\left(-t^{*}\right)\right\rangle\right|^{2}
\end{aligned}
$$

The advantage of this expression is that its final form only requires the knowledge of (i) the eigenstates of $\boldsymbol{H}(t)$ and (ii) the adiabaticity breaking time $t^{*}$. Looking back at the argumentation, we did specify the order of the drive, which means that this approximation can also be used for different drive protocols. An example of and a comparison to the exact result is shown in Fig. 2.2: the approximation works particularly well for fast drives.


Figure 2.2: (a) Evolution of $|U(t)|^{2}$, which corresponds asymptotically $(t \rightarrow$ $\infty)$ to the excitation probability and reaches the Landau-Zener result. (b) Time resolved excitation probability $p(t)$, starting from the ground state at some $t_{i} \ll 0$ (here: $v / b^{2}=\hat{v}_{\text {eff }}=8$-fast drive). The area between the dashed lines marks the impulse regime. (c) Comparison of the AIA approximation, exact asymptotic results and numerical simulations (starting from the same Hamiltonian with $\left.v t_{i} / b=-200\right)$ for $p\left(t_{f}\right)$. The approximation becomes very good for $\hat{v}_{\text {eff }} \gg 1$.

In summary, we can adiabatically prepare the ground state of $\boldsymbol{H}(t)$, starting from the ground state of $\boldsymbol{H}\left(t_{i}\right)$. However, this requires a sufficiently slow drive ( $\hat{v}_{\text {eff }} \ll 1$ ), related to the energy gap in the system. It is this requirement that will be violated close to a quantum phase transition.

[^3]
### 2.1.2 Coupled Systems: Dephasing of a Qubit coupled to a Bath

The second dynamical scenario we consider is dephasing in a system due to the coupling to an additional system (bath). As a system, we consider again a qubit with Hilbert space $\mathcal{H}_{S}$ spanned by $\{|0\rangle,|1\rangle\}$. The qubit is coupled to a bosonic bath, described in terms of creation/annihilation operators ${ }^{4} \boldsymbol{b}_{k}^{\dagger} / \boldsymbol{b}_{k}$ for $L$ modes, labelled by $k$ (following Refs. [16, 27, 50]):

$$
\begin{equation*}
\boldsymbol{H}=\underbrace{\frac{\omega}{2} \boldsymbol{\sigma}_{z}+\sum_{k} \epsilon_{k} \boldsymbol{b}_{k}^{\dagger} \boldsymbol{b}_{k}}_{=\boldsymbol{H}_{0}}+\underbrace{\boldsymbol{\sigma}_{z} \sum_{k}\left(g_{k} \boldsymbol{b}_{k}^{\dagger}+g_{k}^{*} \boldsymbol{b}_{k}\right)}_{=\boldsymbol{H}_{\mathrm{int}}}, \quad\left[\boldsymbol{H}_{0}, \boldsymbol{H}_{\mathrm{int}}\right]=0 . \tag{2.6}
\end{equation*}
$$

The summation over $k$ can, e.g., correspond to the summation over quasi momenta of phonons. Qualitatively, we expect the time evolution $\boldsymbol{U}(t)$ to entangle the system degrees of freedom and the bath degrees of freedom: an initial product state will evolve into $\left|\psi_{S B}\right\rangle \neq\left|\phi_{S}\right\rangle \otimes\left|\chi_{B}\right\rangle$. Therefore, the reduced density matrix of the system:

$$
\begin{equation*}
\boldsymbol{\rho}_{S}(t):=\operatorname{tr}_{B}\left[\boldsymbol{U}(t) \boldsymbol{\rho}_{S} \otimes \boldsymbol{\rho}_{B} \boldsymbol{U}^{\dagger}(t)\right], \tag{2.7}
\end{equation*}
$$

will become mixed. In the following, we derive an expression for $\boldsymbol{\rho}_{S}(t)$ and afterwards specify the energies $\epsilon_{k}$ 's and coupling strengths $g_{k}$. The time evolution of this model can be solved exactly by going to the interaction picture $\tilde{\boldsymbol{\rho}}(t)=e^{i \boldsymbol{H}_{0} t} \boldsymbol{\rho}(t) e^{-i \boldsymbol{H}_{0} t}[50]:$

$$
\begin{equation*}
\tilde{\boldsymbol{H}}(t)=e^{i \boldsymbol{H}_{0} t} \boldsymbol{H}_{\mathrm{int}} e^{-i \boldsymbol{H}_{0} t}=\boldsymbol{\sigma}_{z} \sum_{k}\left(g_{k} e^{i \epsilon_{k} t} \boldsymbol{b}_{k}^{\dagger}+\text { h.c. }\right) . \tag{2.8}
\end{equation*}
$$

In this new frame, the Hamiltonian $\tilde{\boldsymbol{H}}(t)$ is still time dependent, but its commutator $\left[\tilde{\boldsymbol{H}}\left(t_{2}\right), \tilde{\boldsymbol{H}}\left(t_{1}\right)\right]$ is merely a time-dependent scalar. The time evolution operator is [50]:

$$
\begin{align*}
\tilde{\boldsymbol{U}}(t) & =\underbrace{e^{\frac{1}{2} \int^{t} d t_{1} \int^{t_{1}} d t_{2}\left[\tilde{\boldsymbol{H}}\left(t_{2}\right), \tilde{\boldsymbol{H}}\left(t_{1}\right)\right]}}_{\text {phase factor } \phi(t)} \cdot e^{-i \int_{0}^{t} d t^{\prime} \tilde{\boldsymbol{H}}_{\text {int }}\left(t^{\prime}\right)}  \tag{2.9}\\
& =e^{-i \varphi(t)} e^{\boldsymbol{\sigma}_{z} \sum_{k}\left(\frac{\alpha_{k}(t)}{2} \boldsymbol{b}_{k}^{\dagger}-\frac{\alpha_{k}^{*}(t)}{2} \boldsymbol{b}_{k}\right)}, \quad \alpha_{k}(t):=2 g_{k} \frac{1-e^{i \epsilon_{k} t}}{\epsilon_{k}} . \tag{2.10}
\end{align*}
$$

This evolution will entangle an initial product state of the form (with $\left|a_{0}\right|^{2}+$ $\left|a_{1}\right|^{2}=1$ ) [27]:

$$
\left(a_{0}|0\rangle+a_{1}|1\rangle\right) \otimes\left(\prod_{k}\left|0_{k}\right\rangle\right) \rightarrow \underbrace{\prod_{k}\left(a_{0}|0\rangle \otimes\left|\alpha_{k} / 2\right\rangle+a_{1}|1\rangle \otimes\left|-\alpha_{k} / 2\right\rangle\right)}_{\neq\left|\phi_{S}\right\rangle \otimes\left|\chi_{B}\right\rangle}
$$

The states $\left|\alpha_{k} / 2\right\rangle$ are bosonic coherent states (see info box below), created by the displacement operator $\boldsymbol{D}_{k}\left(\alpha_{k} / 2\right)$ acting on the vacuum:

$$
\begin{aligned}
& \boldsymbol{b}_{k}\left|\alpha_{k} / 2\right\rangle=\alpha_{k} / 2\left|\alpha_{k} / 2\right\rangle \\
& \boldsymbol{D}_{k}(z):=\exp \left(z \boldsymbol{b}_{k}^{\dagger}-z^{*}(t) \boldsymbol{b}_{k}\right), \quad\left|\alpha_{k} / 2\right\rangle=\boldsymbol{D}_{k}\left(\alpha_{k} / 2\right)\left|0_{k}\right\rangle .
\end{aligned}
$$

[^4]Calculating the reduced density matrix $\tilde{\boldsymbol{\rho}}_{S}(t)$ according to (2.7), we observe that the diagonal elements are not affected by the dynamics ${ }^{5}$. The off-diagonal elements are of the form:

$$
\begin{equation*}
\langle 0| \tilde{\boldsymbol{\rho}}_{S}(t)|1\rangle=\langle 0| \tilde{\boldsymbol{\rho}}_{S}(0)|1\rangle \cdot \operatorname{tr}_{B}\left[\prod_{k} \boldsymbol{D}_{k}\left(\alpha_{k}(t)\right) \boldsymbol{\rho}_{B}\right] . \tag{2.11}
\end{equation*}
$$

So far, the analysis is exact, but will depend on the initial state and the not yet specified coefficients (entering $\alpha_{k}(t)$ ). To be definite, we consider a thermal (Gaussian) state of the bath: $\boldsymbol{\rho}_{B} \sim \exp \left(-\beta \sum_{k} \epsilon_{k} \boldsymbol{b}_{k}^{\dagger} \boldsymbol{b}_{k}\right)$. The expression in (2.11) can be evaluated by inserting a completeness relation in terms of coherent states (see info box), which gives rise to [50]:

$$
\begin{equation*}
\operatorname{tr}_{B}\left[\prod_{k} \boldsymbol{D}_{k}\left(\alpha_{k}(t)\right) \boldsymbol{\rho}_{B}\right]=\exp \left(-\sum_{k} \frac{\left|\alpha_{k}\right|^{2}}{2} \operatorname{coth}\left(\frac{\epsilon_{k}}{2 k_{B} T}\right)\right) . \tag{2.12}
\end{equation*}
$$

To infer the implication of (2.12) onto the off-diagonal elements, we have to specify the model. First of all, we work in the thermodynamic limit (thinking of, e.g., an infinite lattice $L \rightarrow \infty$ ), such that the energies $\epsilon_{k}$ become dense. Therefore, we rewrite the summation of functions $f\left(\epsilon_{k}\right)$ over $k$ in terms of an integral (including some phenomenological cutoff $\epsilon_{c}$ ):

$$
\begin{equation*}
\text { thermodynamic limit: } \quad \sum_{k} f\left(\epsilon_{k}\right) \stackrel{L \rightarrow \infty}{\approx} \int_{0}^{\epsilon_{c}} d \epsilon \mu(\epsilon) f(\epsilon) \tag{2.13}
\end{equation*}
$$

with the mode density $\mu(\epsilon)$. The bath contribution then reads:
$\operatorname{tr}_{B}\left[\prod_{k} \boldsymbol{D}_{k}\left(\alpha_{k}(t)\right) \boldsymbol{\rho}_{B}\right] \approx \exp (-\int_{0}^{\epsilon_{c}} d \epsilon \underbrace{\mu(\epsilon) 4|g(\epsilon)|^{2}}_{=: J(\epsilon)} \frac{1-\cos (\epsilon t)}{\epsilon^{2}} \operatorname{coth}\left(\frac{\epsilon}{2 k_{B} T}\right))$,
where $J(\epsilon)$ denotes the spectral density of the bosonic bath [50]. Here, we assume an ohmic version $J(\epsilon)=c \epsilon$ with $c>0$. The only scales are set by (i) the inverse temperature $1 /\left(k_{B} T\right)$ and (ii) the cutoff $\epsilon_{c}$. Dimensionless variables can therefore be defined as $\bar{\epsilon}=\epsilon /\left(k_{B} T\right)$ and $\bar{t}=k_{B} T t$. In the limit $\epsilon_{c} /\left(k_{B} T\right) \gg 1$, the bath contribution can be calculated exactly ${ }^{6}$. For long times $\bar{t} \gg 1$, the off-diagonal elements decay exponentially [16, 50]:

$$
\text { dephasing: }\langle 0| \tilde{\boldsymbol{\rho}}_{S}(t)|1\rangle=\langle 0| \tilde{\boldsymbol{\rho}}_{S}(0)|1\rangle e^{-\Gamma(t)} \quad \text { with: } \quad \Gamma(t) \sim c k_{B} T \cdot t
$$

Therefore, the off-diagonal elements are suppressed and the state becomes more mixed: $\operatorname{tr}\left[\boldsymbol{\rho}_{S}^{2}\right]<1$. The suppression of the off-diagonal elements $\rho_{i \neq j}$ in the density matrix $\rho_{S}=\sum_{i, j} \rho_{i j}|i\rangle\langle j|$ leads to the loss of, e.g., interferences in the system. For extended systems, also the entanglement in the system etc. will be suppressed (which also depends on $\rho_{i \neq j}$ ). We consider an extended

[^5]fermionic system ${ }^{7}$ in Sec. 4.3. Here, the interplay of non-commuting system and bath operators results in the featureless 'infinite temperature' state $\boldsymbol{\rho}_{S} \sim \mathbb{1}$ for long times. Information that are encoded in, e.g., (quantum) 'coherences' like $\left|\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle\right|^{2}$ will vanish for $i \neq j$ for those heated states.

Remark: The fermionic model consists of a finite chain and a fixed number of fermions, where each lattice site is subject to dephasing. The dephasing might stem from, e.g., contributions of the drive laser used to create an optical lattice [51]. Alternatively, it might result from a phonon bath at high temperatures (see also Ref. [4]).

## Box 2: Coherent states \& Co.

Coherent states are eigenstates of bosonic (or fermionic) annihilation operators:

$$
\begin{aligned}
& \boldsymbol{b}_{k}\left|\alpha_{k}\right\rangle=\alpha_{k}\left|\alpha_{k}\right\rangle, \quad \alpha_{k} \in \mathbb{C}, \quad\left|\alpha_{k}\right\rangle=e^{-\frac{1}{2}\left|\alpha_{k}\right|^{2}} \sum_{n=0}^{\infty} \frac{\alpha_{k}^{n}}{\sqrt{n!}}\left|n_{k}\right\rangle \\
& \left|\alpha_{k}\right\rangle=\exp \left(\alpha_{k} \boldsymbol{b}_{k}^{\dagger}-\alpha_{k}^{*} \boldsymbol{b}_{k}\right)\left|0_{k}\right\rangle=\exp \left(\alpha_{k} \boldsymbol{b}_{k}^{\dagger}\right) \exp \left(-\alpha_{k}^{*} \boldsymbol{b}_{k}\right) \exp \left(-\frac{1}{2}\left|\alpha_{k}\right|^{2}\right)|0\rangle
\end{aligned}
$$

where $\left|n_{k}\right\rangle$ is a number eigenstate with $n_{k}$ bosons. Different coherent states have a non-vanishing overlap, but nonetheless provide a completeness relation ${ }^{a}$ (see also Ref. [52]):

$$
\langle\alpha \mid \phi\rangle=\exp \left(-\frac{1}{2}\left(|\alpha|^{2}+|\phi|^{2}\right)+\alpha^{*} \phi\right), \quad \mathbb{1}=\frac{1}{\pi} \int d^{2} \phi|\phi\rangle\langle\phi| .
$$

The expression (2.12) in the main text can be evaluated as follows for $\boldsymbol{\rho}_{B} \propto \sum_{\left\{n_{k}\right\}} \exp \left(-\beta \sum_{k} \epsilon_{k} n_{k}\right)\left|\left\{n_{k}\right\}\right\rangle\left\langle\left\{n_{k}\right\}\right|$, where $\left|\left\{n_{k}\right\}\right\rangle$ are the Fock states with $n_{k}$ bosons in mode $k$. Focusing on a single mode $k$, we insert the completeness relation to convert creation/annihilation operators into numbers:

$$
\begin{aligned}
& \sum_{n_{k}=0}^{\infty}\left\langle n_{k}\right| \boldsymbol{D}\left(\alpha_{k}\right) \exp \left(-\beta \epsilon_{k} n_{k}\right)\left|n_{k}\right\rangle \\
& =\sum_{n_{k}}\left\langle n_{k}\right| \exp \left(-\alpha_{k}^{*} \boldsymbol{b}_{k}\right) \mathbb{1} \exp \left(\alpha_{k} \boldsymbol{b}_{k}^{\dagger}\right) \exp \left(+\frac{\left|\alpha_{k}\right|^{2}}{2}\right) \exp \left(-\beta \epsilon_{k} n_{k}\right)\left|n_{k}\right\rangle \\
& =\frac{1}{\pi} \int d^{2} \phi \underbrace{\sum_{n_{k}}\left|\left\langle n_{k} \mid \phi\right\rangle\right|^{2} \exp \left(-\beta \epsilon_{k} n_{k}\right)}_{\exp \left(-\left(1-\exp \left(-\beta \epsilon_{k}\right)\right)|\phi|^{2}\right)} \exp \left(\alpha_{k} \phi^{*}\right) \exp \left(-\alpha_{k}^{*} \phi\right) \exp \left(+\frac{\left|\alpha_{k}\right|^{2}}{2}\right)
\end{aligned}
$$

The remaining integral is a complex Gaussian integral and evaluates to the result (2.12) in the main text. This idea of converting creation/annihilation operators into numbers (or fields) will be a recurrent theme in the following sections.
continued on next page
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[^7]
### 2.2 Minimal Models (2): Quantum Ising Chain

The third class of models we consider are ground states in extended many body quantum systems ( $L$ lattice sites and lattice spacing $a$ ). Different phases can be distinguished by, e.g, the symmetry of the ground state. Importantly, the ground state of a Hamiltonian $\boldsymbol{H}$ does not need to have the same symmetries as $\boldsymbol{H}$ itself, a scenario referred to as (spontaneous) symmetry breaking [2].

A paradigmatic and exactly solvable model to study those transitions are quantum Ising and XY models, consisting of a chain of interacting spin- $\frac{1}{2}$ particles (or qubits). The competing terms are ferromagnetic nearest-neighbor interactions and a (non-commuting) transverse magnetic field ${ }^{8}$ :

$$
\begin{equation*}
\boldsymbol{H}=-g \sum_{l=1}^{L} \boldsymbol{\sigma}_{l}^{z}-J_{x} \sum_{l=1}^{L} \boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}-J_{y} \sum_{l=1}^{L} \boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+1}^{y} \tag{2.14}
\end{equation*}
$$

The chain consists of $L$ sites with periodic boundary conditions ( $\boldsymbol{\sigma}_{L+1}=\boldsymbol{\sigma}_{1}$ ) and it has a $\mathbb{Z}_{2}$-symmetry, encoded in

$$
\begin{equation*}
\left[\boldsymbol{H}, \prod_{l} \boldsymbol{\sigma}_{l}^{z}\right]=0 \tag{2.15}
\end{equation*}
$$

For ferromagnetic spin-spin couplings, we have $J_{x}, J_{y}>0$. The special case $J_{y}=0$ corresponds to the transverse Ising model. For simplicity, we stick with $J_{y}=0$ for the moment. The competition is encoded in the incompatibility of the transverse field $g \sum \boldsymbol{\sigma}_{l}^{z}$ and the interaction term $J_{x} \sum \boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}$. The ground state of the first term would take the form $|\uparrow \uparrow \ldots\rangle$ (paramagnetic phase), whereas the ferromagnetic coupling favors $|\rightarrow \rightarrow \ldots\rangle$ or $|\leftarrow \leftarrow \ldots\rangle$ (ferromagnetic phase). The latter are not invariant under the symmetry operation and therefore correspond to the symmetry broken or ordered phase. The competition is encoded in the dimensionless ratio $g / J$ and a phase transition takes place at $g / J=1$, indicated by a vanishing energy gap.

Deep inside the phases $(g / J \gg 1$ or $g / J \ll 1)$, the ground states are nearly product states with correlations bounded to nearby spins (in the following we rescale $g \rightarrow g / J)$. This property is quantified by a dimensionless correlation length of order one: $\xi / a \sim \mathcal{O}(1)$. It is the relevant scale for (connected) correlation functions [53] ( $a, b \in\{x, y, z\})$ :

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{0}^{a} \boldsymbol{\sigma}_{l}^{b}\right\rangle-\left\langle\boldsymbol{\sigma}_{0}^{a}\right\rangle\left\langle\boldsymbol{\sigma}_{l}^{b}\right\rangle \sim \exp (-l / \xi) . \tag{2.16}
\end{equation*}
$$

[^8]A very different behavior emerges at the critical point $g=g_{c}$, where the energy gap $\Delta$ in the spectrum vanishes. At this point, the correlation length diverges and, instead of exponentially decaying correlations, an algebraic behavior emerges [53]:

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{0}^{a} \boldsymbol{\sigma}_{l}^{b}\right\rangle-\left\langle\boldsymbol{\sigma}_{0}^{a}\right\rangle\left\langle\boldsymbol{\sigma}_{l}^{b}\right\rangle \sim l^{-\alpha} . \tag{2.17}
\end{equation*}
$$

The exponents $\alpha$ reveal universal information about the transition and the model. In the vicinity of the transition, many quantities, like the correlation length or the inverse gap, scale algebraically with the distance to the critical point. The corresponding 'critical' exponents are defined as [2]

$$
\begin{array}{ll}
\text { energy gap: } & \Delta \sim\left|g-g_{c}\right|^{z \nu}, \\
\text { correlation length: } & \xi^{-1} \sim\left|g-g_{c}\right|^{\nu},  \tag{2.18}\\
& \Delta \sim \xi^{-z}
\end{array}
$$

Besides correlations, a (pure) quantum mechanical states $|\psi\rangle$ can also be classified according to the entanglement between a subregion $A$ of the lattice and the rest of the system $B$. The amount of entanglement can be quantified by the von Neumann entanglement entropy $S_{\mathrm{vN}}$ of the reduced density matrix of the subregion:

$$
\begin{equation*}
S_{\mathrm{vN}}(A)=-\operatorname{tr}_{A}\left[\boldsymbol{\rho}_{A} \log \left(\boldsymbol{\rho}_{A}\right)\right], \quad \boldsymbol{\rho}_{A}=\operatorname{tr}_{B}[|\psi\rangle\langle\psi|] . \tag{2.19}
\end{equation*}
$$

Considering first the limiting case $J \rightarrow 0$, the ground state is close to a product state. Therefore, we expect that the entanglement between a bipartite system should be (vanishingly) small. Similarly, for $g \rightarrow 0$, the ground state is again a product state, though there is one difference: the ground state is twofold degenerate, corresponding to an entanglement entropy of $\log (2)$ [9]. In both cases, increasing the subsystem size $|A|$ will not lead to an increase in the entanglement: $S_{\mathrm{vN}}(A) \sim|A|^{0}$ (area law), see Fig. 2.3(b). Quite in contrast, close to the critical point, large parts of the system become correlated and the entanglement becomes $A$-dependent. To be precise, $S_{\mathrm{vN}}(A)$ grows logarithmically as a function of the subsystem size [8]: $S_{\mathrm{vN}}(A) \sim \log (|A|)$ (log law), see Fig. 2.3(c).

Outlook towards a field theory: This critical behavior is a hallmark of a conformal field theory (CFT), where the scaling of the entanglement of a subregion of size $|A|$ is known $[9,54]$ :

$$
\begin{align*}
& \text { finite system: } \quad S_{\mathrm{vN}}(A) \approx \frac{c+\bar{c}}{6} \log _{2}\left(\frac{L}{\pi} \sin \left(\frac{\pi|A|}{L}\right)\right),  \tag{2.20}\\
& \text { thermodynamic limit: } \quad S_{\mathrm{vN}}(A)=\frac{c+\bar{c}}{6} \log _{2}(|A|) . \tag{2.21}
\end{align*}
$$

The constants $c, \bar{c}$ are the central extensions/charges of the CFT [54], encoding universal information. Whenever there is a finite length scale $\xi$ in the system, either due to (i) a finite distance to the critical point (static case) or due to (ii) adiabaticity breaking (dynamical case) [12], we expect the entanglement entropy to be bounded:

$$
\begin{equation*}
S_{\mathrm{vN}}(A) \sim \log _{2}(\min [|A|, \xi]) \tag{2.22}
\end{equation*}
$$

Nevertheless, in Chap. 4 we will encounter a (fermionic) critical theory, extended in a finite parameter regime.


Figure 2.3: Entanglement entropy $S_{v_{N}}$ of a subsystem (size $|A|$ ) with the rest of the system (infinite chain) for the ground state of the transverse Ising model (see, e.g, Ref. [8] how to calculate the entanglement). (a) Entanglement entropy for fixed subsystem size and different points in parameter space, signalling a transition at $g / J=1$; (b) Subsystem size resolved scaling, distinguishing 'area law' scaling (inside the phases) and 'log law' scaling at criticality; (c) Semi logarithmic plot of the entropy at the critical point up to $|A|=1000$.

### 2.2.1 Exact Solution - Formal Treatment

The advantage of this class of models is that they can be mapped to local noninteracting fermion models via a non-local Jordan-Wigner transformation [2, 11, 55-59]). The fermionic models, in turn, are exactly solvable (see App. A. 1 for more details). However, not all spin observables are local in the fermionic language. The spin model (2.14) in terms of fermions takes the form:

$$
\begin{equation*}
\boldsymbol{H}^{+}=-\sum_{l=1}^{L}[\underbrace{\left(J_{x}+J_{y}\right)}_{=: J} \boldsymbol{c}_{l}^{\dagger} \boldsymbol{c}_{l+1}+\underbrace{\left(J_{x}-J_{y}\right)}_{=: \gamma} \boldsymbol{c}_{l}^{\dagger} \boldsymbol{c}_{l+1}^{\dagger}-g \boldsymbol{c}_{l}^{\dagger} \boldsymbol{c}_{l}+\frac{g}{2}+\text { h.c. }] \tag{2.23}
\end{equation*}
$$

which is valid in the sector with an even number of fermions, including the ground states [11]. This Hamiltonian is still a local Hamiltonian. Making use of the discrete translational invariance, the model takes the following form in Fourier space ${ }^{9}$

$$
\begin{align*}
& \boldsymbol{H}^{+}=\frac{1}{2} \sum_{k}\left(\boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{-k}\right) h_{k}\binom{\boldsymbol{c}_{k}}{\boldsymbol{c}_{-k}^{\dagger}}+\text { const. }, \\
& h_{k}=\left(\begin{array}{cc}
2(g-J \cos (k a)) & 2 \gamma \sin (k a) \\
2 \gamma \sin (k a) & -2(g-J \cos (k a))
\end{array}\right) . \tag{2.24}
\end{align*}
$$

The Hamiltonian is not yet diagonal, but can be diagonalized by introducing new quasi-particle operators: $\left\{\boldsymbol{c}_{k}, \boldsymbol{c}_{k}^{\dagger}\right\} \rightarrow\left\{\boldsymbol{\chi}_{k}, \boldsymbol{\chi}_{k}^{\dagger}\right\}$ (Bogoliubov transformation

[^9][11, 55, 56] - see info box):
\[

$$
\begin{align*}
& \boldsymbol{H}^{+}=\sum_{k} \epsilon_{k}\left(\boldsymbol{\chi}_{k}^{\dagger} \boldsymbol{\chi}_{k}-\frac{1}{2}\right)  \tag{2.25}\\
& \epsilon_{k}=2 \sqrt{(g-J \cos (k a))^{2}+(\gamma \sin (k a))^{2}}
\end{align*}
$$
\]

Here, $\pm \epsilon_{k}$ are the eigenvalues of $h_{k}$. Therefore, the interacting spin model is mapped to non-interacting fermionic quasi-particles, described by the creation/annihilation operators $\chi_{k}^{\dagger}, \chi_{k}$. To recapitulate: the possibility of (continuous) phase transitions in the spin model is encoded in the energy spectrum of $\boldsymbol{H}$. In the fermionic formulation, we can determine the ground state (no quasi-particles), the excited states and their energies exactly. The energy gap between the ground state and lowest-lying excited state is: $\Delta(g, J, \gamma)=\min _{k}\left[\epsilon_{k}\right]$. It


Figure 2.4: Phase diagram of the transverse XY model, extracted from the gap (closing) of $\Delta(g, J, \gamma)$ for (i) $k a \rightarrow 0$ (thick black line), $|k a|=\pi$ (thin black line) and (ii) minimal gap at intermediate $k$ (above dashed line) followed by a region of incommensurability [60, 61]. The (approximate) ground states for two parameter points are shown.
closes for $k \rightarrow 0$ for $g=J$ and for a finite system it scales as:

$$
\begin{equation*}
\epsilon_{k} \sim|k|, \quad \Delta(g=J, \gamma) \sim \frac{1}{L} \tag{2.26}
\end{equation*}
$$

The different gap closings are indicated in Fig. 2.4.

## Box 3: Bogoliubov transformation \& ground states

The fermionic Hamiltonian can be written as a sum $\boldsymbol{H}=\sum_{k>0} \boldsymbol{H}_{k,-k}$, where each $\boldsymbol{H}_{k,-k}$ only acts on the space spanned by $\left\{|0\rangle_{k}, \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{-k}^{\dagger}|0\rangle_{k}\right\}$. Here, $|0\rangle_{k}$ is the vacuum state of the original operators $\boldsymbol{c}_{k}$ ) (see also Refs. [11, 62]) and $\boldsymbol{H}_{k,-k}$ takes the form:

$$
\begin{equation*}
\boldsymbol{H}_{k,-k}=\frac{1}{2}\left(\boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{-k}\right) h_{k}\binom{\boldsymbol{c}_{k}}{\boldsymbol{c}_{-k}^{\dagger}} \tag{2.27}
\end{equation*}
$$

The hermitian matrix $h_{k}$ is a $2 \times 2$ matrix that can be parametrized as $h_{k}=\vec{\delta}_{k} \cdot \vec{\sigma}$ with $\vec{\sigma}$ being the vector of Pauli matrices (not to be confused with the spin operators). Due to $h_{k}^{2}=\left|\vec{\delta}_{k}\right|^{2} \mathbb{1}$, the eigenvalues
continued from page before
are $\pm \epsilon_{k}= \pm\left|\vec{\delta}_{k}\right|$ with eigenstates

The diagonal form of $h_{k}$ is given by (see also, e.g., Ref. [62])

$$
U_{k} h_{k} U_{k}^{\dagger}=\epsilon_{k} \sigma_{z}, \quad U_{k}^{\dagger}=\left((\overrightarrow{+})_{k},(\overrightarrow{-})_{k}\right)=\left(\begin{array}{cc}
u_{k} & -v_{k}^{*}  \tag{2.29}\\
v_{k} & u_{k}^{*}
\end{array}\right) .
$$

Correspondingly, the operator $\boldsymbol{H}_{k,-k}$ takes the form:

$$
\boldsymbol{H}_{k,-k}=\frac{1}{2}\left(\begin{array}{ll}
\boldsymbol{c}_{k}^{\dagger} & \boldsymbol{c}_{-k} \tag{2.30}
\end{array}\right) U_{k}^{\dagger}\left(\epsilon_{k} \sigma_{z}\right) U_{k}\binom{\boldsymbol{c}_{k}}{\boldsymbol{c}_{-k}^{\dagger}}
$$

with new creation and annihilation operators (see also Ref. [63] for more details on the properties such a Bogoliubov/fermionic transformation needs to fulfill):

$$
\begin{equation*}
U_{k}\binom{c_{k}}{c_{-k}^{\dagger}}=:\binom{\chi_{k}}{\boldsymbol{\chi}_{-k}^{\dagger}} \tag{2.31}
\end{equation*}
$$

They fulfill, e.g., $\left\{\chi_{k}, \chi_{k}^{\dagger}\right\}=1$ (using $v_{-k}=-v_{k}$ and $u_{-k}=u_{k}$ ). This reproduces the Hamiltonian in the quasi-particle representation given in (2.25). The ground state is the state without any quasi-particles $\chi_{k}|\mathrm{GS}\rangle=0 \forall k$. The ground state correspondingly takes the form

$$
\begin{equation*}
|\mathrm{GS}\rangle=\prod_{k>0}\left(u_{k}^{*}-v_{k}^{*} c_{k}^{\dagger} c_{-k}^{\dagger}\right)|0\rangle \tag{2.32}
\end{equation*}
$$

where the coefficients can be chosen to be real-valued:

$$
\begin{equation*}
\binom{u_{k}}{v_{k}}=\binom{\cos \left(\theta_{k} / 2\right)}{\sin \left(\theta_{k} / 2\right)}, \quad \tan \left(\theta_{k}\right)=\frac{\gamma \sin (k a)}{J \cos (k a)-g} \tag{2.33}
\end{equation*}
$$

### 2.2.2 Coarse Graining, Field Theories and Emergence of Universality

In the vicinity of a continuous phase transition, e.g., in the transverse XY model, a scaling behavior emerges on large length scales $L^{\prime}$ (on scales $a \ll L^{\prime} \leq \xi$ ). Additionally, the correlation length $\xi$ itself diverges with a universal, critical exponent [52, 64, 65]. In the following, we argue why the phenomenon of universality emerges, which in turn is characterized by a set of critical exponents (which only depend on the dimensionality and symmetries of the system). To this end, we derive an effective description at the scale $L^{\prime}$ by integrating out degrees of freedom at shorter distances, also referred to as coarse graining. An intuitive version for a lattice spin system would correspond to first separating the lattice into two sublattices: every second spin corresponds to the sublattice
$B$, whereas the remaining spins correspond to the sublattice $A$. Afterwards, the spins on sublattice $B$ are traced out, giving rise to a reduced density matrix $\boldsymbol{\rho}_{A}=\operatorname{tr}_{B}[\boldsymbol{\rho}]$ on the remaining lattice $A$ with $L / 2$ sites and lattice distance $2 a$. With $\rho_{A}$, we can 'only' calculate correlations etc. for the remaining degrees of freedom (dof's). Repeating this procedure $n$ times, we get an effective density matrix for the remaining $L / 2^{n}$ lattice sites/spins. The remaining spins are defined on a lattice with a lattice distance of $2^{n} a$. Therefore, by repeating this procedure, we are describing the physics at larger and larger length scales. The general strategy for coarse graining ${ }^{10}$ is to 'sum out' or 'integrate out' degrees of freedom, either at the level of the density matrix $\boldsymbol{\rho}$ (in and out of equilibrium), the partition sum $Z=\operatorname{tr}[\exp (-\beta \boldsymbol{H})]$ (in equilibrium with inverse temperature $\beta=1 /\left(k_{B} T\right)$ ) or $Z=\operatorname{tr}[\boldsymbol{\rho}]$ (in the context of Keldysh field theories) [4, 69]. In all these cases, a unifying approach is to rewrite the objects in terms of a field theory $[4,52,69,70]$, by inserting completeness relations of, e.g., coherent states. In the following, we consider one explicit example.

In the equilibrium setting, the partition sum is defined in terms of the trace over the Fock states (of symmetric (bosons)/anti-symmetric states (fermions)) [52]

$$
\begin{equation*}
Z=\sum_{n}\langle n| e^{-\beta \boldsymbol{H}}|n\rangle . \tag{2.34}
\end{equation*}
$$

This is a challenge for a generic Hamiltonian with unknown eigenstates. In the following, we consider a reformulation of $Z$ for fermion models (relevant for the transverse XY model) like the one in (2.24). However, the strategy also works for interacting theories. In both cases, the strategy is to convert the creation/annihilation operators into fields. To this end, fermionic coherent states, as eigenstates of annihilation operators $\boldsymbol{c}_{l}$ (or $\boldsymbol{c}_{k}$ in momentum space), are used. They are defined as $\boldsymbol{c}_{l}|\psi\rangle=\psi_{l}|\psi\rangle$, where $\psi_{l}$ are anti-commuting Grassmann numbers $\left(\psi_{l} \psi_{m}=-\psi_{m} \psi_{l}\right)$ [52]. They, again, give rise to a completeness relation, which can be inserted in (2.34) (similar to the treatment of the bosonic bath before). In this procedure, the summation over $|n\rangle$ is exchanged for the integration over fields $\psi_{\tau, k}$. These fields depend on an 'imaginary time' $\tau$ and, e.g., the physical (quasi)momentum $k$ (see info box). Each field configuration is weighted by an action $S[\bar{\psi}, \psi]$, which in case of our fermionic theory (2.24) takes the form (see also Ref. [52] for more details on this procedure):

$$
\begin{equation*}
S[\bar{\psi}, \psi]=\frac{1}{2} \int_{0}^{\beta} d \tau \sum_{k}\left[\bar{\Psi}_{k}\left[\partial_{\tau}+h_{k}\right] \Psi_{k}\right], \quad \Psi_{k}:=\binom{\psi_{\tau, k}}{\bar{\psi}_{\tau,-k}} . \tag{2.35}
\end{equation*}
$$

The partition sum is given as a functional integral over all field configurations:

$$
\begin{equation*}
Z=\left.\int \mathcal{D}(\bar{\psi}, \psi) e^{-S[\bar{\psi}, \psi]}\right|_{\text {boundary condition }} \tag{2.36}
\end{equation*}
$$

[^10]The boundary condition is given by: $\bar{\psi}_{0, k}=-\bar{\psi}_{\beta, k}$ and $\psi_{0, k}=-\psi_{\beta, k}$. It emerges from tacking the trace in (2.34) and tacking the Grassmann nature into account [52].

## Box 4: Construction of the field theory

The idea behind inserting completeness relations in terms of coherent states is that objects like $\left\langle\psi^{\prime}\right| \boldsymbol{H}|\psi\rangle$ are straightforward to evaluate for normal ordered Hamiltonians. The completeness relation for fermionic coherent states takes the form [52]:

$$
\begin{equation*}
\mathbb{1}_{\psi}=\int \prod_{l} d \bar{\psi}_{l} d \psi_{l} e^{-\sum_{l} \bar{\psi}_{l} \bar{\psi}_{l}}|\psi\rangle\langle\psi|, \quad\left\langle\psi^{\prime} \mid \psi\right\rangle=\exp \left(\sum_{l} \bar{\psi}_{l}^{\prime} \psi_{l}\right), \tag{2.37}
\end{equation*}
$$

where the summation runs over all lattice sites (or momenta). Therefore, we can write [52]

$$
\begin{align*}
& Z=\sum_{n}\langle n| \mathbb{1}_{\psi} e^{-\beta \boldsymbol{H}}|n\rangle=\int \prod_{l} d \bar{\psi}_{l} d \psi_{l} e^{-\sum_{l} \bar{\psi}_{l} \psi_{l}} \sum_{n}\langle n \mid \psi\rangle\langle\psi| e^{-\beta \boldsymbol{H}}|n\rangle \\
& \quad \text { Grassmann }  \tag{2.38}\\
& = \\
& =
\end{align*} \prod_{l} d \bar{\psi}_{l} d \psi_{l} e^{-\sum_{l} \bar{\psi}_{l} \psi_{l}}\langle-\psi| e^{-\beta \boldsymbol{H}}|\psi\rangle .
$$

To evaluate $\langle-\psi| e^{-\beta \boldsymbol{H}}|\psi\rangle$, the exponential is split into infinitesimal chunks $\left(\delta=\frac{\beta}{N_{\tau}}\right)$ :

$$
e^{-\beta \boldsymbol{H}}=\prod_{i=1}^{N_{\tau}} e^{-\frac{\beta}{N_{\tau}} \boldsymbol{H}}=\mathbb{1}_{\psi_{N_{\tau}}} e^{-\delta \boldsymbol{H}_{\mathbb{1}_{\psi_{N_{\tau}-1}}} e^{-\delta \boldsymbol{H}} \ldots \mathbb{1}_{\psi_{1}} e^{-\delta \boldsymbol{H}} . . . . . .}
$$

Each of these terms becomes simple, based on the identity (for $\delta \rightarrow 0$ ):

$$
\begin{equation*}
e^{-\sum_{l} \bar{\psi}_{l, t} \psi_{l, t}}\left\langle\psi_{t+1}\right| e^{-\delta \boldsymbol{H}}\left|\psi_{t}\right\rangle \approx e^{\sum_{l}\left(\bar{\psi}_{l, t+1}-\bar{\psi}_{l, t}\right) \psi_{l, t}} e^{-\delta H\left(\left\{\bar{\psi}_{l, t+1}, \psi_{l, t}\right\}\right)} \tag{2.39}
\end{equation*}
$$

Here, $H\left(\left\{\bar{\psi}_{l, t+1}, \psi_{l, t}\right\}\right)$ corresponds to $\boldsymbol{H}$, where the creation/annihilation operators have been replaced by the fields. Recombining this contribution from all chunks gives rise to the partition sum (2.36) with the action $S,(2.35)$, in the exponential with $\tau=t \cdot \frac{\beta}{N_{\tau}}$.

## Renormalization group:

Abstract idea: Given such a field theory, we can make the notion of coarse graining more precise. We consider a theory, described by couplings ${ }^{11}\left\{g_{i}\right\}$ and fields $\Psi_{X}(X=(\tau, x))$. We denote the short distance modes we like to integrate out as $\Psi^{<}$and the long distance modes as $\Psi^{>}$. An explicit example is the

[^11]momentum-shell $R G$, where the modes are defined as [52, 64]
$$
\Psi_{X}^{<}:=\int_{\Lambda / b<|k|<\Lambda} \frac{d k}{2 \pi} e^{i k x} \Psi_{\tau, k}, \quad \Psi_{X}^{>}:=\int_{|k|<\Lambda / b} \frac{d k}{2 \pi} e^{i k x} \Psi_{\tau, k}
$$
relative to a momentum cutoff $\Lambda$. Formally, integrating out the short distance modes gives rise to a new action for the remaining degrees of freedom $\Psi^{>}$:
\[

$$
\begin{equation*}
Z=\int \mathcal{D}\left[\Psi^{<}, \Psi^{>}\right] e^{-S\left[\Psi^{<}, \Psi^{>},\left\{g_{i}\right\}\right]}=\int \mathcal{D}\left[\Psi^{>}\right] e^{-S\left[\Psi^{>},\left\{g_{i}^{\prime}\right\}\right]} . \tag{2.40}
\end{equation*}
$$

\]

The new action is formally defined as:

$$
\begin{equation*}
e^{-S\left[\Psi^{>},\left\{g_{i}^{\prime}\right\}\right]}:=\int \mathcal{D}\left[\Psi^{<}\right] e^{-S\left[\Psi^{<}, \Psi^{>},\left\{g_{i}\right\}\right]} \tag{2.41}
\end{equation*}
$$

whose calculation in many cases is a formidable task.
Transverse XY: The application to the transverse XY model in the fermionic version instead is straightforward, since the modes at different momentum scales are not coupled. We study the model in the vicinity of the gap closing ( $g \approx J$ ) for $k \rightarrow 0$ and start from the operator perspective. In the thermodynamic limit $L \rightarrow \infty$, we define continuum field operators as $\boldsymbol{\psi}_{k}=\boldsymbol{c}_{k} \sqrt{L a}$ for $k \in[-\Lambda, \Lambda]$ and write the Hamiltonian as (for $k \rightarrow 0$ ):

$$
\begin{align*}
& \boldsymbol{H}^{+} \approx \int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi}\left[\Delta \boldsymbol{\psi}_{k}^{\dagger} \boldsymbol{\psi}_{k}+\frac{1}{2} D_{1} k\left[\boldsymbol{\psi}_{k}^{\dagger} \boldsymbol{\psi}_{-k}^{\dagger}+\boldsymbol{\psi}_{-k} \boldsymbol{\psi}_{k}\right]+D_{2} k^{2} \boldsymbol{\psi}_{k}^{\dagger} \boldsymbol{\psi}_{k}+\mathcal{O}\left(k^{3}\right)\right],  \tag{2.42}\\
& \text { couplings: }\left\{g_{0}, g_{1}, g_{2}, \ldots\right\}=\left\{\Delta=2(g-J), \quad D_{1}=2 \gamma a, D_{2}=J a^{2}, \ldots\right\} .
\end{align*}
$$

The corresponding field theoretic representation of the partition sum is constructed with the help of (2.35). Based on the coherent eigenstates $\psi_{Q}$ of $\boldsymbol{\psi}_{k}$, the action at zero temperature $(\beta \rightarrow \infty)$ reads $(Q:=(\tau, k))$ (see also Ref. [2]):

$$
\begin{gather*}
S=\int_{-\infty}^{\infty} d \tau \int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi}\left[\bar{\psi}_{Q} \partial_{\tau} \psi_{Q}+\Delta \bar{\psi}_{Q} \psi_{Q}+\frac{1}{2} D_{1} k\left[\bar{\psi}_{Q} \bar{\psi}_{-Q}-\psi_{Q} \psi_{-Q}\right]\right.  \tag{2.43}\\
\\
\left.+D_{2} k^{2} \bar{\psi}_{Q} \psi_{Q}+\mathcal{O}\left(k^{3}\right)\right]
\end{gather*}
$$

Integrating out the short distance modes is feasible since $S=S\left[\Psi^{<}\right]+S\left[\Psi^{>}\right]$:

$$
\begin{aligned}
& e^{-S\left[\Psi^{>},\left\{g_{i}^{\prime}\right\}\right]}:=\left(\int \mathcal{D}\left[\Psi^{<}\right] e^{-S\left[\Psi^{<}\right]}\right) e^{-S\left[\Psi^{>},\left\{g_{i}\right\}\right]}, \\
& S\left[\Psi^{>}\right]=\int_{-\infty}^{\infty} d \tau \int_{-\Lambda / b}^{\Lambda / b} \frac{d k}{2 \pi}\left[\bar{\psi}_{Q}^{>} \partial_{\tau} \psi_{Q}^{>}+\Delta \bar{\psi}_{Q}^{>} \psi_{Q}^{>}+\frac{1}{2} D_{1} k\left[\bar{\psi}_{Q} \bar{\psi}_{-Q}^{>}-\psi_{Q}^{>} \psi_{-Q}^{>}\right]\right. \\
& \left.+D_{2} k^{2} \bar{\psi}_{Q}^{>} \psi_{Q}^{>}+\mathcal{O}\left(k^{3}\right)\right]+ \text { const. }
\end{aligned}
$$

The follow-up conceptual idea is to compare this coarse grained action with the original one. However, in its current form the length scales etc. are different (the 'resolution' has changed). Therefore, the action is rescaled according to

$$
\begin{aligned}
\text { rescaling of space/time: } & x \rightarrow b \cdot x, \tau \rightarrow b^{z} \cdot \tau, k \rightarrow b^{-1} \cdot k, \\
\text { rescaling of the field: } & \Psi_{Q}^{>} \rightarrow b^{\chi} \cdot \Psi_{Q}
\end{aligned}
$$

with $z$ the dynamical critical exponent relating space and time. The rescaling restores the original cutoff $\Lambda$ and the coarse grained and rescaled action reads:

$$
\begin{aligned}
& Z=\underbrace{Z_{<}}_{\text {global prefactor from integrated out modes }} \quad \times \\
& \int \mathcal{D}[\Psi] \exp \left(-\int_{-\infty}^{\infty} d \tau \int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi} b^{2 \chi-1} \bar{\psi}_{Q} \partial_{\tau} \psi_{Q}+b^{2 \chi+z-2} \frac{1}{2} k D_{1}\left[\bar{\psi}_{Q} \bar{\psi}_{-Q}-\psi_{Q} \psi_{-Q}\right]\right. \\
& \left.+b^{2 \chi-1+z} \Delta \bar{\psi}_{Q} \psi_{Q}-k^{2} D_{2} b^{2 \chi-3+z} \bar{\psi}_{Q} \psi_{Q}+\mathcal{O}\left(b^{2 \chi+z-(n+1)} k^{n}\right)\right)
\end{aligned}
$$


#### Abstract

The smallest length scale of the coarse grained model is $b \cdot a$, where $b>1$ parametrizes the coarse graining. Therefore, the correlation length, measured in terms of this enlarged length scale, is reduced by $b: \xi \rightarrow \xi / b$ (it is measured in rescaled units). To compare the model before and after this step, the coarse grained version is also rescaled. We denote the renormalized couplings and fields as $\left\{\hat{g}_{i}^{(b)}\right\}$ and $\Psi_{b}$. Here we use dimensionless couplings (indicated by a hat), such that the process reads: $$
\text { microscopic model: }\left(\Psi=\Psi^{>}+\Psi^{<},\left\{\hat{g}_{i}\right\}, S\left[\Psi,\left\{\hat{g}_{i}\right\}\right] \mid \text { not coarse grained }\right)
$$ $$
\downarrow
$$ renormalized model: $\left(\Psi_{b},\left\{\hat{g}_{i}^{(b)}\right\}=R_{b}\left[\left\{\hat{g}_{i}\right\}\right], S\left[\Psi_{b},\left\{\hat{g}_{i}^{(b)}\right\}\right] \mid\right.$ coarse grained by factor $\left.b\right)$.


The computationally heavy part, related to calculating (2.41), is encoded in the 'RG transformation' $R_{b}$ [64]. Repeating the renormalization step for two rescaling factors $b_{1}$ and $b_{2}$ should give rise to a single rescaling with $b_{1} b_{2}$ (equivalently to calculating the reduced density matrix, where tracing out two subsystems successively is the same as tracing out both jointly). Therefore, the transformation has the property $R_{b_{1}} R_{b_{2}}=R_{b_{1} b_{2}}$ [64]. A special scenario arises once the effective description is not changing anymore under renormalization:

$$
\begin{equation*}
\left\{\hat{g}_{i}^{*}\right\}=R_{b}\left[\left\{\hat{g}_{i}^{*}\right\}\right] . \tag{2.44}
\end{equation*}
$$

Such a fixed point of the RG can have different meanings: (i) the correlation length can be infinite, corresponding to a critical point (the special case we have mentioned before) or (ii) the correlation length is zero (corresponding to a 'bulk' phase) [64]. Note that these are the only two options since under the RG transformations, the correlation length always shrinks (in the new units) [64].

Transverse XY: The (possible) fixed points in this model depend on the choice of the rescaling factors $\chi, z$. For (i) $2 \chi-1=0$ and (ii) $z=1$, the temporal
and the leading spatial derivative term are invariant under rescaling (see also Ref. [2]). This results in a scale invariant fixed point theory once the gap vanishes $\Delta=0^{12}$ [2]:

$$
\begin{equation*}
S_{\mathrm{crit}}^{*}=\int d \tau \int \frac{d k}{2 \pi} \bar{\psi}_{Q} \partial_{\tau} \psi_{Q}+\frac{1}{2} k D_{1}\left[\bar{\psi}_{Q} \bar{\psi}_{-Q}-\psi_{Q} \psi_{-Q}\right] \tag{2.45}
\end{equation*}
$$

In particular, the only remaining coupling is $D_{1}$. Based on $D_{1}$ and the cutoff $\Lambda$, we define dimensionless couplings in a two-step process:

1. Rescaled couplings (using $D_{1}$ ): $\Delta^{\prime}=\frac{g-J}{\gamma a}$ and $D_{j}^{\prime}=\frac{D_{j}}{2 \gamma a}$.
2. Dimensionless couplings (using $\Lambda$ ): $\hat{\Delta}=\Delta^{\prime} \Lambda^{-1}$ and $\hat{D}_{j}=D_{j}^{\prime} \Lambda^{-\operatorname{dim}\left[D_{j}\right]}$.

The couplings and their dimensions (in terms of $[k]$ ) are summarized in Tab. 2.1. In the vicinity of the critical point, the set of dimensionless couplings and cor-

| microscopic | rescaled | (dimensionful) | scaling dim. | dimensionless <br> $t$ |
| :--- | :--- | :--- | :--- | :--- |
| $t^{\prime}=2 \gamma a t$ | $\left[t^{\prime}\right]=[k]^{-1}$ |  | $\hat{t}=2 \gamma t$ |  |
| $\boldsymbol{\psi}_{k}=\boldsymbol{c}_{k} \sqrt{L a}$ | $\boldsymbol{\psi}_{k}^{\prime}=\boldsymbol{\psi}_{k}$ | $\left[\boldsymbol{\psi}_{k}^{\prime}\right]=[k]^{-1 / 2}$ |  | $\hat{\boldsymbol{\psi}}_{k}=\boldsymbol{c}_{k} \sqrt{L}$ |
| $D_{1}=2 \gamma a$ |  |  |  |  |
| $\Delta=2(g-J)$ | $\Delta^{\prime}=\frac{g-J}{\gamma a}$ | $\left[\Delta^{\prime}\right]=[k]$ | +1 | $\hat{\Delta}=\frac{2(g-J)}{2 \gamma}$ |
| $D_{2}=J a^{2}$ | $D_{2}^{\prime}=\frac{J}{2 \gamma} a$ | $\left[D_{2}^{\prime}\right]=[k]^{-1}$ | -1 | $\hat{D}_{2}=\frac{J}{2 \gamma}$ |
| $D_{n}=\ldots$ | $D_{n}^{\prime}=\frac{D_{n}}{2 \gamma a}$ | $\left[D_{n}^{\prime}\right]=[k]^{-(n-1)}$ | $-(n-1)$ | $\hat{D}_{n}=D_{n}^{\prime} \Lambda^{n-1}$ |

Table 2.1: Overview of the operators and couplings in the fermionic theory for the microscopic model (2.42), its rescaled, and dimensionless version. The corresponding couplings and dimensions (a: lattice spacing) are given, where $[k]$ denotes the dimension of momentum. Here we used $\Lambda=1 / a$ as the scale to define the dimensionless couplings (e.g., $\hat{k}=k a$ ).
responding fixed point are:

$$
\text { couplings: } \quad \overrightarrow{\hat{g}}=\left(\begin{array}{c}
\hat{\Delta}  \tag{2.46}\\
\hat{D}_{2} \\
\vdots
\end{array}\right), \quad \text { fixed point: } \quad \overrightarrow{\hat{g}}^{*}=\left(\begin{array}{c}
0 \\
0 \\
\vdots
\end{array}\right)
$$

Abstract idea: The RG transformations in the vicinity of a critical point give rise to the universal scaling behavior. To see this, we consider the RG transformation in the vicinity of a critical point $\overrightarrow{\hat{g}}^{*}$, where the deviation $\delta \overrightarrow{\hat{g}}:=$ $\overrightarrow{\hat{g}}^{*}-\overrightarrow{\hat{g}}$ is small [64]:

$$
\begin{equation*}
R_{b}\left[\left\{\hat{g}_{n}\right\}\right]=\left\{\hat{g}_{n}^{(b)}\right\} \quad \text { with: } \quad \hat{g}_{n}^{(b)} \approx \hat{g}_{n}^{*}+\underbrace{\left.\sum_{l} \frac{\partial \hat{g}_{n}^{(b)}}{\partial \hat{g}_{l}}\right|_{\vec{g}=\vec{g}^{*}} \cdot \delta \hat{g}_{l}}_{=:\left(M_{b} \cdot \delta \vec{g}\right)_{n}} \tag{2.47}
\end{equation*}
$$

The behavior close to a critical point is therefore solely determined by the eigenvalues (and eigenvectors) of the matrix $M_{b}$. According to the same argument as

[^12]before, this matrix fulfills: $M_{b_{1}} M_{b_{2}}=M_{b_{1} b_{2}}$. This behavior also holds true for the eigenvalues $\left\{\lambda_{b}^{(\alpha)}\right\}$ of $M_{b}$, which in turn can be written as $\left\{\lambda_{b}^{(\alpha)}=b^{y_{\alpha}}\right\}$. In this form, the critical exponents $y_{\alpha}$ are independent of $b$ and, together with the eigenvectors, encode the behavior in the vicinity of the critical point. To clarify the implication for a microscopic model, we write each microscopic coupling (understood as a vector) as a linear combination of the effective couplings $\tilde{g}_{\alpha}$ (the eigenvectors of $M_{b}$ ). The behavior of $\tilde{g}_{\alpha}$ depends on the sign of $y_{\alpha}{ }^{13}$ :

- relevant coupling with $y_{\alpha}>0$ : the corresponding coupling will grow (relative to the fixed point) for larger $b$.
- irrelevant coupling with $y_{\alpha}<0$ : the corresponding coupling will shrink for larger $b$.

Physically, only very few couplings will be relevant and determine the leading behavior. In turn, much of the microscopic information is irrelevant for the behavior at large distances - the origin of universality. The set of irrelevant couplings spans a basin of attraction: each set of microscopic parameters inside the basin will flow to the same fixed point (same critical theory, see Fig. 2.5). In the following, we will denote $y_{\alpha}$ as the scaling dimension $\operatorname{dim}\left[\tilde{g}_{j}\right]$ of the operator/coupling $\tilde{g}_{j}$. The full set of all relevant and irrelevant scaling dimensions (and their corresponding operators) are defined as a universality class.


Figure 2.5: Concept of universality (here: Ising universality class) defined by the (infinite) set of relevant and irrelevant couplings and sketch of the $R G$ 'flow' (for larger and larger b) for different initial couplings. The gray ones lie in the basin of attraction of the fixed point.

Transverse XY: Looking back at Tab. 2.1, the RG transformations for the transverse XY model have the form:

$$
\begin{equation*}
R_{b}[\hat{\Delta}]=\hat{\Delta} \cdot b^{+1}, \quad R_{b}\left[\hat{D}_{n}\right]=\hat{D}_{n} \cdot b^{-(n-1)} \tag{2.48}
\end{equation*}
$$

The gap $\hat{\Delta}$ is the relevant coupling in this setting, growing away from the fixed point (see Fig. 2.5). The remaining derivative couplings are irrelevant at large distances. Practically, this means that a different microscopic spin model with, e.g., additional next-nearest neighbor interactions etc. can have the same scaling

[^13]behavior in the vicinity of the critical point. An example would be an additional $g_{2}$-term, as given in Tab. 2.2. In Tab. 2.2, different spin terms and their scaling dimensions are given ${ }^{14}$.

| scaling dim. | spin operator | fermionic action |
| :--- | :--- | :--- |
| $\operatorname{dim}\left[g_{0}\right]=1:$ | $-g_{0} \sum_{l} \boldsymbol{\sigma}_{l}^{z}$ | $\sim k^{0} \bar{\psi}_{\tau, k} \psi_{\tau, k}$ |
| $\operatorname{dim}\left[g_{1}\right]=-1:$ | $g_{1}\left(\sum_{l} \boldsymbol{\sigma}_{l}^{z}+\sum_{l}\left(\boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}+\boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+1}^{y}\right)\right)$ | $\sim k^{2} \bar{\psi}_{\tau, k} \psi_{\tau, k}$ |
| $\operatorname{dim}\left[g_{2}\right]=-1:$ | $g_{2}\left(\sum_{l} \boldsymbol{\sigma}_{l}^{z}+\sum_{l} \boldsymbol{\sigma}_{l+1}^{z}\left(\boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+2}^{x}+\boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+2}^{y}\right)\right)$ | $\sim k^{2} \bar{\psi}_{\tau, k} \psi_{\tau, k}$ |
| kept fixed: | $\gamma \sum_{l}\left(\boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}-\boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+1}^{y}\right)$ | $\sim k^{1} \psi_{\tau, k} \psi_{\tau,-k}+$ conj. |
| $\operatorname{dim}\left[g_{x}\right]=\frac{1}{8}$ | $g_{x} \sum_{l} \boldsymbol{\sigma}_{l}^{x}$ | $($ non-local $)$ |
| $\operatorname{dim}\left[J_{z}\right]=-2$ | $J_{z} \sum_{l} \boldsymbol{\sigma}_{l}^{z} \boldsymbol{\sigma}_{l+1}^{z}$ | $\sim \bar{\psi}_{X}\left(\partial_{x} \bar{\psi}_{X}\right)\left(\partial_{x} \psi_{X}\right) \psi_{X}$ |

Table 2.2: Spin operators and their scaling dimensions (with $X=(\tau, x)$ ). The gray marked terms map to non-local and/or non-quadratic fermions [2].

Note that for this simple model, there is no need for linearization as the transformations are already linear: $R_{b}\left[\hat{g}_{j}\right]=\hat{g}_{j} \cdot b^{\operatorname{dim}\left[g_{j}\right]}$ and we can directly read of the scaling dimensions (see Fig. 2.6). A reduced part of this coupling space is shown in Fig. 2.6 with the 'transversal' direction given by $\hat{\Delta}$ and 'longitudinal' directions $\hat{D}_{2}, \hat{D}_{3}, \ldots$ (spanning the basin of attraction). In a last step, we can reformulate the RG transformation in a continuous way by rewriting $b=e^{s}$ and sending $s \rightarrow 0$ :

$$
\begin{aligned}
& \underbrace{\hat{D}_{n}(b)}_{R_{b}\left[\hat{D}_{n}\right]}-\hat{D}_{n} \stackrel{s \rightarrow 0}{\approx} \hat{D}_{n} \cdot(1-(n-1) s)-\hat{D}_{n} \\
& \partial_{s} \hat{D}_{n}(s) \approx-(n-1) \cdot \hat{D}_{n}=\operatorname{dim}\left[D_{n}\right] \cdot \hat{D}_{n}
\end{aligned}
$$

RG flow equation:
The corresponding differential equation is referred to as a flow equation.
Origin of scaling - transverse XY model: In the transverse XY model, the transverse field $g$ allows us to cross the phase transition - it is a relevant coupling associated with $\hat{\Delta}$. The leading behavior of the correlation length $\xi_{\text {eq }}$ depends on this coupling: $\xi_{\text {eq }}(\hat{\Delta})$. Or to put it more precisely: it depends on the distance to the critical point $\delta \hat{\Delta}=\hat{\Delta}-\hat{\Delta}^{*}=\hat{\Delta}$. Physically, $\xi_{\text {eq }}$ is the scale beyond which we do not expect a universal scaling behavior anymore. Therefore, we can extract $\xi_{\text {eq }}$ from the breakdown of the linearized analysis above. The analysis is valid for $|\delta \hat{\Delta}| \ll 1$, but an initially finite coupling $\hat{\Delta} \neq 0$ will grow $R_{b}[\hat{\Delta}]=\hat{\Delta} \cdot b^{y_{\Delta}}$ with $y_{\Delta}>0$. Once $R_{b^{*}}[\hat{\Delta}] \approx 1$ (see Fig. 2.6(mid)), the analysis breaks down, translating into a scale:

$$
\begin{equation*}
\xi_{\mathrm{eq}}(\hat{\Delta}) \sim \hat{\Delta}^{-\frac{1}{y_{\Delta}}}=\hat{\Delta}^{-1} \tag{2.49}
\end{equation*}
$$

From this analysis, the critical exponent for the quantum Ising transition in one dimension are given by (compare to (2.18) again) [2]:

$$
\begin{equation*}
\text { quantum Ising universality: } \quad z=1, \quad \nu=1 . \tag{2.50}
\end{equation*}
$$
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Figure 2.6: Sketch of the phase diagram of the transverse XY model, expressed in terms of the spin couplings (left) and a subset of the corresponding fermionic couplings (middle). In the fermionic version, the axes point in the eigendirections of the linearized flow. The scaling dimensions of the corresponding couplings are given to the right. The two marked points correspond to (i) a point close to criticality (• brown) and (ii) a point at criticality (• red; lying inside the basin of attraction). The corresponding $R G$ flow is sketched in the middle.

Connection to the spin couplings: Since we understand the scaling of the fermionic couplings (which directly define the eigendirections of the linearized RG flow), we can expand the spin couplings in terms of the fermionic ones to obtain their leading scaling behavior. As we see from the phase diagram in Fig. 2.4, both spin couplings $g$ and $J$ can be used to tune over the transition (with $\hat{\Delta}=(g-J) / \gamma$ ). Therefore, both are relevant. However, $J$ corresponds to a combination of relevant and irrelevant couplings. The first subleading coupling $\hat{D}_{2}$ (in the limit $k \rightarrow 0$ ) can be varied by changing $J / \gamma$ while keeping $g-J$ constant:

$$
\hat{\Delta} \approx \frac{g-J}{\gamma}, \quad \hat{D}_{2} \approx \frac{J}{2 \gamma}
$$

(see also Tab. 2.2 again).
Remark: The RG analysis is done with respect to a chosen fixed point. The corresponding scaling dimensions and the dynamical critical exponent $z$ are directly linked to the scaled out coupling of the critical theory. For the equilibrium transverse XY model, the Ising critical theory $S^{*}$ contains the first order temporal and spatial derivative terms, where we scaled out $D_{1}$. Later on, we will also encounter two different scenarios: (i) by fine tuning, the couplings $D_{1}, D_{2}$ will be absent and the leading derivative coupling is $D_{3}$. In turn, the critical theory is described by $z=3$; (ii) in a quenched scenario where $D_{1}$ is driven $\left(D_{1} \rightarrow D_{1}(t)\right)$, such that this coupling cannot be scaled out. The resulting theory has a dynamical critical exponent $z=2$.

## 3 Generalized Kibble-Zurek Mechanism in Spin and Fermion Models

The main results of this chapter have been published in the publication [42] (they are in large parts adapted in the following summary and in particular in Secs. 3.3, 3.4 and beginning of Sec. 3.5 and partly in Secs. 3.1-3.2). The following sections contain an adapted and partly extended discussion.

The KZM [13-15] describes the interplay of the universal equilibrium physics (determined by $\boldsymbol{H}\left(\left\{g_{i}\right\}\right)$ in the quantum setting) in the vicinity of a critical point and a slow drive of the system parameters $\boldsymbol{H} \rightarrow \boldsymbol{H}\left(\left\{g_{i}(t)\right\}\right)$ close to it. A typical scenario is a 'transversal' drive, starting in the ground state of the symmetric phase and running into the symmetry broken phase (see, e.g., Ref. [11]). In terms of couplings, such a drive can take the form $g_{j}(t)-g_{j, c}=v_{j} t^{n}$ ('order $n$ drive'), where $g_{j, c}$ is the coupling at the critical point. It is parametrized by a 'generalized' velocity $v_{j}$, which is slow in the sense of its dimensionless version being small: $\hat{v}_{j} \ll 1$. Outside the critical region, deep in a gapped phase $(\hat{\Delta} \gg 1)$, the evolution will be adiabatic: a state initially prepared in the ground state will stay in the ground state during the time evolution $|\psi(t)\rangle \approx|\mathrm{GS}(t)\rangle$. In contrast, close to the phase transition and the gap closing, the equilibrium correlation length (and time) are diverging. Even a slow drive will inevitably break adiabaticity - being 'fast' compared to the equilibrium scales - with $|\psi(t)\rangle \neq|\mathrm{GS}(t)\rangle$. Even though the time evolution cannot break the global symmetry, the breaking of adiabaticity is reflected in the emergence of locally symmetry-broken domains. The average size of these domains induce a finite, observable length scale $\xi^{*}$ in the system. This scale can also be inferred from the density of 'defects', separating the domains $[15,71]$.

This finite length $\xi^{*}$ signals that the drive was diabatic close to the transition, hindering the time evolved state from adapting the diverging correlation length of the ground state close to the transition. Nevertheless, $\xi^{*}$ can be used to extract the universal equilibrium critical exponents. For a coupling $g_{0}$, relevant at equilibrium, the ground state correlation length scales as $\xi_{\text {eq }} \sim\left|g_{0}-g_{0, c}\right|^{-1 / \nu}$. Once $g_{0}$ is driven with an order $n$ drive and 'velocity' $v_{0}$, the induced scale $\xi^{*}$
depends algebraically on $v_{0}$ with an exponent depending on $z, \nu[72-75]$ :

$$
\xi^{*} \sim v_{0}^{-\frac{1}{n z+1 / \nu}} .
$$

To estimate this scaling of $\xi^{*}$, we assume that the evolution is adiabatic initially, such that the state $|\psi(t)\rangle$ follows the ground state. At some point in time $t^{*}$, adiabaticity will be broken. The system is essentially frozen in the state $\left|\mathrm{GS}\left(t^{*}\right)\right\rangle$, which is characterized by the finite correlation length $\xi^{*}$. Therefore, $\xi^{*}$ can be estimated by determining the adiabaticity breaking time $t^{*}$. To do so, we compare the two available time scales: (i) the rate of change of the coupling, given by $\left|\left(g_{0}(t)-g_{0, c}\right) / \dot{g}_{0}\right| \propto t$, and (ii) the equilibrium correlation time $\xi_{\tau}(t) \sim \Delta^{-1}(t)$. As long as $t \gg \xi_{\tau}(t)$, the system is essentially adiabatic. The onset of adiabaticity breaking is signalled by $\xi_{\tau}\left(t^{*}\right) \approx t^{*}$, see Fig. 3.3(b). At this point in time, the spatial correlation length is estimated to be ${ }^{1}$

$$
\begin{equation*}
\xi^{*}=\xi_{0} \sim v_{0}^{-\frac{1}{n z+1 / \nu}} \tag{3.1}
\end{equation*}
$$

This heuristic perspective can be complemented by a RG consideration [41]. In the adiabatic regime, the physical properties are still encoded in the zero temperature partition sum $Z(g, J, \gamma) \rightarrow Z(g(t), J(t), \gamma(t))$ (encoding the ground state properties for the transverse XY model). In the RG, the equilibrium couplings as well as the new velocity couplings are scale dependent. The adiabatic description breaks down once the velocity couplings grow large. The length scale of the breakdown corresponds to $\xi^{*}$. Furthermore, the RG indicates that even driven couplings that are irrelevant at equilibrium can lead to adiabaticity breaking [41], generalizing the aforementioned KZM scenario. The idea is that any coupling $g_{j}$ with scaling dimension $\operatorname{dim}\left[g_{j}\right]$ that is driven according to $v_{j} t^{n}$ gives rise to a length scale

$$
\begin{equation*}
\xi_{j} \sim v_{j}^{-\frac{1}{n z+\operatorname{dim}\left[g_{j}\right]}} \tag{3.2}
\end{equation*}
$$

Once $n z+\operatorname{dim}\left[g_{j}\right]>0$, this scale grows large in the limit of slow drives and can become observable.
In this chapter, we complement the abstract RG prediction of the scales $\xi_{j}$ with an analysis of paradigmatic spin/fermion models (in particular the transverse XY model). In these models, we extract the observable consequence of adiabaticity breaking - a finite excitation density - and its scaling with the drive velocities of relevant and irrelevant couplings. Depending on the drive protocol, we consider the competition of three scales: (i) the equilibrium length scale $\xi_{\text {eq }}$, (ii) the KZM length scale $\xi_{\perp}$, resulting from a drive across the transition, and (iii) the length scale due to a drive parallel to the phase boundary, corresponding to a drive of an irrelevant coupling (see also Fig. 3.2(a)). The observable length scale is determined by the smallest of those scales:

$$
\begin{equation*}
\xi^{*} \sim \min \left[\xi_{\mathrm{eq}}, \xi_{\perp}, \xi_{\|}\right] . \tag{3.3}
\end{equation*}
$$

In case of $\xi^{*} \sim \xi_{\text {eq }}$ the drive is adiabatic and we refer to this scenario as adiabaticity restoring.
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Figure 3.1: Fraction of the KZM (literature) landscape relevant for this chapter (APT: adiabatic perturbation theory).

We demonstrate the generalized KZM for two spin models: the transverse XY model $(z=1)$ and an effective description of an extended XY model $(z=3)$. In both cases an order $n$ drive is used, where the driven couplings are one relevant coupling (with $v_{\perp}$ ) and one irrelevant coupling (with $v_{\|}$). The different kind of drives are shown in Fig. 3.2(a). The model class of transverse XY/Ising models is well-studied and many different drive scenarios have already been analyzed, see Fig. 3.1 for an overview. Nevertheless, on the one hand, the RG perspective gives a unified framework to explain many of the observations in those models. On the other hand, the observable scaling due to equilibrium irrelevant coupling is a novel aspect, completing existing drive protocols. Two approaches that are related to our investigation are:

- Drives along critical lines [61, 125, 126, 132]: depending on the driven coupling, such a drive either corresponds to (i) a special case of the drive (3) in Fig. 3.2(a), or (ii) the drive of the coupling of the equilibrium fixed point theory as in Ref. [125]. The scenario (i) is only realized once the driven coupling corresponds to the drive of an equilibrium irrelevant coupling and will be our focus.
- Adiabaticity restoring due to the presence of a small symmetry breaking field as studied in Ref. [129]. Such a field corresponds to another relevant coupling. Its presence keeps the correlation length $\xi_{\text {eq }}$ finite, competing with the drive scale of a transversal drive $\xi_{\perp}$.

Summary of the main results:


Figure 3.2: Conceptual overview of the generalized KZM: (a) Drive scenarios: (1) transversal drive crossing the transition ('velocity' $v_{\perp}$ ); (2) generalized drive ending/starting at the transition ( $v_{\perp}$ and $v_{\|}$); (3) longitudinal/parallel drive ( $v_{\|}$) with a finite gap $\hat{\Delta}^{0}$ during the drive. (b) Algebraic scaling behavior of the excitation density $n_{E}$ as a function of the drive speed and for the different protocols. A transversal drive gives rise to the leading scaling, whereas a generalized drive has two scaling regimes (separated by $\hat{v}^{*}$ ). The scaling regime of the parallel drive is limited to finite velocities by the finite gap $\hat{\Delta}$. (c) Depending on the momentum scale $k$, the different drives are either effectively slow or fast (indicating adiabaticity breaking, onset denoted by $k^{*}$ ). For a parallel drive, the finite gap restores adiabaticity for $k \ll k_{\Delta}$. (d) Schematic scaling regimes of the excitation density $n_{E}(\hat{v}, \phi)$, parametrized by the drive angle (in the fermion model). For $\hat{v} \rightarrow 0$, the KZM scaling emerges, separated from the subleading scaling by the crossover velocity $\hat{v}^{*}(\phi)$ (orange line). For velocities $\hat{v} \gg \hat{v}_{\text {cut }}\left(\Lambda_{\text {eff }}\right)$ no universal behavior is expected.

Generalized drives - Competing drive scales: The generalized drives of order $n$ are based on $v_{\perp}, v_{\|}$and reach and/or cross the critical point in the spin models, scenario 2 in Fig. 3.2(a). Therefore, adiabaticity is inevitably broken (with $\xi_{\text {eq }} \gg \xi_{\perp}, \xi_{\|}$) even for slow drives. Here, the notion of slow 'microscopical'
velocities refer to their dimensionless ${ }^{2}$ versions as being small: $\hat{v}_{\perp}, \hat{v}_{\|} \ll 1$. The breaking of adiabaticity is signalled by a finite correlation length $\xi^{*}$. It manifests in a finite density of excitations $n_{E}$, like spin flips (paramagnetic phase) or domain walls (ferromagnetic phase): $\xi^{*} \sim n_{E}^{-1}$. To infer the long distance behavior, both spin models are mapped to non-interacting fermions via a Jordan-Wigner transformation. In both cases, the fermionic Hamiltonian takes the form $\boldsymbol{H}=\sum_{k>0} \boldsymbol{H}_{k,-k}$ with time evolved states $|\psi(t)\rangle=\bigotimes_{k>0}\left|\psi_{k,-k}(t)\right\rangle$. Therefore, different momentum sectors decouple and we can study adiabaticity breaking at each length scale (or momentum scale $k$ ) individually. The breaking of adibaticity is signalled by a significant population of the excited states. The total excitation density is given by

$$
n_{E}\left(v_{\perp}, v_{\|}\right)=\frac{1}{L} \sum_{k} p_{k}\left(v_{\perp}, v_{\|}\right), \quad \quad p_{k}=\left|\left\langle\psi_{k,-k} \mid \mathrm{E}_{k,-k}\right\rangle\right|^{2}
$$

where $p_{k}$ corresponds to the excitation probability at momentum $k$. Adiabaticity breaking at momentum $k$ is signalled by $p_{k} \sim \mathcal{O}(1)$ and is associated with an effectively fast drive. At each $k$, we can associate effective velocities $\hat{v}_{k}^{(j)}$ $(j \in\{\perp, \|\})$ with the bare velocities $\hat{v}_{\perp}, \hat{v}_{\|}$. The effective velocities will grow for $k \rightarrow 0$, indicating adiabaticity breaking once $\hat{v}_{k}^{(j)} \approx 1$ :

$$
\left.\begin{array}{l}
\hat{v}_{k}^{(j)} \gg 1 \quad \Leftrightarrow \quad p_{k} \sim \mathcal{O}(1),  \tag{3.4}\\
\hat{v}_{k}^{(j)} \ll 1 \quad \Leftrightarrow \quad p_{k} \ll 1
\end{array}\right\} \quad \hat{v}_{k_{j}^{*}}^{(j)} \approx 1 \quad \Rightarrow \quad k_{j}^{*} \sim v_{j}^{\frac{1}{n z+\operatorname{dim}\left[g_{j}\right]}}
$$

Therefore, the drive is effectively fast for sufficiently small momenta $\left(|k|<k_{j}^{*}\right)$, with the observable excitation density scalings as:

$$
\begin{equation*}
n_{E}\left(v_{\perp}, v_{\|}\right)=\frac{1}{L} \sum_{k} p_{k} \sim \max \left[k_{\perp}^{*}, k_{\|}^{*}\right] \quad \sim \quad\left(\min \left[\xi_{\perp}, \xi_{\|}\right]\right)^{-1} \tag{3.5}
\end{equation*}
$$

In summary, the dynamics of the states $\left|\psi_{k,-k}(t)\right\rangle$ can be classified as either: (i) non-universal for $k \gg \Lambda_{\text {eff }}$, (i) universal ( $k \ll \Lambda_{\text {eff }}$ ) but slow ( $\left|\hat{v}_{k}\right| \ll 1$ ), and (iii) universal and fast $\left(\left|\hat{v}_{k}\right| \gg 1\right)$, see Fig. 3.2(c). The last two cases are separated by the onset of adiabaticity breaking at $k \sim k^{*}$. In case of two driven couplings, there are also two scales: $k_{\perp}^{*}$ and $k_{\|}^{*}$. Only for $k_{\|}^{*} \gg k_{\perp}^{*}$ the scaling due to the longitudinal drive becomes observable (see again (3.5) and Fig. 3.2(c)). A convenient way to parametrize the drive in terms of dimensionless couplings is:

$$
\begin{equation*}
\overrightarrow{\hat{v}}=\hat{v}_{\perp} \vec{e}_{\hat{\Delta}}+\hat{v}_{\|} \vec{e}_{\hat{D}_{2}}=\hat{v}\binom{\cos (\phi)}{\sin (\phi)} . \tag{3.6}
\end{equation*}
$$

In this setting, the choice of $\phi$ (how steeply we approach the transition) sets a crossover velocity $\hat{v}^{*}(\phi)$ defined by $k_{\|}^{*} \approx k_{\perp}^{*}$, such that the excitation density $n_{E}(\hat{v}, \phi)$ is either dominated by (i) the drive of the subleading coupling for $1 \gg \hat{v} \gg \hat{v}^{*}(\phi)$ or (ii) the leading coupling for $\hat{v} \ll \hat{v}^{*}(\phi)$. A schematic overview plot is shown in Fig. 3.2(d).

[^16]Parallel drive - Competing drive and equilibrium scales: Since the drives above either cross or at least reach the critical point, the equilibrium scale $\xi_{\text {eq }} \sim \hat{\Delta}^{-1}$ is not observable in the dynamic setting (in the thermodynamic limit). A different scenario is the drive parallel (with $v_{\|}$) to the phase boundary, while keeping a constant distance to it (see (3) in Fig. 3.2(a)). In this case, $\xi_{\text {ed }}$ is finite based on $\hat{\Delta}(t)=\hat{\Delta}^{0}=$ const. . Therefore, the finite correlation length $\xi_{\text {eq }}$ can become smaller than $\xi_{\|}$, resulting in a competition. The role of $\xi_{\text {eq }}$ is to restore adiabaticity at large distances, see Fig. 3.2(c). It provides an ideal testbed for the generalized KZM since the observable scaling of $\xi^{*}$ as a function of $v_{\|}$is only provided by an equilibrium irrelevant coupling.

Drive geometry - microscopic vs macroscopic couplings: The construction of a drive is (naively) based on the phase digram in terms of 'microscopic' couplings as in Fig. 3.2(a). From the geometry of the 'microscopic' phase diagram, a transversal drive would cross the phase boundary in a perpendicular fashion, whereas a parallel drive would run along the phase boundary. In contrast, the large distance behavior and the induced scales by the drive are inferred from the RG analysis. The geometry in the RG need not be 'aligned' with the geometry in terms of the microscopic couplings. The first is dictated by the fixed point of the flow equations. In its vicinity, effective couplings (the eigendirections of the linearized flow) can be defined with well-defined scaling dimensions. These effective couplings can be different from the microscopic couplings. In particular, they need not be orthogonal to each other (interpreting effective couplings as vectors in the coupling space). In this framework, a transversal drive corresponds to a drive of a relevant effective coupling. A longitudinal drive corresponds to a drive of an irrelevant effective coupling. Therefore, it is possible that a perpendicular drive in the 'microscopic' phase diagram can correspond to a generalized drive of a relevant and a subleading coupling. In contrast, driving parallel to the phase boundary is unambiguous and corresponds to a drive of a subleading coupling. We demonstrate this at the level of spin vs. fermion couplings (see also 1 in Fig. 3.5, which corresponds to a purely transversal drive). Finally, we argue that the same issue arises for Wilson-Fisher fixed points in interacting theories.

### 3.1 Driven transverse XY Chain - Mechanism of Adiabaticity Breaking

In the following, we approach the KZM from different perspectives: (i) a phenomenological perspective, (ii) a RG perspective with a generalization for irrelevant couplings, and (iii) a practical implementation for spin models. A well-studied version, theoretically and experimentally, of the KZM in quantum models corresponds to the driving of the (relevant) transversal field $g(t)$ in transverse XY and related models (see again Fig. 3.1). An example of an experimental realization in the same universality class are slow drives in Rydberg atom systems ${ }^{3}$, revealing a remarkable agreement with the theoretical predictions [36].

[^17]
### 3.1.1 Phenomenological Perspective

We consider the aforementioned drive of the transversal field $g(t)-g_{c}=v_{0} t$ in the transverse XY model [11]. The drive starts at time $t_{i}$ with $g\left(t_{i}\right) / J \gg 1$ in the $\mathbb{Z}_{2}$-symmetric ground state and ends at $t_{f}$ at $g\left(t_{f}\right) / J=0$ in the symmetry broken phase. Since the system is initialized in the ground state of $\boldsymbol{H}\left(t_{i}\right)$, it will stay (approximately) in the ground state as long as the drive with velocity $v_{0}$ is slow compared to the time scale set by the gap $\Delta(t)$ of the instantaneous Hamiltonian: $\xi_{\tau} \sim \Delta^{-1}(t)$. Close to the gap closing at the transition, adiabaticity will inevitably break down and the system gets excited. The symmetry of the ground state will not be broken during the unitary evolution. However, the non-adiabatic evolution results in a final state of the form ${ }^{4}$

$$
\begin{equation*}
\left|\psi\left(t_{f}\right)\right\rangle=\operatorname{superposition}(|\rightarrow \rightarrow| \leftarrow \leftarrow \leftarrow|\rightarrow \rightarrow \ldots\rangle) \tag{3.7}
\end{equation*}
$$

The state contains locally ordered patches, separated by domain walls (marked orange) with a density:

$$
\begin{equation*}
n_{E}=\langle\frac{1}{L} \sum_{l} \underbrace{\frac{1}{2}\left(1-\boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}\right)}_{\text {spin operators }}\rangle=\langle\frac{1}{L} \sum_{k} \underbrace{\boldsymbol{\chi}_{k}^{\dagger} \boldsymbol{\chi}_{k}}_{\text {fermion op. }}\rangle \neq 0 \tag{3.8}
\end{equation*}
$$

In this limit, the density of spin defects is also equal to the quasi-particle density in the fermionic description. The average size of the domains is denoted as $\xi^{*}$ and depends on the drive velocity. This length scale is directly related to the domain wall density (in one dimension ${ }^{5}$ ) [10]

$$
\xi^{*} \sim n_{E}^{-1}
$$

The scaling of $\xi^{*}$ with the drive velocity is dictated by the underlying equilibrium model, as argued before (see also Fig. 3.3(b):

$$
\begin{equation*}
\xi^{*}=\xi_{0} \sim v_{0}^{-\frac{1}{n z+1 / \nu}} \tag{3.9}
\end{equation*}
$$

The finite length scale $\xi^{*}$ depends on the equilibrium critical exponents $z, \nu$ and the information of the drive (order $n$ and the velocity $v_{0}$ ).

## Box 5: Adiabaticity breaking from a physical perspective

Physically, the system can be seen as being frozen in the non-adiabatic regime ('impulse regime'), unable to follow the fast time-evolved Hamiltonian. A second, more refined point of view takes the speed of quasi-particles/excitations into account. The excitations spread with a velocity, determined by their dispersion with a (maximal) velocity scale $v \approx \xi^{*} / t^{*}[124,137]$. Therefore, the correlation length still grows during the "impulse" regime, which will nevertheless not change the overall scaling with the critical exponents. For an example of a fully time-resolved process see, e.g., Ref. [138].

[^18]Generalized heuristics: The aforementioned scaling behavior can be generalized as was shown in Ref. [41]: even equilibrium irrelevant couplings can lead to a 'universal' breaking of adiabaticity with an observable length scale. We can anticipate this effect from the earlier heuristic derivation, if we associate a length scale with each coupling $g_{j}$ (and its dimensionless version $\hat{g}_{j}$ ) according to

$$
\begin{equation*}
\xi \sim\left|\hat{g}_{j}-\hat{g}_{j}^{*}\right|^{-\frac{1}{\operatorname{dim}\left[g_{j}\right]}} . \tag{3.10}
\end{equation*}
$$

Here, $\hat{g}_{j}^{*}$ is the fixed point value of the coupling. This scale is only a relevant scale once it grows at larger distances, which is the case for relevant couplings. Nevertheless, this is not a necessary condition to break adiabaticity in the driven scenario. If a coupling $\hat{g}_{j}$ is driven with $\hat{v}_{j} \hat{t}^{n}$ relative to the fixed point $\left(\hat{v}_{j}\right.$ : generalized 'velocity'), the same heuristic arguments as above lead to the prediction of a scaling behavior:

$$
\begin{equation*}
\xi_{j} \sim \hat{v}_{j}^{-\frac{1}{n z+\operatorname{dim}\left[g_{j}\right]}} . \tag{3.11}
\end{equation*}
$$

Even for irrelevant couplings with $\operatorname{dim}\left[g_{j}\right]<0$, a drive of sufficiently high order $n$ can lead to a diverging length in the limit of a slow drive ( $\hat{v}_{j} \rightarrow 0$ ) once $n z+\operatorname{dim}\left[g_{j}\right]>0$. Therefore, even couplings irrelevant at equilibrium can lead to universal breaking of adiabaticity.

### 3.1.2 Generalized Mechanism - RG Perspective

This heuristic derivation of the universal KZM scaling can also be obtained from an adiabatic RG analysis, summarized in Fig. 3.3. In this approach, the onset of adiabaticity breaking is signalled by the breakdown of the adiabatic description at the length scale $\xi^{*}$ [41].

## Adiabatic perspective:

A system prepared in the ground state of $\boldsymbol{H}\left(t_{i}\right)$ will approximately stay in the ground state of $\boldsymbol{H}(t)$ for an adiabatic evolution. Therefore, the thermodynamic quantities can still be obtained from the equilibrium partition sum, evaluated at a given point in time, $Z\left(\left\{g_{i}\right\}\right) \rightarrow Z\left(\left\{g_{i}(t)\right\}\right)$ [41]. The role of time $t$ is comparable to an additional parameter in the equilibrium RG. Therefore, the equilibrium RG discussion, based on $\left\{g_{j}\right\}$, can be lifted to an adiabatic RG analysis including a slow drive with velocities $v_{j}$. The full set of couplings therefore is given by $\left\{g_{j}, v_{j}\right\}$ (for drives of order $n$ ). In analogy to the equilibrium case, the new couplings $\left\{v_{j}\right\}$ can be classified as (i) relevant, (ii) marginal or (iii) irrelevant. The relevant ones will be responsible for adiabaticity breaking and the breakdown of the adiabatic description. As an example, we consider again the partition sum of the transverse XY model. This time, we include a slow drive of the relevant coupling $\Delta$ with $v_{\perp} t^{n}$ (perpendicular to the phase boundary) and a drive of the irrelevant coupling $D_{2}$ with $v_{\|} t^{n}$ (parallel to the phase boundary), see Fig. 3.4. To keep the notation light, we do not include the index $n$ in the following. Repeating the three RG steps in the momentum-shell RG (including a rescaling of time as $t \rightarrow b^{z} t$ ), the coarse grained description


Figure 3.3: Overview of the Kibble-Zurek mechanism for transversal drives across a continuous phase transition ( $(\boldsymbol{a})$ spin couplings; ( $a^{\prime}$ ) fermion couplings). (b) Two time scales compete: (i) the correlation time $\xi_{\tau}$ (solid line), and (ii) the time scale of the drive (dashed in (b)). The slower the drive, the closer to the transition adiabaticity gets broken. In the fermionic version, this drive corresponds to changing a relevant coupling $\hat{\Delta}$ in time. (b') In the adiabatic $R G$, this drive corresponds to a new relevant coupling $\hat{v}_{\perp}=\hat{v}_{\Delta}$. Depending on the value of $\hat{\Delta}$ and the drive velocity, adiabaticity is broken (at larger scales) once $\left|\hat{v}_{\Delta}(s)\right| \approx 1$ before $|\hat{\Delta}(s)| \approx 1$. In the reversed case, the evolution remains adiabatic. The brown dot corresponds to the undriven scenario, the black dot corresponds to $\left(\hat{\Delta}, \hat{v}_{\text {fast }}\right)$ (adiabaticity broken), and the purple dot to $\left(\hat{\Delta}, \hat{v}_{\text {slow }}\right)$ (adiabaticity unbroken).
reads:

$$
\left.\begin{array}{l}
Z\left(\left\{g_{i}(t)\right\}\right)=Z_{<\times} \\
\int \mathcal{D}[\Psi] \exp \left(-\int_{-\infty}^{\infty} d \tau \int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi}\right. \\
\bar{\psi}_{Q} \partial_{\tau} \psi_{Q} \\
+\frac{1}{2} k D_{1}\left[\bar{\psi}_{Q} \bar{\psi}_{-Q}-\psi_{Q} \psi_{-Q}\right] \\
+\left(b^{+1} \Delta+b^{+1+n z} v_{\perp} t^{n}\right) \bar{\psi}_{Q} \psi_{Q} \\
-\left(b^{-1} k^{2} D_{2}+b^{-1+n z} v_{\|} t^{n} k^{2}\right) \bar{\psi}_{Q} \psi_{Q} \\
\left.+\mathcal{O}\left(b^{2 \chi+z-(n+1)} k^{n}\right)\right) .
\end{array}\right\} \begin{aligned}
\text { coupling } & \text { scaling dim. } \\
\hat{\Delta} & +1 \\
\hat{v}_{\perp} & +1+n z \\
\hat{D}_{2} & -1 \\
\hat{v}_{\|} & -1+n z
\end{aligned}
$$

The scaling dimensions and RG transformations of the drive couplings have a very similar structure compared to the equilibrium case in (2.48). Collecting the dimensionless equilibrium couplings in $\overrightarrow{\hat{g}}_{\mathrm{eq}}=\left(\hat{\Delta}, \hat{D}_{2}, \ldots\right)$ and the drive couplings
in $\overrightarrow{\hat{g}}_{\text {drive }}=\left(\hat{v}_{\Delta}, \hat{v}_{D_{2}}, \ldots\right)$, the flow equations are:

$$
\begin{equation*}
\partial_{s} \overrightarrow{\hat{g}}_{\mathrm{eq}}=M \overrightarrow{\hat{g}}_{\mathrm{eq}}, \quad \partial_{s} \overrightarrow{\hat{g}}_{\mathrm{drive}}=(M+n z \mathbb{1}) \overrightarrow{\hat{g}}_{\text {drive }} \tag{3.12}
\end{equation*}
$$

Therefore, the (linearized) flow equations for the drive couplings have the same eigendirections (eigenvectors of $M$ ) as their equilibrium counterparts but with shifted critical exponents:

$$
\begin{equation*}
\operatorname{dim}\left[v_{j}\right]=n z+\operatorname{dim}\left[g_{j}\right] . \tag{3.13}
\end{equation*}
$$

This also applies to interacting models with a Wilson-Fisher fixed point [41].

## Adiabaticity breaking:

This adiabatic description is valid as long as the drive couplings stay small: $\left|\overrightarrow{\hat{g}}_{\text {drive }}\right| \ll 1$. However, adiabaticity can be broken once $\left|\overrightarrow{\hat{g}}_{\text {drive }}\left(s^{*}\right)\right| \sim \mathcal{O}(1)$. As an example, consider the flow of $\hat{v}_{\perp}(s)$ based on (3.13):

$$
\hat{v}_{\perp}\left(s^{*}\right)=\hat{v}_{\perp} e^{(n z+\operatorname{dim}[\Delta]) s^{*}}=\hat{v}_{\perp} b^{* n z+\operatorname{dim}[\Delta]} \stackrel{\dot{\sim}}{\approx} 1 \quad \Rightarrow \quad b^{*} \approx \hat{v}_{\perp}^{-\frac{1}{n z+\operatorname{dim}[\Delta]}} .
$$

The corresponding length scale $\xi^{*} \sim a \cdot b^{*}$ has the same scaling behavior as the heuristically derived one in (3.1). Nevertheless, for a finite distance to the critical point, the underlying equilibrium correlation length $\xi_{\text {eq }}$ is also finite. It is determined by the growth of $\hat{\Delta}$ at larger distances: $\left|\hat{\Delta}\left(s^{*}\right)\right| \approx 1$. For a given set of microscopic couplings $\hat{\Delta}, \hat{v}_{\perp}$ (two dots in Fig. 3.3(b')), two length scales emerge:

$$
\begin{align*}
|\hat{\Delta}(s)| \approx 1 & \Rightarrow \quad \xi_{\mathrm{eq}} \sim \hat{\Delta}^{-\frac{1}{\operatorname{dim}[\Delta]}} \\
\left|\hat{v}_{\perp}(s)\right| \approx 1 & \Rightarrow \quad \xi_{\text {drive }} \sim \hat{v}_{\perp}^{-\frac{1}{n z+\operatorname{dim}[\Delta]}} . \tag{3.14}
\end{align*}
$$

The observable behavior is determined by the smaller scale. At a given point in the phase diagram the drive is either (i) adiabatic with a correlation length $\xi^{*} \sim \xi_{\text {eq }}$ or (ii) non-adiabatic with $\xi^{*} \sim \xi_{\text {drive }}$, see Fig. 3.3(b'). If more than one coupling is driven, $\xi_{\text {drive }}$ is replaced by the individual drive scales $\xi_{j}$ (see (3.2)) for each driven coupling $g_{j}$ :

$$
\begin{equation*}
\xi^{*} \sim \min \left[\xi_{\mathrm{eq}}, \xi_{0}, \xi_{1}, \ldots\right] . \tag{3.15}
\end{equation*}
$$

### 3.1.3 Practical Implementation for Spin Models

Our main goal in the following sections is to demonstrate (i) a competition of scales due to multiple driven couplings and (ii) the emergence of a finite length scale from driven irrelevant couplings in the transverse XY and related models. Therefore, we combine the phenomenological perspective (spin observables) with the RG considerations for the fermion model. Possible options to extract the correlation length $\xi^{*}$ from spin observables are: (i) extract $\xi^{*}$ from correlation functions like $C_{i j}^{z z}$ or $C_{i j}^{x x}$, (ii) extract $\xi^{*}$ from order local expectation values like the domain wall density (ferromagnetic) or spins flip density (paramagnetic) or (iii) extract $\xi^{*}$ from the entanglement entropy (see, e.g., Refs. [11, 12]). The
second option is directly linked to the fermionic excitation density. If the drive is stopped at a vanishing transverse field $g=0$ (deep in the ferromagnetic phase), the fermionic excitation density corresponds to the density of domain walls, see again (3.8). If the drive is stopped deep in the paramagnetic phase $(g-J \gg \gamma$ or $\left.J(g-J) \gg \gamma^{2}\right)$, the excitation density corresponds to the density of spin flips [11]. In this regime, the quasi-particle operators are $\chi_{k} \approx \boldsymbol{c}_{k}$, such that ${ }^{6}$

$$
\begin{equation*}
n_{E}=\frac{1}{L}\left\langle\sum_{k} \chi_{k}^{\dagger} \boldsymbol{\chi}_{k}\right\rangle \approx \frac{1}{L}\left\langle\sum_{k} c_{k}^{\dagger} c_{k}\right\rangle=\frac{1}{L}\left\langle\sum_{l} \frac{1}{2}\left(1-\boldsymbol{\sigma}_{l}^{z}\right)\right\rangle \tag{3.16}
\end{equation*}
$$

Therefore, we can directly relate the fermionic excitations with observable spin excitations and extract $\xi^{*} \sim n_{E}^{-1}$ in the limiting cases. This leads to a simplification: to extract $\xi^{*}$ we can entirely work with local operators in the fermionic description. Nevertheless, the drives have to be built around tuning the spin couplings $J(t)=J_{0}+v_{J} t^{n}$ and $g(t)=g_{0}+v_{g} t^{n}$ for the transverse XY model. We have already argued that driving $g(t)$ will lead to the known KZM scaling, associated with the relevant coupling $\hat{\Delta}$. In contrast, driving parallel to the phase boundary with $g(t)-J(t)=$ const. corresponds to a drive of the irrelevant coupling $\hat{D}_{2}$. In the limit $k \rightarrow 0$ the drives are related as

$$
\begin{array}{l|l}
\text { eff. fermion couplings } & \text { eff. velocities } \\
\hline \frac{g(t)-J(t)}{\gamma} \stackrel{k \rightarrow 0}{\approx} \hat{\Delta}(\hat{t})=\hat{\Delta}^{0}+\hat{v}_{\perp} \hat{t}^{n}, & \hat{v}_{\perp} \approx \frac{2\left(v_{g}-v_{J}\right)}{(2 \gamma)^{n+1}}, \\
\frac{J(t)}{2 \gamma}{ }^{k \rightarrow 0} \hat{D}_{2}(\hat{t})=\hat{D}_{2}^{0}+\hat{v}_{\|} \hat{t}^{n}, & \hat{v}_{\|} \approx \frac{v_{J}}{(2 \gamma)^{n+1}} .
\end{array}
$$

In the fermionic language, the desired drive of a relevant and an irrelevant coupling corresponds to the time dependent dimensionless Hamiltonians for each momentum sector $(k,-k)$ (see again (2.24)):

$$
\hat{h}_{k}(\hat{t})=[\underbrace{\hat{\Delta}^{0}+\hat{v}_{\perp} \hat{t}^{n}}_{=(g(t)-J(t)) / \gamma}+\underbrace{2\left(\hat{D}_{2}^{0}+\hat{v}_{\|} \hat{t}^{n}\right)}_{=J(t) / \gamma}(1-\cos (k a))] \sigma_{z}+\sin (k a) \sigma_{x} .
$$

Exemplary drives are shown in Fig. 3.5. The involved static and driven couplings give rise to three competing length scales

$$
\begin{equation*}
\xi_{\mathrm{eq}} \sim \hat{\Delta}_{0}^{-1}, \quad \xi_{\perp} \sim \hat{v}_{\perp}^{-\frac{1}{1+n z}}, \quad \xi_{\|} \sim \hat{v}_{\|}^{-\frac{1}{-1+n z}} \tag{3.17}
\end{equation*}
$$

For the transverse XY model with $z=1$, both drive scales diverge for $\hat{v} \rightarrow 0$ once the drive is at least quadratic $n \geq 2$. Depending on the microscopic coupling strengths, either one of the three length scales becomes observable as shown in Fig. 3.4(b). A microscopic velocity $1 \gg \hat{v}_{\perp} \gg \hat{v}_{\|}$favors the emergence of $\xi^{*} \sim \xi_{\perp}$ (case 3 in Fig. 3.4). For $1 \gg \hat{v}_{\|} \gg \hat{v}_{\perp}$, the subleading scaling can become observable $\xi^{*} \sim \xi_{\|}$(case (1) in Fig. 3.4). Therefore, the observable scale $\xi^{*}$ depends on the ratio of $\hat{v}_{\|}$and $\hat{v}_{\perp}$. However, we will specify the conditions

[^19](a) generalized drives in the phase diagram

(b) adiabatic $R G$ perspective


Figure 3.4: (a) A generalized drive in the transverse $X Y$ model with a component along the relevant direction $\hat{v}_{\perp}$ and along the subleading (irrelevant) direction $\hat{v}_{\|}$. (b) At a given point in time, the relevant information is encoded in $\left(\hat{\Delta}, \hat{v}_{\perp}, \hat{v}_{\|}\right)$, which changes under the $R G$ at larger distances. Depending on the position parameters at that time, the drive is either adiabatic (case 2) or nonadiabatic due to the drive of $\hat{\Delta}$ (case 3) or the drive of $\hat{D}_{2}$ (case 1).
more precisely in the following sections.
Parametrization: The scaling behavior of $\xi^{*}$ (and $n_{E}$ ) is inferred from the fermionic RG flow in the vicinity of the fixed point. As mentioned before, the drive couplings have the same eigendirections compared to the equilibrium RG. Therefore, the simple structure of the equilibrium RG flow allows us to decompose a drive coupling vector $\overrightarrow{\hat{v}}$ in terms of the orthogonal (equilibrium) directions $\hat{\Delta}$ and $\hat{D}_{2}$. In terms of dimensionless couplings the decomposition reads:

$$
\begin{equation*}
\overrightarrow{\hat{v}}=\hat{v}_{\perp} \vec{e}_{\hat{\Delta}}+\hat{v}_{\|} \vec{e}_{\hat{D}_{2}}=\hat{v}\binom{\cos (\phi)}{\sin (\phi)}, \tag{3.18}
\end{equation*}
$$

as shown in Fig. 3.4(a). The angle $\pi / 2-\phi$ is defined as the angle enclosed with the equilibrium irrelevant direction ( $\hat{D}_{2}$-direction) [notation as in Ref. [41]]. We will typically consider drives for a fixed angle and very $\hat{v}$ to extract $\xi^{*}(\hat{v})$. An example is sketched in Fig. 3.2(b). For $\hat{v} \rightarrow 0$, the scaling due to $\xi_{\perp}$ will be observable, since the transversal drive is the leading relevant coupling. Nevertheless, for an intermediate range of velocities $\hat{v}\left(1 \gg \hat{v} \gg \hat{v}^{*}=\hat{v}^{*}(\phi)\right)$ the subleading scaling will be observable as well, sketched in Fig. 3.2(b). The leading and subleading scaling regime are separated by a crossover velocity $\hat{v}^{*}(\phi)$. For angles closer to $\pi / 2, \hat{v}^{*}(\phi)$ becomes smaller and the subleading scaling regime increases.

## Box 6: Spin vs. fermionic coupling space

The definition of the angle is based on the linearized fermionic RG and the eigendirections of $M$ at the fixed point $\overrightarrow{\hat{g}}^{*}$. A drive of the transversal field corresponds to $\phi_{1}=0$ (see Fig. 3.5(b)). By definition, this is a transversal drive (driving an equilibrium relevant coupling). A longitudinal (or parallel) drive (3) lies in the basin of attraction spanned by all the irrelevant coupling directions. A feature of these drive protocols is that the notion of 'transversal' is less obvious in the spin language, where the same protocol corresponds to path (1) in Fig. 3.5(a) with $\phi_{1}^{\prime} \neq 0$. Formally speaking, the mapping between the spin and fermion couplings ((3.19) for $k \rightarrow 0)$ is not angle preserving. Practically, this means that the nature of a drive (transversal or longitudinal) cannot always be inferred from the 'microscopic' phase diagram. Mathematically, for $k \rightarrow 0$ and in the vicinity of the critical point, the fermionic and spin couplings are related by:

$$
\mathcal{M}\binom{g / \gamma}{J / \gamma} \approx\binom{\hat{\Delta}}{\hat{D}_{2}}, \quad \mathcal{M}=\left(\begin{array}{cc}
1 & -1  \tag{3.19}\\
0 & \frac{1}{2}
\end{array}\right)
$$

with $\mathcal{M}^{-1} \neq \mathcal{M}^{T}$. Given a drive $\overrightarrow{\hat{v}}$, the corresponding angles can be expressed in terms of $\mathcal{M}$ and the unit vectors $\vec{e}_{j}$ in coupling direction $j$ :
fermions: $\sin (\phi)=\frac{\left\langle\hat{\vec{v}}, \vec{e}_{\hat{D}_{2}}\right\rangle}{|\hat{\vec{v}}|\left|\vec{e}_{\hat{D}_{2}}\right|}, \quad \operatorname{spin}: \sin \left(\phi^{\prime}\right)=\frac{\left\langle\mathcal{M}^{-1} \hat{\vec{v}}, \mathcal{M}^{-1} \vec{e}_{\hat{D}_{2}}\right\rangle}{\left|\mathcal{M}^{-1} \hat{\vec{v}}\right|\left|\mathcal{M}^{-1} \vec{e}_{\hat{D}_{2}}\right|}$.
Even though the angles will deviate for a composite drive, a 'longitudinal' drive is longitudinal in both systems (see Sec. 3.4 for an example).

### 3.1.4 Interlude: Time Evolution of Gaussian States

The time evolution of interacting models becomes intractable for large system sizes due to the exponentially (in $L$ ) large number of needed parameters to de-
scribe the state. The advantage of quadratic non-interacting fermion models is that the ground states (as well as thermal states) are Gaussian states. In particular, the ground state is described by the set of complex coefficients $\left(u_{k}, v_{k}\right)$ (polynomial in $L$ ) with $\left|\mathrm{GS}_{t_{i}}\right\rangle=\prod_{k>0}\left(u_{k}^{*}-v_{k}^{*} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{-k}^{\dagger}\right)|0\rangle$. This Gaussian form is preserved under the time evolution of a quadratic Hamiltonian $\boldsymbol{H}(t)=\sum_{k>0} \boldsymbol{H}_{k,-k}(t)$, where the different momentum sectors completely decouple. Therefore, we seek for a description in terms of time dependent parameters $\left(U_{k}(t), V_{k}(t)\right)$ 's (where the capital letters are used to distinguish them from the ground state values). There are two equivalent approaches to find the evolution of the coefficients: (1) Schrödinger picture approach and (2) Heisenberg picture approach.

Schrödinger picture: The direct approach is to solve the Schrödinger equation in each momentum sector spanned by $\left\{|0\rangle_{k}, c_{k}^{\dagger} c_{-k}^{\dagger}|0\rangle_{k}\right\}=:\{|0\rangle,|1\rangle\}$ (forming a two level system). The $(k,-k)$ part of the initial ground state in this basis is given by $\left|\mathrm{GS}_{k}\right\rangle=\left(-v_{k}^{*}, u_{k}^{*}\right)^{T}$ and the Hamiltonian takes the form

$$
\begin{align*}
& \left(\begin{array}{cc}
\langle 0| \boldsymbol{H}_{k,-k}(t)|0\rangle & \langle 0| \boldsymbol{H}_{k,-k}(t)|1\rangle \\
\langle 1| \boldsymbol{H}_{k,-k}(t)|0\rangle & \langle 1| \boldsymbol{H}_{k,-k}(t)|1\rangle
\end{array}\right):=\tilde{h}_{k}(t)=\sigma_{x} h_{k}(t) \sigma_{x},  \tag{3.20}\\
& i \partial_{t}\binom{-V_{k}^{*}(t)}{U_{k}^{*}(t)}=\tilde{h}_{k}(t)\binom{-V_{k}^{*}(t)}{U_{k}^{*}(t)} . \tag{3.21}
\end{align*}
$$

Therefore, each momentum sector corresponds to a Landau-Zener like model in disguise and can be solved individually.

Heisenberg picture: The second equivalent approach, often used in the literature [10, 11], takes the operator perspective in the Heisenberg picture. As an ansatz, the time-dependent annihilation operators $\boldsymbol{c}_{k}(t)$ are written in terms of the initial quasi-particle creation and annihilation operators $\left\{\boldsymbol{\chi}_{k}\left(t_{i}\right), \boldsymbol{\chi}_{k}^{\dagger}\left(t_{i}\right)\right\}$ :

$$
\begin{align*}
\text { ansatz: } & \boldsymbol{c}_{k}(t)=U_{k}(t) \boldsymbol{\chi}_{k}\left(t_{i}\right)+V_{-k}^{*}(t) \boldsymbol{\chi}_{-k}^{\dagger}\left(t_{i}\right)  \tag{3.22}\\
\text { evolution: } & i \partial_{t} \boldsymbol{c}_{k}(t)=\left[\boldsymbol{c}_{k}(t), \boldsymbol{H}^{+}(t)\right] .
\end{align*}
$$

The time evolution of $\boldsymbol{c}_{k}(t)$ translates into the time evolution of the coefficients ( $U_{k}(t), V_{k}(t)$ ), which evolve according to [11] (see again (2.28)):

$$
\begin{align*}
& |A(t)\rangle_{k}:=\binom{U_{k}(t)}{V_{k}(t)}, \quad\left|A\left(t_{i}\right)\right\rangle_{k}=\left|+\left(t_{i}\right)\right\rangle_{k},  \tag{3.23}\\
& i \partial_{t}|A(t)\rangle_{k}=h_{k}(t)|A(t)\rangle_{k}
\end{align*}
$$

Note that in this second approach, the initial ground state of the fermion model corresponds to the excited state of $h_{k}$.

In both approaches, the time evolved state (in the Schrödinger picture) takes the form:

$$
\begin{equation*}
\text { diabatic representation: } \quad|\Psi(t)\rangle=\prod_{k>0}\left(U_{k}^{*}(t)-V_{k}^{*}(t) \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{-k}^{\dagger}\right)|0\rangle \tag{3.24}
\end{equation*}
$$

The state has a similar appearance as the ground state, but it can host excitations. Rewriting the state in terms of the instantaneous ground state $\left|\mathrm{GS}_{t}\right\rangle$ and
quasi-particle operators $\chi_{k, t}$ gives:

$$
\begin{equation*}
\text { adiabatic representation: }|\Psi(t)\rangle=\prod_{k>0}\left(a_{k}(t)+b_{k}(t) \boldsymbol{\chi}_{k, t}^{\dagger} \boldsymbol{\chi}_{-k, t}^{\dagger}\right)\left|\mathrm{GS}_{t}\right\rangle \tag{3.25}
\end{equation*}
$$

The coefficients in the two representations are related as:

$$
\binom{a_{k}}{b_{k}}=\left(\begin{array}{cc}
u_{k} & v_{k}  \tag{3.26}\\
v_{k}^{*} & -u_{k}^{*}
\end{array}\right)\binom{U_{k}^{*}}{V_{k}^{*}} .
$$

The advantage of the adiabatic representation (3.25) is that we can directly deduce the excitation density:

$$
\begin{equation*}
n_{E}(t)=\frac{1}{L} \sum_{k}\langle\Psi(t)| \boldsymbol{\chi}_{k, t}^{\dagger} \boldsymbol{\chi}_{k, t}|\Psi(t)\rangle=\frac{1}{L} \sum_{k} p_{k}=\frac{1}{L} \sum_{k}\left|b_{k}\right|^{2} \tag{3.27}
\end{equation*}
$$

## Box 7: Relation of the coefficients

To relate the coefficients $a_{k}, b_{k}$ in the adiabatic representation to the diabatic representation, we express $|\Psi(t)\rangle$ in terms of the ground state and excited states (for momenta $\pm k$ ):

$$
\begin{align*}
& \left|\mathrm{GS}_{t, k}\right\rangle=\left(u_{k}^{*}-v_{k}^{*} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{-k}^{\dagger}\right)\left|0_{k}\right\rangle, \quad\left|\mathrm{E}_{t, k}\right\rangle=\boldsymbol{\chi}_{k}^{\dagger} \boldsymbol{\chi}_{-k}^{\dagger}\left|\mathrm{GS}_{t, k}\right\rangle, \\
& \text { many-body state: } \quad|\Psi(t)\rangle=\prod_{k>0}\left(a_{k}\left|\mathrm{GS}_{t, k}\right\rangle+b_{k}\left|\mathrm{E}_{t, k}\right\rangle\right) . \tag{3.28}
\end{align*}
$$

The adiabatic representation of the corresponding two level description $\left(|A(t)\rangle_{k}\right)$ is obtained by using the instantaneous eigenstates $\left\{|+(t)\rangle_{k}, \mid-\right.$ $\left.(t)\rangle_{k}\right\}$ of $h_{k}(t)$ :

$$
\begin{equation*}
\text { two-level state: } \quad|A(t)\rangle_{k}=a_{k}^{*}(t)|+(t)\rangle_{k}-b_{k}^{*}(t)|-(t)\rangle_{k} . \tag{3.29}
\end{equation*}
$$

The overall relation between the coefficients is given in (3.26).

To summarize: starting from the ground state in the transverse XY model, the evolution of the different momentum sectors $(k,-k)$ decouples. Each sector is described by a two level system with time dependent Hamiltonian $h_{k}(t)$. Nonetheless, the time evolution for $h_{k}(t)$ is not necessarily exactly solvable. A notable exception is a linear drive, corresponding to the Landau-Zener model discussed in Sec. 2.1.1 (and, e.g., Ref. [11]).

### 3.2 Linear Drive (1): Transverse XY Model and relevant Couplings

In the following, we will supplement the heuristic and RG derivation of the KZM scaling of $\xi^{*}$ (and therefore $n_{E}$ ) with an exact calculation for a linear drive of the transversal field - a purely transversal drive [11]. The derivation in the context of a quantum phase transition and the quantum Ising model was first performed by Dziarmaga [11]. Besides its simplicity, it also lays out the
strategy we will follow in the next sections.
For such a linear drive, the excitation density $n_{E}$ can be exactly calculated based on the asymptotic Landau-Zener result (2.3). The drive starts from the paramagnetic phase and ends deep in the ferromagnetic phase with $g(t) / \gamma=$ $-v_{0} t$ for $t_{i}=-\infty$ and $t_{f}=0$. The coupling $J / \gamma=J_{0} / \gamma$ is held fixed and the transition is crossed at $g_{c}=J_{0}$, see Fig. 3.3(a). In the paramagnetic phase, the physical observable is the domain wall density $n_{E}\left(\hat{v}_{0}\right)$, depending on the dimensionless velocity $\hat{v}_{0}$. Using the KZM argument, the domain wall density should scale universally with $\hat{v}_{0}$ in the vicinity of the transition $(z=\nu=1)$ :

$$
n_{E}\left(\hat{v}_{0}\right) \sim \xi^{*-1} \quad \Rightarrow \quad \text { KZM prediction: } \xi^{*} \sim \hat{v}_{0}^{-\frac{1}{2}}
$$

In the fermionic formulation, the excitation density $n_{E}$ is given by summing up the excitation probabilities $p_{k}$ for each two level system labelled by $(k,-k)$, see again (3.27). In case of a linear drive, the $p_{k}$ 's can be determined exactly based on the Landau-Zener result (2.3). In Sec. 2.1.1, the two level model was recast in a canonical dimensionless form:

$$
i \partial_{\bar{t}}\binom{U}{V}=\left(\begin{array}{cc}
\hat{v}_{\mathrm{eff}} \cdot \bar{t} & 1  \tag{3.30}\\
1 & -\hat{v}_{\mathrm{eff}} \cdot \bar{t}
\end{array}\right)\binom{U}{V} .
$$

The asymptotic excitation probability will only depend on the dimensionless velocity $\hat{v}_{\text {eff }}$. A fast drive with $\hat{v}_{\text {eff }} \gg 1$ will lead to a probability close to 1 . In the following, we adapt this strategy for the two level systems $h_{k}(t)$ for the transverse XY model. In this case, the effective velocity will be $k$-dependent (scale dependent). Adiabaticity breaking is indicated by a diverging effective velocity for $k \rightarrow 0$, as we will analyze in the following.

Canonical parametrization: In analogy to (3.30), the state in each sector is described by $\left(U_{k}(t), V_{k}(t)\right)$. The time evolution is encoded in the hermitian matrix $h_{k}(t)$, see again (3.23). Similar to the RG discussion, we will use dimensionless quantities in the following. Scaling out $\gamma$, the drive is parametrized by dimensionless time $\hat{t}=2 \gamma t$ and velocity $\hat{v}_{0}=2 v_{0} /(2 \gamma)^{2}$. Similarly, the dimensionless fermion couplings are:

$$
\begin{equation*}
\hat{\Delta}(t)=\hat{\Delta}^{0}-\hat{v}_{\perp} \hat{t} \approx\left(g(t)-J_{0}\right) / \gamma, \quad \hat{D}_{2}(t)=\hat{D}_{2}^{0} \approx J_{0} /(2 \gamma) \tag{3.31}
\end{equation*}
$$

To extract the excitation density, we bring the two level models $h_{k}(t)$ into the aforementioned canonical form (3.30), which we will use extensively throughout the whole chapter. The advantage of this form is that it reveals the scaling of equilibrium and non-equilibrium couplings in the limit $k \rightarrow 0$ on equal footing. Generalizing for later use to a drive of order $n$, we define ${ }^{7}$ :

$$
\begin{array}{ll}
\text { canonical form: } & \bar{h}_{k}=\left(\hat{v}_{k} \hat{t}_{k}^{n}+\hat{\mu}_{k}\right) \sigma_{z}+\sigma_{x} \\
\text { eigenvalues: } & \mathcal{E}\left(k, \hat{t}_{k}\right)= \pm \sqrt{\left(\hat{v}_{k} \hat{t}_{k}^{n}+\hat{\mu}_{k}\right)^{2}+1} \tag{3.32}
\end{array}
$$

(where $n=1$ for the linear drive here) with rescaled time $\hat{t}_{k}=2 \gamma t \cdot \sin (k a)$ and

[^20]effective parameters:
\[

$$
\begin{array}{ll}
\text { effective parameters: } & \hat{v}_{k}=(-1)^{n} \frac{\hat{v}_{0}}{\sin ^{n+1}(k a)} \quad \stackrel{k \rightarrow 0}{\rightarrow} \sim(k a)^{-(n+1)}, \\
& \hat{\mu}_{k}=2 \hat{D}_{2}^{0} \frac{(1-\cos (k a))}{\sin (k a)} \quad{ }^{k \rightarrow 0} \sim(k a) . \tag{3.34}
\end{array}
$$
\]

The effective parameters encode the effective velocity $\hat{v}_{k}$ at momentum $k$ and the effective static (equilibrium) scale $\hat{\mu}_{k}$. The effective velocity $\hat{v}_{k}$ scales as $\sim(k a)^{-(n+1)}$ and is comparable to the scale dependent velocity coupling $\hat{v}_{0}(s)$ in the RG (diverging for $s \rightarrow \infty$, see (3.12)). Therefore, the effective velocity $\hat{v}_{k}$ will become dominant at large distances even though the microscopic velocity is small $\hat{v}_{0} \ll 1$. The second parameter, $\hat{\mu}_{k}$, instead becomes vanishingly small $(\sim(k a))$. It incorporates equilibrium irrelevant couplings, which similarly become irrelevant at large scales ${ }^{8}$.

Linear drive: Rewritten in the form (3.32) and $n=1$, the excitation probability $p_{k}=\exp \left(-\pi\left|\hat{v}_{k}\right|^{-1}\right)$, and therefore $n_{E}$, for asymptotically large times can be predicted exactly. For sufficiently small $k$, the formal limit of asymptotically large times and the usage of the Landau-Zener formula is justified (as we discuss in the info box). The overall excitation density (3.27) is obtained by summing up all excitation probabilities $p_{k}$. The expression can be turned into a Gaussian integral and the density of fermionic excitations, being equal to the density of domain walls, scales in the predicted fashion [11]:

$$
\begin{equation*}
n_{E}=\frac{1}{L} \sum_{k} p_{k} \approx \int_{-\pi}^{\pi} p_{k} \frac{d(k a)}{2 \pi} \approx \int_{-\pi}^{\pi} e^{-\pi \frac{(k a)^{2}}{\hat{v}_{0}}} \frac{d(k a)}{2 \pi} \sim \hat{v}_{0}^{\frac{1}{2}} \tag{3.35}
\end{equation*}
$$

Note that for $\hat{v}_{0} \ll 1$, the excitation probabilities $p_{k}$ is strongly suppressed for those momenta where the asymptotic result would not hold (making it selfconsistent).

## Box 8: Applicability of the asymptotic result

For small enough $k$, the asymptotic result can be used even though the final time is finite $\left(\hat{t}_{f, k} \neq \infty\right)$. In the following, we make use of the intuition developed around the AIA approximation (see again (2.5) in Sec. 2.1.1) to argue that the asymptotic Landau-Zener result is applicable once the drive starts and ends in an adiabatic (A) regime. In particular, it should cross the entire impulse (I) regime (where the excitations are generated). The onset of the impulse regime is marked by the adiabaticity breaking time ${ }^{a} \hat{t}_{k}^{*}$ :

$$
\frac{1}{2 \mathcal{E}\left(k, \hat{t}_{k}^{*}\right)}=\frac{1}{2 \sqrt{\left(\hat{v}_{k} \hat{t}_{k}^{* n}+\hat{\mu}_{k}\right)^{2}+1}} \stackrel{!}{=} \alpha_{1} \hat{t}_{k}^{*}
$$

where $\hat{\mu}_{k}$ is negligible in the limit $k \rightarrow 0$. The condition of starting and
continued on next page
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ending outside of the impulse regime in terms of initial and final times $\hat{t}_{i, k}, \hat{t}_{f, k}$ reads:
$$
\hat{t}_{i, k} \ll-\hat{t}_{k}^{*}<\hat{t}_{k}^{*} \ll \hat{t}_{f, k}
$$

The drive ends at $\hat{t}_{f, k}$, defined by $g\left(t_{f}\right)=0 \Leftrightarrow \hat{\Delta}\left(\hat{t}_{f}\right)=-2 \hat{D}_{2}^{0}$ :

$$
\begin{equation*}
\hat{t}_{f, k}=\frac{2 \hat{D}_{2}^{0}}{\hat{v}_{0}} \sin (k a) \tag{3.36}
\end{equation*}
$$

In the limit $k \rightarrow 0$, the effective velocity becomes large $\hat{v}_{k} \gg 1$ and the adiabaticity breaking time scales as $\hat{t}_{k}^{*} \sim \hat{v}_{0}^{-\frac{1}{2}} \cdot(k a)$. Therefore, the requirement (3.36) for the final time translates into

$$
\begin{equation*}
\hat{v}_{0} \ll\left(2 \hat{D}_{2}^{0}\right)^{2}, \quad \text { given a fast eff. velocity: } \hat{v}_{k}=\frac{\hat{v}_{0}}{\sin ^{2}(k a)} \gg 1 \tag{3.37}
\end{equation*}
$$

This requirement is always fulfilled for sufficiently small momenta and a microscopically slow drive.
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### 3.3 Linear Drive (2): Scaling and Crossover Scales in the generalized XY Model

In the last sections, we have laid out the formalism to treat and understand the generalized KZM, in particular from a RG perspective. Though the treatment of the XY model in the fermionic formalism is straight forward, an exact analytical calculation is hindered by the numerical values of the critical exponents. With $z=\nu=1$ and the scaling dimension of the first subleading coupling $\operatorname{dim}\left[D_{2}\right]=-1$, at least a quadratic drive $(n=2)$ of $\hat{D}_{2}$ is required, to make the subleading scaling observable. However, quadratic drives are not exactly solvable anymore. To make use of the exact solutions for a linear drive, we start with a full analysis of the related extended XY model (also used in, e.g., Ref. [137]; see also Refs. [141, 142])) and discuss the transverse XY model afterwards. The extended model includes spin interactions between up to second nearest neighbors:

$$
\begin{align*}
\boldsymbol{H}= & -g \sum_{l} \boldsymbol{\sigma}_{l}^{z}-J_{x} \sum_{l} \boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}-J_{y} \sum_{l} \boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+1}^{y} \\
& -J_{x x} \sum_{l} \boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+2}^{x} \boldsymbol{\sigma}_{l+1}^{z}-J_{y y} \sum_{l} \boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+2}^{y} \boldsymbol{\sigma}_{l+1}^{z} \tag{3.38}
\end{align*}
$$

In contrast to the transverse XY model, the additional couplings can be fine tuned such that the model hosts a critical theory with $z=3$. In this case, a linear drive is sufficient to 'activate' equilibrium irrelevant exponents. By construction, the model can still be mapped to fermions, where each momentum
sector is described by (see also App. A.1)

$$
\begin{aligned}
& h_{k}=2\left[g-J \cos (k a)-J_{2} \cos (2 k a)\right] \sigma_{z}+\left[2 \gamma \sin (k a)+2 \gamma_{2} \sin (2 k a)\right] \sigma_{x}, \\
& \text { couplings: } \quad J=J_{x}+J_{y}, \quad J_{2}=J_{x x}+J_{y y}, \\
& \\
& \gamma=J_{x}-J_{y}, \quad \gamma_{2}=J_{x x}-J_{y y} .
\end{aligned}
$$

By choosing $\gamma_{2}=-1 / 2 \cdot \gamma$ and $J_{2}=-1 / 4 \cdot J$, the lowest momentum terms are of order $\mathcal{O}\left(k^{3}\right)$ and therefore the dynamical critical exponent is $z=3$ :

$$
\begin{align*}
& h_{k}=2\left[g-J \cos (k a)+\frac{1}{4} J \cos (2 k a)\right] \sigma_{z}+[2 \gamma \sin (k a)-\gamma \sin (2 k a)] \sigma_{x}, \\
& \stackrel{k \ll \Lambda_{\mathrm{eff}}}{\approx} 2\left[g-\frac{3}{4} J+\frac{1}{8} J(k a)^{4}\right] \sigma_{z}+\left[\gamma(k a)^{3}\right] \sigma_{x} \tag{3.39}
\end{align*}
$$

The gap $\Delta(g, J, \gamma)=\min _{k}\left[\epsilon_{k}\right]$ closes at $k \rightarrow 0$ for $g=\frac{3}{4} J$. In the vicinity of the gap closing and at large distances ( $k<\Lambda_{\text {eff }}$ ), higher order momentum terms can be ignored (defining $\Lambda_{\text {eff }}$ ). At those large scales and in the thermodynamic limit $L \rightarrow \infty$, the effective Hamiltonian is given by (see also again the discussion around (2.42))

$$
\begin{equation*}
\boldsymbol{H} \approx \int_{-\Lambda_{\mathrm{eff}}}^{\Lambda_{\mathrm{eff}}} \frac{d k}{2 \pi}\left[\Delta \boldsymbol{\psi}_{k}^{\dagger} \boldsymbol{\psi}_{k}+\frac{1}{2} D_{3} k^{3}\left[\boldsymbol{\psi}_{k}^{\dagger} \boldsymbol{\psi}_{-k}^{\dagger}+\boldsymbol{\psi}_{-k} \boldsymbol{\psi}_{k}\right]+D_{4} k^{4} \boldsymbol{\psi}_{k}^{\dagger} \boldsymbol{\psi}_{k}\right] \tag{3.40}
\end{equation*}
$$

Static setup: The model (3.40) is similar to the transverse XY model but with the couplings $D_{1}$ and $D_{2}$ absent. In a first step, we derive the scaling dimensions of the equilibrium couplings from the RG perspective. Therefore, we identify the equilibrium RG fixed point and the scaling dimensions from the flow in its vicinity. Using a similar rescaling as before but with $z=3$, the RG fixed point theory is described by the leading derivative term $D_{3}$. Scaling out $D_{3}$ and using $\Lambda_{\text {eff }}$, the dimensionless couplings $\overrightarrow{\hat{g}}_{\text {eq }}$ (with fixed point $\overrightarrow{\hat{g}}^{*}=(0,0, \ldots)^{T}$ ) are given by:

$$
\overrightarrow{\hat{g}}_{\mathrm{eq}}=\left(\begin{array}{c}
\hat{\Delta}  \tag{3.41}\\
\hat{D}_{4} \\
\hat{D}_{5} \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\frac{\Delta}{D_{3}} \Lambda_{\mathrm{eff}}^{-3} \\
\frac{D_{4}}{D_{3}} \Lambda_{\mathrm{eff}}^{1} \\
\vdots
\end{array}\right) \quad \begin{array}{cc}
\operatorname{dim}[\Delta] & +3 \\
\operatorname{dim}\left[D_{4}\right] & -1 \\
\operatorname{dim}\left[D_{5}\right] & -2 \\
\vdots & \vdots
\end{array}
$$

Drive setup: Due to the larger dynamical critical exponent $z=3$, even a linear drive $(n=1)$ of the irrelevant coupling $\hat{D}_{4}$ with $\hat{v}_{\|} \hat{t}$ will induce a diverging length scale. To study the competition of scales induced by driving the relevant gap $\hat{\Delta}$ with $\hat{v}_{\perp} \hat{t}$ and $\hat{D}_{4}$ with $\hat{v}_{\|} \hat{t}$, we consider two scenarios: (i) a combined (generalized) drive, and (ii) a linear drive of the irrelevant coupling $\hat{D}_{4}$ only while keeping a constant distance $\left(\hat{\Delta}(t)=\hat{\Delta}^{0}\right)$ to the phase boundary (parallel drive). Both scenarios are described by the dimensionless hermitian matrix for
each momentum sector with $\hat{k}=k / \Lambda_{\text {eff }}$ :

$$
\hat{h}_{k}(\hat{t}) \approx\left(\begin{array}{cc}
\underbrace{\left(\hat{\Delta}^{0}+\hat{v}_{\perp} \hat{t}\right)}_{\hat{\Delta}(t)}+\underbrace{\left(\hat{D}_{4}^{0}+\hat{v}_{\|} \hat{t}\right)}_{\hat{D}_{4}(t)} \hat{k}^{4} & \hat{k}^{3}  \tag{3.42}\\
\hat{k}^{3} & -\left(\hat{\Delta}^{0}+\hat{v}_{\perp} \hat{t}\right)-\left(\hat{D}_{4}^{0}+\hat{v}_{\|} \hat{t} \hat{k} \hat{k}^{4}\right.
\end{array}\right)
$$

From the point of view of the adiabatic RG (and dimensional analysis), the drive couplings have scaling dimensions that are shifted by $z$ (for a linear drive):

$$
\overrightarrow{\hat{g}}_{\text {drive }}=\left(\begin{array}{c}
\hat{v}_{\perp}  \tag{3.43}\\
\hat{v}_{\|} \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\frac{v_{\perp}}{D_{3}^{2}} \Lambda_{\text {eff }}^{-6} \\
\frac{v_{\|}}{D_{3}^{2}} \Lambda_{\text {eff }}^{-2} \\
\vdots
\end{array}\right) \quad \begin{array}{cc}
\operatorname{dim}\left[v_{\perp}\right] & +6 \\
\operatorname{dim}\left[v_{\|}\right] & +2 \\
\vdots & \vdots
\end{array} .
$$

From the spin perspective, a purely transversal drive would correspond to driving $g(t)$ and keeping $J(t)=J_{0}$ constant. Similar to the linear drive in the transverse XY model, a protocol can be to start from $t_{i}=-\infty$ with $g\left(t_{i}\right)=\infty$ and ending at $g\left(t_{f}\right)=0$. A parallel drive corresponds to driving $J(t)>0$ (and $J_{2}(t)$ ) while keeping $g(t)-\frac{3}{4} J(t)$ constant.

Fermionic perspective: In the following, we rather think of this model as a 'minimal' fermion model, putting aside the aforementioned details of the drive protocols. An idealized drive with $t_{i}=-\infty$ and $t_{f}=+\infty$ would take the form:

$$
\left.\begin{array}{l}
\hat{\Delta}(\hat{t})=\hat{\Delta}^{0}+\hat{v}_{\perp} \hat{t}  \tag{3.44}\\
\hat{D}_{4}(\hat{t})=\hat{D}_{4}^{0}+\hat{v}_{\|} \hat{t}
\end{array}\right\} \quad \overrightarrow{\hat{v}}=\binom{\hat{v}_{\perp}}{\hat{v}_{\|}}=\hat{v}\binom{\cos (\phi)}{\sin (\phi)}
$$

For each $(k,-k)$ two level system, the Hamiltonian (3.42) can be brought into its canonical form (3.32). The effective parameters for the $z=3$ model are:

$$
\begin{align*}
\text { drive: } & \hat{v}_{k} \approx \hat{v}_{\perp} \hat{k}^{-6}+\hat{v}_{\|} \hat{k}^{-2} \\
\text { static: } & \hat{\mu}_{k} \approx \underbrace{\hat{\Delta}^{0} \hat{k}^{-3}}_{\text {relevant }}+\underbrace{\hat{D}_{2}^{0} \hat{k}^{+1}}_{\text {irrelevant }} \tag{3.45}
\end{align*}
$$

Focusing on this asymptotic limit, we extract the contribution to the excitation density $n_{E}(\hat{v}, \phi)$ for $k<\Lambda_{\text {eff }}$. We separate the contributions to $n_{E}$ into two parts: (i) a non-universal part for $k>\Lambda_{\text {eff }}$ and (ii) a universal part for $k<\Lambda_{\text {eff }}$ :

$$
\begin{equation*}
n_{E}=\frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{0}^{\pi / a \Lambda_{\mathrm{eff}}^{-1}} p_{k} d \hat{k}=\underbrace{\frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{0}^{1} p_{k} d \hat{k}}_{\text {universal }}+\underbrace{\frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{1}^{\pi / a \Lambda_{\mathrm{eff}}^{-1}} p_{k} d \hat{k}}_{\text {non-universal }} \tag{3.46}
\end{equation*}
$$

assuming $p_{k}=p_{-k}$. By restricting our discussion to the long distance model (3.40), we only consider the universal part. As a reminder: this is also the regime where the asymptotic results are applicable.

### 3.3.1 Key Results - Generalized Drives

The first class of drives we will consider are generalized drives, where $\hat{\Delta}$ and $\hat{D}_{4}$ are linearly driven across the critical point. Here we choose $\hat{\Delta}^{0}=\hat{D}_{4}^{0}=0$. Driving these two couplings gives rise to two competing scales according to the previous RG considerations (3.43):

$$
\xi_{\perp} \sim \hat{v}_{\perp}^{-\frac{1}{6}}, \quad \xi_{\|} \sim \hat{v}_{\|}^{-\frac{1}{2}} \quad \Rightarrow \quad \xi^{*} \sim \min \left[\xi_{\perp}, \xi_{\|}\right]
$$

The excitation density $n_{E}(\hat{v}, \phi)$ should have two universal scaling regimes: (i) $n_{E} \sim \xi_{\perp}^{-1}$ for the smallest velocities $\hat{v} \ll \hat{v}^{*}(\phi)$, and (ii) $n_{E} \sim \xi_{\|}^{-1}$ for $1 \gg$ $\hat{v} \gg \hat{v}^{*}(\phi)$. The two regimes are separated by the crossover velocity $\hat{v}^{*}(\phi)$. A prototypical dependence of $n_{E}$ with respect to $\hat{v}$ with a fixed angle $\phi$ is shown in Fig. 3.6(a). It is obtained from summing up the exact expressions for $p_{k}$, as discussed in further detail down below. For a fixed angle $\phi$, the behavior of $n_{E}(\hat{v} ; \phi)$ as a function of $\hat{v}$ indicates two scaling regimes in the excitation density $n_{E}(\hat{v} ; \phi)$, as well as a regime of saturation:

- For $\hat{v} \rightarrow 0$ we observe the KZM scaling behavior $n_{E} \sim \xi_{\perp}^{-1} \sim \hat{v}_{\perp}^{\frac{1}{6}}$.
- For intermediate velocities $\hat{v}^{*}(\phi) \ll \hat{v} \ll 1$, the scaling stems from the driven subleading coupling $n_{E} \sim \hat{v}_{\|}^{\frac{1}{2}}$.
- For velocities $\hat{v} \sim \mathcal{O}(1)$, the excitation density saturates.

The two scaling regimes are separated by the crossover velocity $\hat{v}^{*}(\phi)$, indicated by orange dots inFig. 3.6(b). It is estimated by a direct fit as detailed in Fig. 3.6(c).

Universal scalings: For drives nearly parallel to the phase boundary (| $\pi / 2-$ $\phi \mid \ll 1$ ), the crossover velocity $\hat{v}^{*}(\phi)$ itself scales algebraically: $\hat{v}^{*}(\phi) \sim \mid \pi / 2-$ $\left.\phi\right|^{1 / 2}$ as shown in Fig. 3.6(b),(f). The extracted universal scaling exponents of $n_{E}(\hat{v} ; \phi)$ (with $\hat{v}$ ) are shown in Fig. 3.6(e). For a reasonable quantitative estimate of the subleading scaling, we require the subleading scaling to cover at least on order of magnitude in $\hat{v}$.

Observability: The possibility of observing the subleading scaling strongly depends on the crossover velocity $\hat{v}^{*}(\phi)$. Excitations are dominantly generated by the subleading drive in the velocity range $\hat{v} \in\left[\hat{v}^{*}(\phi), 1\right]$. For a broader range of $\phi$, the crossover velocity (orange line) and the extent of this velocity range in the ( $\phi, \hat{v}$ ) plane ${ }^{9}$ are shown in Fig. 3.6(d). As we anticipate from Fig. 3.6(d)-(f), the velocity range $\left[\hat{v}^{*}(\phi), 1\right]$, relevant for the drive of the subleading coupling, gets very narrow for intermediate values of $\phi$. To extract a quantitatively reliable subleading scaling exponent, the angle $\phi$ has to be large enough: $\phi>\phi_{\min }$. Here, $\phi_{\min }$ is marked by red dots in Fig. 3.6(d),(f)).

In the following, we pair this overview (based on the exact excitation density for an asymptotic drive) with an analytical investigation to extract the crossover scales. This analysis, based on the excitation density, complements the abstract RG analysis from before. Finally, we investigate drives parallel to the phase boundary with $\hat{\Delta}^{0} \neq 0$.
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(c)
$$
n_{\mathrm{fit}}(\hat{v})=A\left(\left(1+\left(\frac{\hat{v}}{\hat{v}^{*}}\right)^{\frac{\alpha_{\perp}-\alpha_{\|}}{p}}\right) \hat{v}^{\frac{\alpha_{\|}}{p}}\right)^{p}
$$
$$
\alpha_{\perp}=\frac{1}{n z+1 / \nu} \quad \alpha_{\|}=\frac{1}{n z+\operatorname{dim}\left[g_{j}\right]}
$$
(d) Crossover velocities (from $\hat{v}^{*}$ )
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Figure 3.6: (Continued on the following page.)

Figure 3.6: (from top to bottom): (a) Example of the excitation density $n_{E}(\hat{v}, \phi)$ as a function of $\hat{v}$ and fixed $\phi=\pi / 2-10^{-4}$ (log-log scale). It features two scaling regimes: KZM scaling at low velocities, separated from the subleading scaling at intermediate velocities and a non-universal regime at velocities $\hat{v} \sim \mathcal{O}(1)$. Deep inside a scaling regime, $n_{E}$ is dominated by either $n_{\perp}$ or $n_{\|}$. (b) Multiple $n_{E}$ curves for different $\phi$ 's are shown; for $\phi \rightarrow \pi / 2$ the onset of the KZM scaling is shifted to lower velocities, where the crossover velocity $\hat{v}^{*}(\phi)$ also scales in a power law fashion (for $\hat{v} \ll 1$ ). (d) Zooming out, the KZM regime (white), subleading scaling regime (light gray) and the non-universal regime (estimated from the saturation of $n_{E}$ ) are indicated for an extended range of $\phi$. The extracted universal scaling exponents (e) and crossover velocities (f) are extracted by fitting $n_{E}(\hat{v} ; \phi)$ as detailed in (c). (e) The critical exponents for different $\phi$ 's are plotted (log-linear scale) with the $R G$ predictions (dashed lines). The vertical line indicates the smallest $\phi\left(\phi_{\min }\right)$ which enables a good extraction of the exponents. ( $f$ ) For $\phi \rightarrow \pi / 2$, the crossover velocity also scales universally, which is estimated using (i) Eq. (3.56) (orange dots) and (ii) a full fit (blue circles) of the curves in (b). Both approaches are consistent with the analytical expression Eq. (3.56) (gray dash-dotted line).

### 3.3.2 Generalized Drives - Analytical Investigation

We are considering linear drives in the asymptotic limit of the $z=3$ model. Therefore, the Landau-Zener result is applicable to determine $p_{k}$. With the effective velocity $\hat{v}_{k}$ in (3.45), $p_{k}$ reads:

$$
\begin{equation*}
p(\hat{k}, \overrightarrow{\hat{v}})=\exp \left(-\pi \frac{1}{\hat{v}_{\perp} \hat{k}^{-6}+\hat{v}_{\|} \hat{k}^{-2}}\right)=: \exp \left(-\pi \hat{v}_{k}^{-1}\right) \tag{3.47}
\end{equation*}
$$

Depending on the size of $\hat{v}_{k}$, the drive is either slow ( $\hat{v}_{k} \ll 1$ ) or effectively fast $\left(\hat{v}_{k} \gg 1\right)$ at momentum $k$. If we consider the two contributions in (3.45) and (3.47) as two different effective velocities $\left(\hat{v}_{k}^{(\perp)}\right.$ and $\left.\hat{v}_{k}^{(\|)}\right)$, we can associate fast drives with an excitation probability close to 1 :

\[

\]

The limiting cases correspond to a transversal drive ( $\phi=0, \hat{v}_{\|}=0$ ) and a parallel drive $\left(\phi=\pi / 2, \hat{v}_{\perp}=0\right)$. In both cases, we can associate an excitation density $n_{\perp}\left(\hat{v}_{\perp}\right)$ or $n_{\|}\left(\hat{v}_{\|}\right)$to the drive (3.48). The excitation density for intermediate angles $n_{E}(\hat{v}, \phi)$ is approximately given by the larger of those individual excitation densities:

$$
\left.\begin{array}{l}
n_{\perp}\left(\hat{v}_{\perp}\right) \approx \frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{0}^{1} \exp \left(-\pi \frac{\hat{k}^{6}}{\hat{v}_{\perp}}\right) d \hat{k} \sim \hat{v}_{\perp}^{\frac{1}{6}},  \tag{3.48}\\
n_{\|}\left(\hat{v}_{\|}\right) \approx \frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{0}^{1} \exp \left(-\pi \frac{\hat{k}^{2}}{\hat{v}_{\|}}\right) d \hat{k} \sim \hat{v}_{\|}^{\frac{1}{2}},
\end{array}\right\} \quad n_{E}(\hat{v}, \phi) \approx \max \left[n_{\perp}\left(\hat{v}_{\perp}\right), n_{\|}\left(\hat{v}_{\|}\right)\right] .
$$

The expressions $n_{\perp}\left(\hat{v}_{\perp}\right)$ and $n_{\|}\left(\hat{v}_{\|}\right)$are plotted in Fig. 3.6(a) as well. The different scaling regimes of $n_{E}(\hat{v}, \phi)$ are rooted in the two different velocity contributions in $\hat{v}_{k}$. Based on them, the excitation probability $p_{k}$ features two different regimes as a function of $\hat{k}$, separated by the crossover scale $\hat{\kappa}:=\left(\hat{v}_{\perp} / \hat{v}_{\|}\right)^{1 / 4}$ :

$$
\begin{equation*}
p(\hat{k} \ll \hat{\kappa}, \overrightarrow{\hat{v}}) \sim \exp \left(-\pi \frac{\hat{k}^{6}}{\hat{v}_{\perp}}\right), \quad p(\hat{k} \gg \hat{\kappa}, \overrightarrow{\hat{v}}) \sim \exp \left(-\pi \frac{\hat{k}^{2}}{\hat{v}_{\|}}\right) \tag{3.49}
\end{equation*}
$$

The momentum range is separated by $\hat{\kappa}$ into (i) a range, where excitations are generated due to the transversal drive $(\hat{k} \ll \hat{\kappa})$ and (ii) a range, where excitations are generated due to the longitudinal drive $(\hat{k} \gg \hat{\kappa})$. Therefore, the contributions to the full excitation density $n_{E}(\hat{v}, \phi)$ can also be split into two parts:

$$
\begin{equation*}
n_{E}(\hat{v}, \phi)=\underbrace{\frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{0}^{\hat{k}} p(\hat{k}, \overrightarrow{\hat{v}}) d \hat{k}}_{\approx n_{\perp}\left(\hat{v}_{\perp}\right)}+\underbrace{\frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{\hat{k}}^{1} p(\hat{k}, \overrightarrow{\hat{v}}) d \hat{k}}_{\approx n_{\|}\left(\hat{v}_{\|}\right)} \tag{3.50}
\end{equation*}
$$

Apart from a crossover regime, $n_{E}(\hat{v}, \phi)$ in (3.50) is dominated by only one of the terms, see again Fig. 3.6(a). The lowest order approximation of both terms is given in (3.48). It corresponds to setting $\hat{\kappa} \rightarrow 1$ or $\hat{\kappa} \rightarrow 0$ in (3.50).

Crossover velocity - Scaling behavior: In the last section, we have identified the scaling of $n_{E}$ for the limiting cases of $\hat{v}_{\|} \rightarrow 0$ or $\hat{v}_{\perp} \rightarrow 0$. The important question regarding observability is: Where is the crossover velocity $\hat{v}^{*}(\phi)$ located and how does it depend on the universal information of the transition? In the following, we derive under which conditions the subleading scaling, and therefore the contribution $n_{\|}\left(\hat{v}_{\|}\right)$, becomes dominant/observable. Furthermore, we extract the universal scaling of the crossover velocity $\hat{v}^{*}(\phi)$ in the limit $\phi \rightarrow \pi / 2$ (which can be similarly derived from the RG considerations [41]).

Starting from (3.50), the contribution $n_{\|}$is approximated as

$$
\begin{equation*}
n_{\|} \approx \int_{\hat{k}}^{1} p\left(\hat{k}, \hat{v}_{\|}\right) d \hat{k} \stackrel{\bar{k}:=\hat{k} / \hat{v}_{\|}^{\frac{1}{2}}}{=} \hat{v}_{\|}^{\frac{1}{2}} \cdot \int_{\hat{k} / \hat{v}_{\|}^{\frac{1}{2}}}^{1 / \hat{v}_{\|}^{\frac{1}{2}}} p(\bar{k}, 1) d \bar{k} \tag{3.51}
\end{equation*}
$$

The expression scales algebraically with $\hat{v}_{\|}$once the remaining integral is a $\hat{v}_{\|}$-independent constant to a good approximation. Therefore, we require the integration domain to be sufficiently large such that the integral itself does not depend on $\hat{v}_{\|}$anymore:
(1) $\hat{\kappa} / \hat{v}_{\|}^{\frac{1}{2}} \ll 1$ : Corresponds to $\hat{v}_{\perp} \ll \hat{v}_{\|}^{3}$. The transversal drive velocity needs to be small enough compared to the longitudinal one. Otherwise, the transversal drive and scaling would overwrite the subleading scaling.
(2) $1 / \hat{v}_{\|}^{\frac{1}{2}} \gg 1$ : Corresponds to the requirement of a slow drive (small enough to not enter the non-universal regime: $\hat{v}_{\|} \ll \hat{v}_{\text {cut }} \approx 1$ ).

Since we are only concerned with (microscopically) slow drives $\left(\hat{v}_{\|} \ll 1\right)$, the observability of the subleading scaling depends on (1). Parametrizing the drive in terms of $\hat{v}$ and $\phi$ instead of $\hat{v}_{\|}$and $\hat{v}_{\perp}$, the crossover velocity $\hat{v}^{*}(\phi)$ indicates the velocity scale, where the condition is violated. For $\phi \rightarrow \pi / 2$, the crossover velocity, determined from $\hat{\kappa} / \hat{v}_{\|}^{\frac{1}{2}} \approx 1$, scales as:

$$
\text { extended transverse XY: } \hat{v}^{*}(\phi) \sim\left|\frac{\pi}{2}-\phi\right|^{1 / 2}=\left|\frac{\pi}{2}-\phi\right|^{\frac{z+\operatorname{dim}\left[D_{4}\right]}{\operatorname{dim}[\Delta]-\operatorname{dim}\left[D_{4}\right]}}
$$

This scaling behavior is in full agreement with the RG predictions [41]. The generalization to other (Gaussian) models is straightforward (see info box). In all cases, the scaling of $\hat{v}^{*}(\phi)$ depends universally on the equilibrium critical exponents.

## Box 9: Generalization to other Gaussian models

This discussion can be generalized to variants of this fermionic Gaussian model with a dynamical critical exponent $z$, where a relevant coupling $\left(\operatorname{dim}\left[g_{0}\right]>0\right)$ and an irrelevant coupling $\left(\operatorname{dim}\left[g_{j}\right]<0\right)$ are driven linearly.
continued from page before
Firstly, the crossover scale $\hat{\kappa}$ is determined by the difference in the scaling dimensions:

$$
\begin{equation*}
\hat{\kappa} \sim\left(\hat{v}_{\perp} / \hat{v}_{\|}\right)^{\frac{1}{\operatorname{dim}\left[g_{0}\right]-\operatorname{dim}\left[g_{1}\right]}}=(\tan (\theta))^{\frac{-1}{\operatorname{dim}\left[g_{0}\right]-\operatorname{dim}\left[g_{1}\right]}} . \tag{3.52}
\end{equation*}
$$

The order of the drive does not enter the expression, as long as the couplings are driven with the same order $n$. Secondly, the conditions for $n_{\|}$to take a scaling form are given by:

$$
\begin{equation*}
\text { (1): } \hat{\kappa} / \hat{v}_{\|}^{\frac{1}{z+\operatorname{dim}\left[g_{j}\right]}} \ll 1, \quad \text { (2): } 1 / \hat{v}_{\|}^{\frac{1}{z+\operatorname{dim}\left[g_{j}\right]}} \gg 1 \text {. } \tag{3.53}
\end{equation*}
$$

Correspondingly, the crossover velocity $\hat{v}^{*}(\phi)$ takes a scaling form as a function of $|\pi / 2-\phi|$ in the limit $|\pi / 2-\phi| \ll 1$ :

$$
\begin{equation*}
\hat{v}^{*}(\phi) \sim|\pi / 2-\phi|^{\frac{z+\operatorname{dim}\left[g_{j}\right]}{\operatorname{dim}\left[g_{0}\right]-\operatorname{dim}\left[g_{j}\right]}} \tag{3.54}
\end{equation*}
$$

(compare to Eq. (17) in Ref. [41]). For an order $n$ drive, we only have to update $z \rightarrow n z$, resulting in

$$
\begin{equation*}
\hat{v}^{*}(\phi) \sim|\pi / 2-\phi|^{\frac{n z+\operatorname{dim}\left[g_{j}\right]}{\operatorname{dim}\left[g_{0}\right]-\operatorname{dim}\left[g_{j}\right]}} . \tag{3.55}
\end{equation*}
$$

Crossover velocity - prefactor: The analysis so far was based on scaling considerations. However, we are also interested in the prefactor, which will depend on the specifics of the model at hand. To estimate $\hat{v}^{*}(\phi)$ including the prefactor, we compare our first approximations for $n_{\perp}$ and $n_{\|}$, (3.48), with each other. We identify the crossover scale as the point where both contributions become comparable:

$$
\begin{equation*}
n_{\perp}\left(\hat{v}_{\perp}^{*}\right) \stackrel{\vdots}{\approx} n_{\|}\left(\hat{v}_{\|}^{*}\right) . \tag{3.56}
\end{equation*}
$$

In the limit, where the width of the probability distribution $p_{k}$ as a function of $k$ becomes narrow, we can analytically evaluate the integrals in (3.48) by extending the integration to infinity. The two expressions are $\left(b:=\frac{\Gamma(7 / 6)}{(\pi)^{1 / 6}}\right)$ :

$$
\begin{equation*}
n_{\perp}\left(\hat{v}_{\perp}\right) \approx b \frac{a \Lambda_{\mathrm{eff}}}{\pi} \cos (\phi)^{\frac{1}{6}} \cdot \hat{v}^{\frac{1}{6}}, \quad n_{\|}\left(\hat{v}_{\|}\right) \approx \frac{1}{2} \frac{a \Lambda_{\mathrm{eff}}}{\pi} \sin (\phi)^{\frac{1}{2}} \cdot \hat{v}^{\frac{1}{2}} . \tag{3.57}
\end{equation*}
$$

The crossover condition (3.56) translates into:

$$
\begin{equation*}
\hat{v}^{*}(\phi) \approx(2 b)^{3}|\pi / 2-\phi|^{1 / 2} . \tag{3.58}
\end{equation*}
$$

The exponent $\alpha=1 / 2$ fits exactly to the estimate in (3.54). In Fig. 3.6(f), we compare this limiting expression for $\hat{v}^{*}(\phi)$ with the crossover velocities extracted from a full fit of $n_{E}(\hat{v} ; \phi)$.

### 3.3.3 Limiting Case: Purely parallel Drive and Adiabaticity Restoring

For generalized drives that reach the critical point (with $\hat{\Delta}^{0}=0$ ), the observable length scale $\xi^{*}$ is determined by one of the drive scales $\xi_{\perp}$ or $\xi_{\|}$(due to
the diverging equilibrium correlation length). A related scenario is a purely longitudinal drive, parallel to the phase boundary. In contrast to the generalized drives discussed before, a constant distance to the transition is kept, encoded in $\hat{\Delta}^{0} \neq 0$. Therefore, the equilibrium correlation length is finite in this setting, competing with the drive scale $\xi_{\|}$. For sufficiently small drive velocities, the finite distance to the transition will restore adiabaticity with $\xi^{*} \sim \xi_{\text {eq }}$.

In this scenario, the effective parameters $\hat{v}_{k}$ and $\hat{\mu}_{k}$ in (3.45) are competing. For $k \rightarrow 0, \hat{\mu}_{k}$ will grow as well, indicating the growth of the relevant coupling $\hat{\Delta}$. At those scales, the asymptotic results $\left(\Leftrightarrow t_{i}, t_{f}= \pm \infty\right)$ will not be applicable. Therefore, the excitation density adapted from (3.49):

$$
\begin{equation*}
p\left(\hat{k}, \hat{v}_{\|}\right)=\exp \left(-\pi \frac{\hat{k}^{6}}{\hat{v}_{\|} \hat{k}^{4}}\right), \quad n_{E}\left(\hat{v}_{\|} \ll 1\right) \approx \frac{a \Lambda_{\mathrm{eff}}}{2 \pi} \sqrt{\hat{v}_{\|}}, \tag{3.59}
\end{equation*}
$$

will only be applicable for an intermediate $k$ range.
Breakdown of asymptotic description: From the spin perspective, it is reasonable to assume that a parallel drive starts at couplings $J\left(t_{i}\right) / \gamma \rightarrow \infty^{10}$ with $(g(t)-3 / 4 J(t)) / \gamma=$ const.. The drive ends at $J\left(t_{f}\right) / \gamma \sim \mathcal{O}(1)$ (to stay in a parameter regime dominated by the Ising transition) with $t_{f} \sim-1 / \hat{v}_{\|}$. In the following, we check under which conditions the drive ends outside the impulse regime such that the asymptotic analysis stays valid. In a first step, we bring the model into the canonical form (the same as in Sec. 2.1.1):

$$
\begin{equation*}
\bar{h}_{k}=-\hat{v}_{k} \tilde{t}_{k} \sigma_{z}+\sigma_{x}, \quad \quad \tilde{t}_{k}=\hat{t}_{k}-\frac{\hat{\mu}_{k}}{\hat{v}_{k}} \tag{3.60}
\end{equation*}
$$

Here, the static part on the diagonal, $\hat{\mu}_{k}$ (dictated by $\hat{\Delta}^{0}$ ), was absorbed in the redefinition of time. For a fast effective drive velocity $\left|\hat{v}_{k}\right| \gg 1$, the onset of the impulse regime at time $\tilde{t}_{k}^{*}$ is estimated by:

$$
\begin{equation*}
\frac{1}{2 \mathcal{E}\left(k, \tilde{t}_{k}^{*}\right)}=\frac{1}{2 \sqrt{\left(\hat{v}_{k} \tilde{t}_{k}^{*}\right)^{2}+1}} \stackrel{\vdots}{\approx} \alpha \tilde{t}_{k}^{*} \quad \Rightarrow \quad \tilde{t}_{k}^{*} \sim\left(\frac{1}{\hat{v}_{k}}\right)^{1 / 2} \tag{3.61}
\end{equation*}
$$

Therefore, the evolution in the time range $\left(-\tilde{t}_{k}^{*}, \tilde{t}_{k}^{*}\right)$ is assumed to be nonadiabatic (impulse). In the original (unshifted) time frame, the impulse regime at momentum $k$ is given by $\left(\hat{t}_{\text {start }, k}^{*}, \hat{t}_{\text {end }, k}^{*}\right)$. To check if adiabaticity will be broken, we compare this time range with the time $t_{f, k}$, where the drive stops. There are three conditions:
(0) $\hat{v}_{k} \gg 1$ : Fast effective drive, allowing for adiabaticity breaking.
(1) $\hat{t}_{\text {start }, k}^{*}<\hat{t}_{f, k}$ : Adiabaticity breaking requires the drive to enter the nonadiabatic regime.
(2) $\hat{t}_{f, k}>\hat{t}_{\text {end }, k}^{*}$ : For the asymptotic results to apply, the full impulse regime needs to be exploited.

[^24]Condition (1) reads:

$$
\begin{equation*}
\hat{t}_{\mathrm{start}, k}^{*}=\underbrace{-\tilde{t}_{k}^{*}}_{\sim \hat{k}}+\underbrace{\frac{\hat{\mu}_{k}}{\hat{v}_{k}}}_{\sim \hat{k}^{-1}} \stackrel{!}{<} \underbrace{\hat{t}_{k, f}}_{\sim \hat{k}^{3}} . \tag{3.62}
\end{equation*}
$$

Depending on the momentum under consideration, there are two relevant scenarios for (3.62):

- Intermediate $\hat{k}:\left|\tilde{t}_{k}^{*}\right| \gg \frac{\hat{\mu}_{k}}{\hat{v}_{k}}, \hat{t}_{k, f}$ (the drive enters the impulse regime at least partly).
- $\hat{k} \rightarrow 0:\left|\tilde{t}_{k}^{*}\right| \ll \frac{\hat{\mu}_{k}}{\hat{v}_{k}}$ (the drive cannot enter the impulse regime).

Due to the second scenario, the finite gap $\hat{\Delta}^{0}$ suppresses adiabaticity breaking for sufficiently small momenta. The conditions 0 to have a fast effective drive and (1) to enter the impulse regime give rise to a momentum range, where adiabaticity breaking is possible:

$$
\begin{array}{rrl}
\text { effectively fast drive } & \hat{v}_{k} \gg 1: & \hat{k} \ll\left(\hat{v}_{\|}\right)^{1 / 2}=: \hat{k}^{*}, \\
\hline \text { entering impulse regime } & \left|\tilde{t}_{k}^{*}\right| \gg \hat{t}_{k, f}: & \hat{k} \ll\left(\hat{v}_{\|}\right)^{1 / 4}=: \hat{k}_{v},  \tag{3.63}\\
& \left|\tilde{t}_{k}^{*}\right| \gg \hat{\mu}_{k} / \hat{v}_{k}: & \hat{k} \gg \frac{\left(\hat{\Delta}^{0}\right)^{1 / 2}}{\hat{v}_{\|}^{1 / 4}}=: \hat{k}_{\Delta}
\end{array}
$$

Depending on $\hat{k}$, the dynamics of the two level systems is either adiabatic for the whole drive or partly non-adiabatic, see Fig. 3.7. For microscopically slow drives $\left(\hat{v}_{\|} \ll 1\right)$, we have $\hat{k}^{*} \ll \hat{k}_{v}$ and therefore the momentum splits into 'adiabatic' and 'diabatic' parts, see Fig. 3.7.


Figure 3.7: For a parallel drive with $\hat{v}_{\|}$at a finite distance $\hat{\Delta}^{0}$ to the critical point, excitations are only generated in a finite momentum range. At the largest distances, $\hat{k} \ll \hat{k}_{\Delta}$ the drive is adiabatic due to the finite gap $\hat{\Delta}^{0}$ in the system. For intermediate momenta, the drive is fast $\hat{k}_{\Delta} \ll \hat{k} \ll \hat{k}^{*}$. For larger momenta $\hat{k} \gg \hat{k}^{*}$, the drive is not fast and generates no significant excitations.

Observability of subleading scaling: For $n_{E}\left(\hat{v}_{\|}\right)$to follow a scaling form, the evolution for a sufficiently large portion of momenta has to be diabatic. For a fixed velocity $\hat{v}_{\|}$, a sufficiently large gap will restore adiabaticity once $\hat{k}_{\Delta} \sim \hat{k}^{*}$. In this case, the drive stays adiabatic up to $t_{f}$ at all momentum scales. Therefore, only a sufficiently small gap $\hat{\Delta}^{0} \ll \hat{\Delta}^{0 *}$, with

$$
\begin{equation*}
\hat{\Delta}^{0 *} \sim \hat{v}_{\|}^{3 / 2} \tag{3.64}
\end{equation*}
$$

allows for non-adiabatic evolution and the subleading scaling can become observable. To estimate $n_{E}\left(\hat{v}_{\|}\right)$, we determine the momenta, which also fulfill
condition (2). With a similar line of argumentation, the asymptotic results are roughly applicable for $\hat{k}_{\Delta} \ll \hat{k}\left(\ll \hat{k}_{v}\right)$ :

$$
\begin{equation*}
n_{E}\left(\hat{v}_{\|}\right) \approx \frac{a \Lambda_{\mathrm{eff}}}{\pi} \int_{\hat{k}_{\Delta}}^{1} \exp \left(-\pi \frac{\hat{k}^{2}}{\hat{v}_{\|}}\right) d \hat{k} \tag{3.65}
\end{equation*}
$$

Here, the exact numerical value of the upper bound is not crucial, because excitations at those momenta are suppressed. Parallel to the discussion around (3.51), the excitation density (3.65) algebraically scales with $\hat{v}_{\|}$under the conditions: (1) $\hat{\Delta}^{0} \ll \hat{v}_{\|}^{3 / 2}$ and (2) $\hat{v}_{\|} \ll 1$.

In summary, a parallel drive with $\hat{\Delta}(t)=\hat{\Delta}^{0}$ can reveal the universal scaling due to an equilibrium irrelevant coupling. However, the observability is limited by the size of $\hat{\Delta}^{0}$, which restores adiabaticity for $k \rightarrow 0$.

### 3.4 Generalized Drives in the transverse XY Model

The extended XY model and its (effective) fermionic version we have discussed before, require fine tuned parameters to guarantee $z=3$. Without fine tuning, the extended XY model is in the Ising universality class with $z=\nu=1$. In this case, to study the interplay of different drive scales, including the ones induced by driven irrelevant couplings, we need a drive of at least order $n=2$. Those higher order drives are not exactly solvable anymore. Therefore, we rely on two different methods to extract the excitation density $n_{E}$ for the transverse XY model: (1) AIA approximation (excitation density) and (2) numerical solution of the time dependent Schrödinger equation (full information). We extract the scaling exponents $n_{E}(\hat{v} ; \phi) \sim \hat{v}^{\alpha}$, crossover velocities $\hat{v}^{*}(\phi)$ and the extent of the overall scaling regime. The line of reasoning follows the discussion of the linearly driven extended XY model in Sec. 3.3.

Setup: The transverse XY model (in the vicinity of the fixed point) is described by the dimensionless (fermionic) couplings $\left\{\hat{\Delta}, \hat{D}_{2}, \hat{D}_{3}, \ldots\right\}$ (see again Sec. 2.2.2). The leading (relevant) coupling $\hat{\Delta}$ and the first subleading (irrelevant) coupling $\hat{D}_{2}$ are driven, which corresponds to a drive of the transversal field $g(t)$ and the ferromagnetic coupling $J(t)$ :

$$
\begin{equation*}
\hat{\Delta}(\hat{t})=\hat{\Delta}^{0}+\hat{v}_{\perp} \hat{t}^{n} \approx \frac{2(g(t)-J(t))}{2 \gamma}, \quad \hat{D}_{2}(\hat{t})=\hat{D}_{2}^{0}+\hat{v}_{\|} \hat{t}^{n} \approx \frac{J(t)}{2 \gamma} \tag{3.66}
\end{equation*}
$$

In contrast to the effective model discussed before, we will mostly consider drives that either start or end at the transition. The advantage of this protocol is that even for different drive angles, the start (or end) point in the phase diagram is always the same, e.g., $J\left(t_{i}\right)=g\left(t_{i}\right)$. To be explicit, we set $J / \gamma=2$ at the transition if not stated differently. This corresponds to $\hat{D}_{2}^{0} \neq 0$ with $\hat{D}_{2}^{0}=1$. Building upon the discussions so far, we distinguish four different cases:

1. Driving a relevant coupling towards the critical point (corresponding to $\hat{\Delta}^{0}=0$ in (3.66)). This scenario was discussed in Sec. 3.2. The finite
observable length scale is only determined by the drive:

$$
\xi^{*} \sim \xi_{\perp} \quad \Leftrightarrow \quad n_{E} \sim \hat{v}_{\perp}^{\frac{1}{n z+1 / \nu}}
$$

2. Driving a relevant and an irrelevant coupling $g_{j}$ towards the critical point. Such a generalized drive induces two competing scales:

$$
\begin{array}{ll}
\xi^{*} \sim \min \left[\xi_{\perp}, \xi_{\|}\right] \quad \Leftrightarrow & n_{E} \sim \max \left[n_{\perp}, n_{\|}\right] \\
\text {with: } \xi_{\perp} \sim \hat{v}_{\|}^{-\frac{1}{n z+1 / \nu}}, & \xi_{\|} \sim \hat{v}_{\|}^{-\frac{1}{n z+\operatorname{dim}\left[g_{j}\right]}} .
\end{array}
$$

3. Driving an irrelevant coupling parallel to the phase boundary with $\hat{\Delta}^{0} \neq 0$. In this case, the finite equilibrium correlation length $\xi_{\text {eq }}$ stays in competition with the drive scale $\xi_{\|}$:

$$
\xi_{\mathrm{eq}} \sim\left(\hat{\Delta}^{0}\right)^{-\nu}, \quad \xi_{\|} \sim \hat{v}_{\|}^{-\frac{1}{n z+\operatorname{dim}\left[g_{j}\right]}}
$$

4. Driving a coupling along a gapless line (corresponding to $\hat{\Delta}^{0}=0$ ). A special case corresponds to driving $\gamma(t)$ (which nevertheless does not correspond to an irrelevant coupling in this setting).

The dynamic competition in the different momentum sectors $(k,-k)$ is encoded in the effective velocity $\hat{v}_{k}$ (drive scales) and static $\hat{\mu}_{k}$ (equilibrium scales). In the limit $k \rightarrow 0$, the competition of $\xi_{\perp}$ and $\xi_{\|}$is encoded in competing terms in $\hat{v}_{k}$, whereas the role of $\xi_{\text {eq }}$ is reflected in $\hat{\mu}_{k}$. For small momenta, the terms scale as

$$
\begin{align*}
\text { drive: } & \hat{v}_{k} \approx \hat{v}_{\perp}(k a)^{-(n+1)}+\hat{v}_{\|}(k a)^{-(n-1)} \\
\text { static: } & \hat{\mu}_{k} \approx \underbrace{\hat{\Delta}^{0}(k a)^{-1 / \nu}}_{\text {relevant }}+\underbrace{\hat{D}_{2}^{0}(k a)^{+1}}_{\text {irrelevant }} \tag{3.67}
\end{align*}
$$

In the following, we extract the observable scaling and crossover velocities for the different scenarios. Different methods to extract the excitation density are also discussed in the info box below.

Box 10: Adiabatic-impulse approximation for drives starting/ending at the transition

For drives that start or end at the transition (and end/start deep in the paramagnetic phase), the AIA approximation [45, 49] introduced in Sec. 2.1.1 has to be slightly adapted. From the perspective of the excitation density $n_{E}$, a drive starting or ending at the transition will give rise to the same expression [45]. For concreteness, we set $t_{i}=-\infty$ and $t_{f}=0$, in such a way that the drive term is always non-negative: $\hat{v}_{k} \hat{t}_{k}^{n} \geq 0$. Therefore, the gap for each $(k,-k)$ two level system is smallest at $t=0$. As before, the evolution starts in the adiabatic regime. Once the drive time scale and equilibrium correlation time scale are comparable (at $\left.\hat{t}_{k}^{*}\right)$, adiabaticity is broken. Since the drive stops in the impulse regime,
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the AI approximation is based on

$$
\begin{align*}
& p_{k} \approx\left|\left\langle-(0) \mid+\left(\hat{t}_{k}^{*}\right)\right\rangle_{k}\right|^{2}=\left|\left\langle-\left(\hat{t}_{k}^{*}\right) \mid+(0)\right\rangle_{k}\right|^{2}, \\
& \frac{1}{2 \mathcal{E}\left(k, \hat{t}_{k}^{*}\right)}=\frac{1}{2 \sqrt{\left(\hat{v}_{k} \hat{t}_{k}^{* n}+\hat{\mu}_{k}\right)^{2}+1}} \stackrel{!}{=} \alpha_{n} \hat{t}_{k}^{*} \tag{3.68}
\end{align*}
$$

where $\alpha_{n}$ is a coefficient we still need to fix. Depending on the scaling behavior of $\hat{\mu}_{k}$, we have two limiting cases for the time of adiabaticity breaking:

$$
\hat{t}_{k}^{*} \approx\left\{\begin{array}{ll}
\left(\alpha_{n}\left|\hat{v}_{k}\right|\right)^{-\frac{1}{n+1}} & : \frac{\left|\hat{v}_{k}\right|}{\alpha_{n}^{n} \operatorname{Max}\left[1, \hat{\mu}_{k}\right]^{n+1}} \gg 1  \tag{3.69}\\
\left(\alpha_{n} \operatorname{Max}\left[1, \hat{\mu}_{k}\right]\right)^{-1} & : \frac{\left.\mid \hat{v}_{k}\right]_{n}^{n}}{\alpha_{n}^{n} \operatorname{Max}\left[1, \hat{\mu}_{k}\right]^{n+1}} \ll 1
\end{array} .\right.
$$

Diabatic limit: The first case in (3.69) is relevant for $\hat{\Delta}^{0}=0$. In this case, $\hat{\mu}_{k}$ is vanishingly small for $k \rightarrow 0$, such that $\hat{t}_{k}=0$ corresponds to the 'anti-crossing' (or 'touching') center of the two level systems. The coefficient $\alpha_{n}$ can be fixed by comparing the AI approximation of $n_{E}$ with a diabatic expansion (assuming strong occupation, see Ref. [45]):

$$
\alpha_{n}=(1-\Delta n) \Gamma(1-\Delta n)^{1 / \Delta n} \cos \left(\frac{\pi}{2} \Delta n\right)^{1 / \Delta n}, \quad \Delta n:=\frac{n}{1+n} .
$$

Adiabatic limit: Once $\hat{\Delta}^{0} \neq 0, \hat{\mu}_{k}$ will become the dominant scale for $k \rightarrow 0$ and the second case in (3.69) applies. In this limit, the AI approximation (3.68) indicates a suppression of the excitation probability:

$$
\begin{equation*}
p_{k}^{(\mathrm{AI})} \approx \frac{1}{4}\left(\frac{\hat{v}_{k}}{\alpha_{n}^{n} \operatorname{Max}\left[1, \hat{\mu}_{k}\right]^{n+2}}\right)^{2} \ll 1 . \tag{3.70}
\end{equation*}
$$

This expression can be compared to a first order adiabatic approximation (see Refs. [73, 80, 83] for in depth discussions). In this approximation, the excitation density is expanded around the adiabatic limit $a_{k}\left(\hat{t}_{k, f}\right)=1$ (see again the adiabatic representation (3.25)) for small velocities $\hat{v}_{k} \ll 1$. For $\hat{t}_{k, i}=-\infty$ and $\hat{t}_{k, f}=0$, the leading contribution for an order $n$ drive in powers of $\hat{v}_{k}$ is [73, 80]

$$
p_{k} \approx\left(\frac{n!}{2^{n+1}}\right)^{2}\left(\frac{\hat{v}_{k}}{\left(\mathcal{E}_{k}(0)\right)^{(n+2)}}\right)^{2} \sim\left\{\begin{array}{lll}
\left(\hat{v}_{k}\right)^{2} & : & \hat{\mu}_{k} \ll 1  \tag{3.71}\\
\left(\frac{\hat{v}_{k}}{\hat{\mu}_{k}^{n+2}}\right)^{2} & : & \hat{\mu}_{k} \gg 1
\end{array}\right.
$$

The two cases underline the role of $\hat{\mu}_{k}$ : on the one hand, for $\hat{v}_{k}, \hat{\mu}_{k} \ll 1$, the excitation density is small in accordance with a (quasi) adiabatic drive. Adiabaticity breaking is indicated by $\hat{v}_{k} \approx 1$, reflecting the breakdown of the approximation (see also Ref. [10]). On the other hand, $\hat{\mu}_{k} \gg 1$ can restore adiabaticity: even for an effectively fast
continued from page before
drive, $p_{k}$ is suppressed by $\hat{\mu}_{k}$. This adiabatic approach complements the exact asymptotic approach and the adiabatic-impulse approximation. Whereas the adiabatic approach is controlled for $\hat{v}_{k} \ll 1$ (breaking down for $k<k^{*}$ ), the adiabatic-impulse approximation works well for $\hat{v}_{k} \gg 1$.

In the asymptotic limit $t_{f} \rightarrow \infty$, another method can be used (see App. C): the leading contribution to $p_{k}$ for $t_{f} \rightarrow \infty$ is non-analytic and can be determined from the complex zeros of $\mathcal{E}\left(k, \hat{t}_{k}\right)$ [85, 86].

Cases (1) and (2) - generalized drives: We consider a quadratic drive ( $n=2$ ) that reaches the equilibrium critical point, where the underlying correlation time diverges. Therefore, a microscopically slow drive will inevitably break adiabaticity. For case (2), the onset of a fast effective drive $\hat{v}_{k^{*}} \approx 1$ at momentum $k^{*}$ can either result from the driven relevant coupling (with $\hat{v}_{\perp}$ ) or the driven irrelevant coupling (with $\hat{v}_{\|}$). Parallel to the discussion in Sec. 3.3, we can define a momentum scale $\hat{\kappa}:=\left(\hat{v}_{\perp} / \hat{v}_{\|}\right)^{1 / 2}$. For $\hat{k}^{*} \ll \hat{\kappa}$, excitations are dominantly generated from the driven equilibrium relevant coupling. For $1 \gg \hat{k}^{*} \gg \hat{\kappa}$, excitations are generated from the driven equilibrium irrelevant coupling:

$$
\hat{v}_{k^{*}} \stackrel{!}{\sim} 1: \begin{cases}\hat{k}^{*} \ll \hat{\kappa}(\mathrm{KZM}): & \hat{k}^{*} \sim \hat{v}_{\perp}^{\frac{1}{n+1}}  \tag{3.72}\\ \hat{\kappa} \ll \hat{k}^{*} \ll 1 \text { (subleading) }: & \hat{k}^{*} \sim \hat{v}_{\|}^{\frac{1}{n-1}}\end{cases}
$$

An overview of the analysis for the generalized case (2) is shown in Fig. 3.8. Parametrizing the drive in terms of the angle $\phi$ and magnitude $\hat{v}$ :

$$
\binom{\hat{v}_{\perp}}{\hat{v}_{\|}}=\hat{v}\binom{\cos (\theta)}{\sin (\theta)}
$$

sets of $n_{E}(\hat{v} ; \phi)$ are shown in Fig. 3.8(a),(b). For intermediate angles, numerical integrations of the Schrödinger equation ${ }^{11}(+)$ are compared with the AI approximation (orange lines). Afterwards, the AI approximation is used for a wider range of $\hat{v}$ and $\phi$. For $\phi$ sufficiently close to $\pi / 2$, the subleading scaling regime becomes observable for $1 \gg \hat{v} \gg \hat{v}^{*}(\phi)$. The corresponding extent of the scaling regimes are shown in Fig. 3.8(d).

Universal scalings: Based on (3.67), the two scaling regimes of $n_{E}$ are $n_{E} \sim$ $\hat{v}_{\perp}^{\frac{1}{3}}$ and $n_{E} \sim \hat{v}_{\perp}^{1}$, see Fig. 3.8(c). The scaling of the crossover velocity is expected to be

$$
\text { transverse XY: } \hat{v}^{*}(\phi) \sim\left|\frac{\pi}{2}-\phi\right|^{1 / 2}=\left|\frac{\pi}{2}-\phi\right|^{\frac{z+\operatorname{dim}\left[D_{2}\right]}{\operatorname{dim}[\Delta]-\operatorname{dim}\left[D_{2}\right]}},
$$

which fits to the findings in Fig. 3.8(d). Here, the crossover velocity was extracted from (i) a direct fit as well as (ii) the approximation (3.56).

[^25]

Figure 3.8: Summary of generalized drives in the transverse XY model $(n=2)$ starting/stopping at the transition: (a) Set of curves $n_{E}(\hat{v} ; \phi)$ (log-log) for fixed angles ( $\pi / 2-\phi=10^{-1}, 5 \times 10^{-3}, 2 \times 10^{-4}, 10^{-5}$ ) using (i) the AI approximation (orange lines; dashed line describes limiting case $\phi \rightarrow \pi / 2$ ) and (ii) numerical solutions (+, starting at the transition). (b) To analyze an extended velocity range, the AI approximation is used to approximate $n_{E}$ (log-log). Two scaling regimes are observable ( $n_{E} \sim \hat{v}^{\alpha}$ fits are shown as well) with crossover velocities indicated by orange dots. (c) Scaling exponents extracted from the same fitting model as in the minimal model. The extracted exponents approach the $R G$ predictions (dashed lines), where $\phi>\phi_{\min }$ (vertical line) allows for a quantitatively reasonable estimate. (d) Different scaling regimes in the $(\pi / 2-\phi, \hat{v})$ plane with the crossover velocities estimated by Eq. (3.56) (orange dots) and a full fit (blue squares) of the curves in (b). In the limit $|\pi / 2-\phi| \ll 1$, the crossover velocities obey a scaling law with $\beta=0.49$ (fitting to the $R G$ prediction of $1 / 2$ ).

Case (3) - Longitudinal drive: Building upon the intuition from the extended XY model, we consider a slow quadratic drive of $\hat{D}_{2}$ (with $\hat{v}_{\|}$) parallel to the phase boundary with $\hat{\Delta}(t)=\hat{\Delta}^{0} \geq 0$, see Fig. 3.9(a). For $n=2$, the drive coupling is a relevant coupling with $\operatorname{dim}\left[\hat{v}_{\|}\right]=2 z+\operatorname{dim}\left[D_{2}\right]>0$ and can lead to adiabaticity breaking. However, a sufficiently large gap can restore adiabaticity. Only for small enough gaps, a parallel drive with $\hat{v}_{\|}$induces adiabaticity breaking for a finite range of momenta $k$.

## Legend:

AI approximation: adiabatic pert. theory: - numerical data: +

(b)


Figure 3.9: Parallel drive in the transverse $X Y$ model $(n=2)$ : drive protocol in (a) spin coupling space and (b) fermionic coupling space for finite gaps $\hat{\Delta}=\hat{\Delta}^{0}$. (c) Excitation density $n_{E}(\hat{\Delta} ; \hat{v})$ (log-log) for fixed velocities, extracted from (i) numerics ( + ), (ii) AI approximation (orange line), and (iii) (first order) adiabatic perturbation theory (gray dotted line). The velocities from top to bottom are: $\hat{v}=1.0 \times 10^{0}, 1.8 \times 10^{-1}, 3.2 \times 10^{-2}, 5.6 \times 10^{-3}, 1.0 \times 10^{-3}$ with system size $L=2 \times 10^{3}$ ( $L=10^{4}$ for the smallest velocity). (d) $n_{E}(\hat{v} ; \hat{\Delta})$ for different fixed gaps $\hat{\Delta}$ (AI approximation). The numerical data ( + ) from (b) for the smallest gap $\left(\hat{\Delta}=10^{-4}\right)$ are also plotted. The subleading scaling regime ( $n_{E} \sim \hat{v}^{1}$ ) is only observable for $\hat{\Delta} \ll \hat{v} \ll 1(\hat{v} \sim \hat{\Delta}$ indicated by the gray horizontal lines).

We consider a drive starting at $\hat{D}_{2}\left(t_{i}\right) \approx J\left(t_{i}\right) /(2 \gamma)=1$ and running up to $J\left(t_{f}\right) /(2 \gamma) \gg 1$, see Fig. 3.9(a),(b). We compare (i) direct numerical integrations with (ii) the AI approximation, see Fig. 3.9(c),(d). By construction, the AI approximation is quantitatively valid for fast drives $\hat{v}_{k} \gg 1$. Therefore, using the AI approximation for all momenta becomes reasonable once adiabaticity is broken for a sufficiently large range of momenta. In contrast, the finite gap can restore adiabaticity even for all $k$. In this case, the excitation density should
be better described by the adiabatic perturbation theory (3.71). In Fig. 3.9(c) a comparison between the AI approximation for all momenta (orange line) and the adiabatic approximation for all momenta (gray dashed line) is shown.

To reveal the competition between the drive and the finite gap, we extract $n_{E}\left(\hat{\Delta}^{0} ; \hat{v}\right)$ as a function of the gap size $\hat{\Delta}^{0}$ and different fixed velocities, see Fig. 3.9(c). Lowering the gap leads to an increased excitation density, saturating for $n_{E}\left(\hat{\Delta}^{0} \rightarrow 0 ; \hat{v}\right)$. In the limiting case $\hat{\Delta}^{0} \rightarrow 0$, adiabaticity is broken on all momentum scales with $\hat{k} \ll \hat{k}^{*}$. These asymptotic values of $n_{E}$ can be plotted as a function of $\hat{v}$, see Fig. 3.9(d). In this limit, $n_{E}$ is an algebraic function of $\hat{v}$ again, revealing the subleading scaling behavior $n_{E} \sim \xi_{\|}^{-1}$ with $n_{E} \sim \hat{v}_{\| \|}^{1}$. Complementarily, the excitation density $n_{E}\left(\hat{v} ; \hat{\Delta}^{0}\right)$ as a function of $\hat{v}$ but finite fixed gaps $\hat{\Delta}^{0}$ is shown in Fig. 3.9(d). An algebraic scaling regime is restricted to $\hat{\Delta}^{0} \ll \hat{v} \ll 1$. For smaller velocities, the excitation density vanishes more quickly and the observable scale $\xi^{*}$ in the system is dictated by the equilibrium correlation length (analytically known for the XY model [59, 60]), see Fig. 3.10(b).

## (a) Qualitative scaling

drive scale: $\hat{\xi}_{\|} \sim n_{E}^{-1}(\hat{v})$, eq. scale: $\hat{\xi}_{\text {eq }} \sim(\hat{\Delta})^{-1 / z}$

$$
\hat{\xi}^{*} \sim \min \left[\hat{\xi}_{\|}, \hat{\xi}_{\mathrm{eq}}\right]
$$

Legend:
AI approx.: __/ numerics: + , analytical $\hat{\xi}_{\text {eq }}$ : - -
(b) Quantitative scaling


Figure 3.10: Parallel drive in the tansverse $X Y$ model $(n=2)$ : (a) Qualitative consideration: For a parallel drive, the competing length scales are set by the finite gap, dictating $\hat{\xi}_{\text {eq }}$, and the drive velocity, dictating $\hat{\xi}_{\|}(\hat{v})$. Only the smaller one is observable. (b) Comparison of $n_{E}^{-1}(\hat{\Delta} ; \hat{v}) \sim \hat{\xi}_{\|}$(solid lines (AI) as in Fig. 3.9; +: (inverted) numerical data from Fig. 3.9) and $\hat{\xi}_{e q}$ (red dashed line; evaluated for fixed $J / \gamma$ close to $\left.\hat{D}_{2}^{0}=1\right)$. Once $\hat{\xi}_{\|}(\hat{v}) \ll \hat{\xi}_{\text {eq }}$, a non-adiabatic regime is entered.

Comparison of scales: The onset of a fast drive in the generalized setting is indicated by $\hat{v}_{k^{*}} \approx 1$. However, this condition is not sufficient for adiabaticity breaking once the static scales, encoded in $\hat{\mu}_{k}$, grow large as well. We can associate individual onset scales to $\hat{v}_{k}$ and $\hat{\mu}_{k}$ according to: $\hat{v}_{k^{*}} \approx 1$ and $\hat{\mu}_{k_{\mu}} \approx 1$. Non-adiabatic dynamics is expected for $k_{\mu} \ll k \ll k^{*}$. Therefore, for a given velocity $\hat{v}_{\|}$adiabaticity breaking, and there observable algebraic scaling of $n_{E}$,
is only possible for a sufficiently small gap $\hat{\Delta}^{0} \ll \hat{\Delta}^{0 *}$ :

$$
\begin{equation*}
\hat{\Delta}^{0 *} \sim \hat{v}_{\|}^{\frac{1 / \nu}{n z+\operatorname{dim}\left[g_{j}\right]}} \stackrel{\text { here }}{=} \hat{v}_{\|}^{1} \tag{3.73}
\end{equation*}
$$

The condition $\hat{\Delta}^{0} \ll \hat{\Delta}^{0 *}$ is also required for $n_{E}\left(\hat{v} ; \hat{\Delta}^{0}\right)$ to have an algebraic scaling form (in analogy to the discussion of the extended XY model in Sec. 3.3.3).

Case (4) - Driving along a gapless line: The limiting case of $\hat{\Delta}^{0} \rightarrow 0$ corresponds to a drive along the gapless line (related drives were already used in the transverse XY model, an overview is given in [61, 125, 126]). In this limit, $n_{E}(\hat{v})$ becomes an algebraic function of $\hat{v}$. A simpler to realize scenario instead is a drive of the coupling $\gamma$ (see again (2.24)), analyzed in Ref. [125]. In the limit $k \rightarrow 0$, this corresponds to driving $D_{1}$, which requires a reevaluation of the RG approach. In the approach used in Sec. 2.2.2, we scaled out the coupling $D_{1}$. It corresponded to the lowest momentum term, defining the fixed point theory $S_{\text {crit }}^{*}$. Once $D_{1}$ is driven, we cannot scale out $D_{1}$ anymore and the leading nondriven derivative term corresponds to $D_{2}$. In turn, the fixed point theory we are analyzing in the driven scenario has changed. The resulting critical exponents are $z^{\prime}=2$ and $\nu^{\prime}=1 / 2$. This implies that $D_{1}$ is a relevant coupling with $\operatorname{dim}\left[D_{1}\right]=+1$. Therefore, even a linear drive induces an observable scaling as predicted from the RG:

$$
\begin{equation*}
n_{E}\left(\hat{v}_{\|}\right) \sim \hat{v}_{\|}^{\frac{1}{2+1}} \tag{3.74}
\end{equation*}
$$

consistent with the findings in Ref. [125].

## Box 11: Drives along gapless lines in Gaussian models

To cover a more general fermionic Gaussian case, consider an equilibrium model with dynamical critical exponent $z$. This corresponds to a fixed point theory with a term $\propto D_{z} k^{z}$. The next subleading term is of the form $\propto D_{l} k^{l}$. If the coupling $D_{z}$ is driven with an order $n$ drive, we scale out the next subleading coupling $D_{l}$ and the critical exponents and scaling of $n_{E}$ are given by:

$$
\begin{equation*}
z^{\prime}=l, \quad \operatorname{dim}\left[D_{z}\right]=l-z: \quad n_{E}\left(\hat{v}_{\|}\right) \sim \hat{v}_{\|}^{\frac{1}{(n+1) l-z}}, \tag{3.75}
\end{equation*}
$$

consistent with the findings in Refs. [125, 132].

### 3.5 Outlook: Generalized KZM, Universal and Non-Universal Aspects

In the following, we discuss some further aspects: (i) the role of the cutoff, (ii) geometries at a Wilson-Fisher fixed point (complementing the non-interacting fermionic model), (iii) measures of adiabaticity breaking beyond the excitation density and (iv) the scaling of the entanglement entropy.

Role of the cutoff: The scaling behavior of $\xi^{*}$ (or here $n_{E}$ ) is universal. It only depends on the equilibrium critical exponents and the order of the drive. From an abstract point of view, it results from the RG flow in the vicinity of a fixed point. Many microscopic details are irrelevant in its vicinity. As an example, spin models with additional interaction terms (e.g. between site $l$ and $l+$ 3 etc.) can have the same critical behavior compared to the (extended) transverse XY model. At large length scales, the differences are washed out. However, they enter the description of a model at hand in the form of, e.g., an effective cutoff scale $\Lambda_{\text {eff }}$. For


Figure 3.11: Schematic scaling regimes of the generalized KZM for dimensionful velocities: the orange line separates the leading scaling (white region) from the subleading one (light gray region). The cutoff $\Lambda_{\text {eff }}$ sets a scale, below which drives can be considered slow. The dashed lines correspond to tracking $n_{E}(\hat{v} ; \phi)$ for two different angles $\phi_{1 \mid 2, \Lambda}$. Only for sufficiently large angles (here: $\phi_{1, \Lambda}$ ) both scalings are observable with the crossover velocity indicated by the darker orange dot. the extended XY model, we have used the description (3.40), where $\Lambda_{\text {eff }}$ is sensitive to the introduction of further couplings. In case of a drive, the cutoff is related to the range of dimensionful, microscopic velocities $v_{\perp}, v_{\|}$, for which the different universal scalings become observable. From the sketch in Fig. 3.2(c), we can already infer that a larger cutoff is favorable to observe the subleading scaling regime. To quantify this range, consider the extended XY model with $z=3$ :

- To observe the subleading scaling, we need: $v_{\perp}^{1 / 3} \ll v_{\|} \ll \Lambda_{\text {eff }}^{2}$.
- To not enter the non-universal regime, we need: $v_{\perp} \ll \Lambda_{\text {eff }}^{6}$ and $v_{\|} \ll \Lambda_{\text {eff }}^{2}$. The three regimes (i) leading scaling, (ii) subleading scaling and (ii) non-universal are summarized in a $\left(v_{\perp}, v_{\|}\right)$-plot of microscopic velocities in Fig. 3.11. For $v_{\perp}^{1 / 3} \ll v_{\|}$, the subleading scaling with $v_{\|}$becomes observable (orange region). Otherwise, the leading KZM scaling with $v_{\perp}$ is observable (white region). Two exemplary drive protocols ${ }^{12}$, are shown in Fig. 3.11 as dashed lines: only once the angle $\phi_{\Lambda}$ is sufficiently close to $\pi / 2$, the subleading scaling regime is entered.

[^26]
## Box 12: Cutoff-dependence of the angles $\phi_{\Lambda}$

The dimensionless velocities and the angles in the extended transverse XY model are defined as:

$$
\left.\begin{array}{l}
\hat{v}_{\perp}\left(\Lambda_{\mathrm{eff}}\right)=\left(v_{\perp} / D_{3}^{2}\right) \Lambda_{\mathrm{eff}}^{-6}  \tag{3.76}\\
\hat{v}_{\|}\left(\Lambda_{\mathrm{eff}}\right)=\left(v_{\|} / D_{3}^{2}\right) \Lambda_{\mathrm{eff}}^{-2}
\end{array}\right\} \quad \tan \left(\phi_{\Lambda}\right)=\frac{\hat{v}_{\|}\left(\Lambda_{\mathrm{eff}}\right)}{\hat{v}_{\perp}\left(\Lambda_{\mathrm{eff}}\right)}=\frac{v_{\|}}{v_{\perp}} \cdot \Lambda_{\mathrm{eff}}^{-4}
$$

Changing the cutoff from $\Lambda_{\text {eff }} \rightarrow \Lambda_{\text {eff }}^{\prime}$, the new angle is related to the previous one by:
$\tan \left(\phi_{\Lambda^{\prime}}\right)=\tan \left(\phi_{\Lambda}\right)\left(\frac{\Lambda_{\mathrm{eff}}}{\Lambda_{\mathrm{eff}}^{\prime}}\right)^{-4} \Rightarrow \phi_{\Lambda^{\prime}} \stackrel{\phi \rightarrow \pi / 2}{\approx} \frac{\pi}{2}-\left(\frac{\Lambda_{\mathrm{eff}}^{\prime}}{\Lambda_{\mathrm{eff}}}\right)^{-4}\left(\frac{\pi}{2}-\phi_{\Lambda}\right)$.

A larger cutoff ( $\Lambda_{\text {eff }}^{\prime}>\Lambda_{\text {eff }}$ ) therefore has two manifestations: (i) it pushes the angles closer to $\pi / 2$ (see (3.77)), and (ii) the range of microscopic velocities, where subleading scaling is observable, is enlarged (the gray area in Fig. 3.11 is pushed outwards).

Geometry at an interacting (Wilson-Fisher) fixed point and the generalized KZM: So far, we have studied a non-interacting fermion theory and its RG analysis. In this case, the eigenvectors of the linearized RG flow (described by the matrix $M$ ) are orthogonal to each other (corresponding to $\hat{\Delta}, \hat{D}_{2}, \ldots$ ). Therefore, the (de)construction of a generalized drive in terms of those couplings is straightforward. Nevertheless, the notion of a 'transversal' drive is already altered once spin couplings are considered (see again Sec. 3.1.3): in this case, a transversal drive is not necessarily oriented orthogonally to the phase boundary. Another instance of this 'orthogonality issue' arises in interacting theories, e.g. a $\phi^{4}$ theory (field theoretic relative of the lattice Ising model, defined below). It features a Wilson-Fisher fixed point [143], describing the transition (with, e.g., a finite value of the mass and interaction coupling). In this case, the matrix $M$ is non-symmetric and has non-orthogonal eigenvectors. The equilibrium $\phi^{4}$ theory in $d$ dimensions is defined as:

$$
S_{\mathrm{eff}}=\int d^{d} x\left(\frac{1}{2} \nabla \phi \cdot \nabla \phi-\frac{\hat{g}_{2}}{2} \Lambda^{2} \phi^{2}-\frac{\hat{g}_{4}}{4!} \Lambda^{4-d} \phi^{4}\right)
$$

where $\phi$ is a real-valued field. Here, the cutoff scale $\Lambda$ is used to define dimensionless couplings [144]. Without going into the details, the linearized flow for the $\phi^{4}$ theory in $d=4-\epsilon$ dimensions [143] and relative to the non-Gaussian Wilson-Fisher fixed point $\overrightarrow{\hat{g}}^{*}=\left(\hat{g}_{2}^{*}, \hat{g}_{4}^{*}\right) \neq(0,0)$ reads (see, e.g., Ref. [52, 144]):

$$
\partial_{s}\binom{\delta \hat{g}_{2}}{\delta \hat{g}_{4}}=\underbrace{\left(\begin{array}{cc}
2-\epsilon / 3 & a\left(1+\frac{\epsilon}{6}\right)  \tag{3.78}\\
0 & -\epsilon
\end{array}\right)}_{=: M}\binom{\delta \hat{g}_{2}}{\delta \hat{g}_{4}},
$$

where $a$ is a constant. Note that $M$ is non-symmetric and we have to distinguish between left and right eigenvectors (which nonetheless have the same
eigenvalues) [64]:

$$
\begin{equation*}
M \cdot \mathbf{e}_{R}^{(j)}=\lambda_{j} \mathbf{e}_{R}^{(j)}, \quad \mathbf{e}_{L}^{(j)} \cdot M=\mathbf{e}_{L} \lambda_{j} \tag{3.79}
\end{equation*}
$$

The set of right eigenvectors are not orthogonal to each other, but the left and right eigenvectors corresponding to different eigenvalues are orthogonal. The eigendirections define the effective couplings with unique scaling dimensions:

$$
\begin{array}{ll}
\text { relevant } & \text { irrelevant } \\
\hat{\sigma}_{2}=\delta \hat{g}_{2}, & \hat{\sigma}_{4}=\delta \hat{g}_{4}-\frac{a(1+\epsilon / 6)}{2(1+\epsilon / 3)} \delta \hat{g}_{2}, \\
\operatorname{dim}\left[\sigma_{2}\right]=2-\epsilon / 3, & \operatorname{dim}\left[\sigma_{4}\right]=-\epsilon \tag{3.81}
\end{array}
$$

Therefore, a slow transversal drive in the $\phi^{4}$ theory has to point in the direction of $\hat{\sigma}_{2}$ and a parallel drive in the direction of $\hat{\sigma}_{4}$. A general drive can then be decomposed into these two directions (with the help of the left eigenvectors). In terms of angles, a longitudinal drive corresponds to $\phi=\pi / 2$, whereas a transversal drive corresponds to $\phi \neq 0$ (in analogy to the drives in the spin coupling space we have discussed before).

## Box 13: Outlook - Beyond quasi-particle excitation densities

The analysis so far was based on the excitation density. For the models under investigation, excitations are well-defined, either as the quasiparticles in the fermionic system or domain walls/spin flips in the spin system. If such a notion is not possible anymore, other measures like the entanglement entropy, diagonal entropy density or excess energy density can be used [80] (see also, e.g., Refs. [130, 145]). The last two are based on the overlap of the state with the (instantaneous) energy eigenstates $\left|\epsilon_{m}\right\rangle$ (in one dimension):

$$
\begin{aligned}
& \text { diagonal entropy density: } \quad S_{\text {diag }}=-\frac{1}{L} \sum_{m} p_{m} \log \left(p_{m}\right), \quad p_{m}=\left|\left\langle\psi \mid \epsilon_{m}\right\rangle\right|^{2}, \\
& \text { excess energy density: } \quad Q=\frac{1}{L} \sum_{m}\left(E_{m}-E_{0}\right) p_{m} .
\end{aligned}
$$

Here, $E_{0}$ is the ground state energy. Making use of, e.g., the adiabatic perturbation theory, these quantities also depend universally on the underlying critical exponents [80, 83]. As an example, consider the excess energy density for a generalized order $n$ drive that ends at the transition:

$$
Q \sim \frac{1}{L} \sum_{k} \epsilon_{k}\left(t_{f}\right) p_{k}\left(t_{f}\right) \sim\left(k^{*}\right)^{z+1} \sim\left\{\begin{array}{l}
\frac{z+1}{\hat{v}_{\|}^{\frac{z+1}{n z+\operatorname{dim}\left[g_{j}\right]}} \text { subleading }} \\
\hat{v}_{\perp}^{n z+1 / \nu} \\
\text { leading }
\end{array}\right.
$$

Sudden quenches and the role of time: Complementary to the slow drives we have considered here, the limit of very fast drives (sudden quenches) have been studied in the literature (see, e.g., Ref. [73]). Here, the system is prepared in the ground state and a parameter of the system (e.g., the transversal field)
is changed instantaneously. The original ground state corresponds to a (superposition of) excited state(s) of the new Hamiltonian. Also in this scenario, observables like the excitation density scale universally with the equilibrium critical exponents as a function of the parameter change [73, 80]. Therefore, a slow quench and a sudden quench are qualitatively related. This can be traced back to the adiabatic impulse scenario: a slow drive (ending at the transition) can be understood as a sudden quench from the point in parameter space where adiabaticity is broken to the final point: $\left(g\left(t^{*}\right), J\left(t^{*}\right)\right) \rightarrow\left(g\left(t_{f}\right), J\left(t_{f}\right)\right)$ (where $t^{*}$ is the time of adiabaticity breaking) [80]. To compare sudden quenches with generalized slow drives (including irrelevant couplings), we take reconsider the role of the adiabaticity breaking time. In the realm of the AIA approximation, we extracted it from equating (i) the time to reach the smallest gap and (ii) the time scale set by the gap, (3.68), for each two level system labelled by $k$. In this context, we used the rescaled, $k$-dependent time $\hat{t}_{k} \sim \hat{k}^{z} t$. For a transversal drive, where only the relevant coupling $\hat{\Delta}$ is driven, we find:

$$
\begin{equation*}
\hat{t}_{k}^{*} \sim \hat{v}_{\perp}^{-1 /(n+1)} \hat{k}^{z} \quad \Leftrightarrow \quad t^{*} \sim \hat{v}_{\perp}^{-1 /(n+1)} . \tag{3.82}
\end{equation*}
$$

This implies that there is a unique time of adiabaticity breaking $t^{*}$ for all low lying momenta (no $k$-dependence of $t^{*}$ ). In contrast, adiabaticity breaking due to a driven irrelevant coupling gives rise to

$$
\begin{align*}
\hat{t}_{k}^{*} \sim \hat{v}_{\|}^{-1 /(n+1)} \hat{k}^{\left(n z+\operatorname{dim}\left[g_{j}\right]\right) /(n+1)} \Leftrightarrow \quad t^{*}(k) & \sim \hat{v}_{\|}^{-1 /(n+1)} \hat{k}^{-\alpha}  \tag{3.83}\\
\quad \alpha & :=z-\frac{n z+\operatorname{dim}\left[g_{j}\right]}{n+1}>0
\end{align*}
$$

This relation has two implications: (i) the unrescaled adiabaticity breaking time $t^{*}(k)$ is $k$-dependent and (ii) $t^{*}(k)$ is diverging for $k \rightarrow 0$. Therefore, we cannot associate a unique adiabaticity breaking time $t^{*}$ to the drive of irrelevant couplings.

Accordingly, the association of slowly driven couplings with a sudden quench of the form $\left(g\left(t^{*}\right), J\left(t^{*}\right)\right) \rightarrow\left(g\left(t_{f}\right), J\left(t_{f}\right)\right)$ does not hold directly for the generalized case ${ }^{13}$. The implication (ii) mentioned above can limit the observability of the subleading scaling behavior. Depending on the other involved scales (stemming from $\hat{v}_{\perp}$ and $\hat{\Delta}^{0}$ ), the diverging behavior of $t^{*}(k)$ indicates that the microscopic parameters $\left(g\left(t^{*}(k)\right), J\left(t^{*}(k)\right)\right.$, below which the drive is non-adiabatic, will become large. If a drive is supposed to start in an adiabatic regime for all $k$, the aforementioned growth of $\left(g\left(t^{*}(k)\right), J\left(t^{*}(k)\right)\right.$ can be an obstacle.

Remark: In the last sections, we have made massive use of drives with (formally) $t_{i}=\infty$ and therefore $g\left(t_{i}\right), J\left(t_{i}\right) \rightarrow \infty$. This is reasonable as long as finite values of $g\left(t_{i}\right), J\left(t_{i}\right)$ will reproduce similar results. This is the case for drives of relevant couplings. In light of the discussion above, this can be a problematic assumption for longitudinal drives with $\hat{\Delta}^{0}=0$ and $\hat{v}_{\perp}=0$. These scales, once present, dominate the dynamics for $k \rightarrow 0$.

Quantum information perspective - bridge to the second project: As we have already mentioned partly in Sec. 2.2, close to the critical point of the

[^27]Ising transition, the entanglement entropy between a subregion $A$ in space and the rest of the system scales as:

$$
\begin{equation*}
S_{\mathrm{vN}}(A) \approx \frac{1}{6} \log _{2}(\min [\xi,|A|]) \tag{3.84}
\end{equation*}
$$

Therefore, it is a witness of the correlation length scaling. For a slow transversal drive, the created excitations reduce the correlation length and therefore also the entanglement between two subsystems ${ }^{14}$. Combining this scaling behavior of the entropy with the KZM scaling of $\xi^{*}$, we expect that the entanglement between one half of the system and the other half scales as (see also Ref. [12]):

$$
\begin{equation*}
S_{\mathrm{vN}}(L / 2) \sim \frac{1}{6} \log _{2}\left(\hat{\xi}_{\perp}\right) \sim-\frac{1}{6 \cdot(n z+1 / \nu)} \log _{2}\left(\hat{v}_{\perp}\right) \tag{3.85}
\end{equation*}
$$

(for an order $n$ drive and $\hat{\xi}_{\perp} \ll L / 2$ ). As an example, we consider a linear (or quadratic) drive with velocity $v_{\perp}$ of the transverse field. The drive starts at some finite value $(g-J) / \gamma$ in the paramagnetic phase and ends at the transition (the linear drive scenario was considered in Ref. [12]). The resulting entanglement entropy scaling is shown in Fig. 3.12(a) (linear drive) and Fig. 3.12(a) (quadratic drive).


Figure 3.12: Half system entanglement entropy of the transverse $X Y$ model for different system sizes $L$ and (a) a linear drive, starting at $g\left(t_{i}\right) / \gamma=5, J / \gamma=$ $1 / 2$ and ending at the transition, and (b) a quadratic drive, starting at $g\left(t_{i}\right) / \gamma=$ $20, J / \gamma=1 / 2$ and ending at the transition (semi-log scale). For a finite system, a sufficiently slow drive is still adiabatic. In the limit $\hat{v}_{\perp} \rightarrow 0\left(n_{E}^{-1} \gg L\right)$, the entanglement entropy is given by the ground state entanglement entropy (dotted lines in (a)). For intermediate velocities, we observe a scaling according to $S_{v N} \sim \alpha \log _{2}\left(\hat{v}_{\perp}\right)$. The values of $\alpha$ from a fit (dashed lines) are close to the expected values $-1 / 12$ (linear drive) and $-1 / 18$ (quadratic drive).

Remark: Here we consider excitations on top of the translationally invariant ground state close to the critical point. In the next chapter, we will consider a quite different (energy) regime of a similar gapless fermionic model, starting

[^28]from an initial state that is a superposition of highly excited states. In this case, the evolution drives the state into a volume-law state $S_{\mathrm{vN}}(L / 2) \sim L / 2$.

## 4 Unitary Evolution, Measurements and Decoherence

In the previous chapter, we have encountered two important pillars of quantum dynamics:

- Unitary evolution for a time-independent Hamiltonian: On the one hand, the ground state of the Hamiltonian can undergo a quantum phase transition, displaying universal behavior in its vicinity [2]. On the other hand, states composed out of highly excited states can feature information scrambling leading to strong entanglement between subsystems.
- (Slowly) Driven Hamiltonian: Unitary time evolution due to a timedependent Hamiltonian can excite the state, departing from an initial ground state. Even a slow drive can eventually break adiabaticity in the vicinity of a critical point.

In the following, we investigate two further fundamental aspects shaping the time evolution of a quantum state, resulting in non-unitary evolution:

- Local measurements: Measurements of local observables, like the particle number $\boldsymbol{n}_{l}$ at lattice site $l$, lead to the (local) projection onto an eigenstate of the measured operator. The projected state displays a reduced spatial entanglement.
- Coupling to an environment: If the system is coupled to an additional (quantum) system ('bath'), the interaction between system and bath can induce system-bath entanglement. In return, the reduced description of the system becomes mixed, which can manifest in, e.g., dephasing.

In the following, we discuss the competition between unitary evolution in varies forms that builds up entanglement and local measurements that reduce entanglement. We briefly recapitulate some of the model classes which have been considered in literature. The interplay of unitary evolution due to a local (or non-local) Hamiltonian or due to random unitaries and different forms of measurements gives rise to a broad landscape of models and aspects of measurement induced dynamics, which is partly displayed in Fig. 4.1.

The main results of this chapter have been published in the publication [147]. In particular the key results, implications and Secs. 4.4-4.9 contain large parts which are adapted and extended from the publication [147].

Quadratic models: So far, we have considered fermionic hopping Hamiltonians in a closed system, featuring a quantum phase transition in its ground state. At the critical point, the ground state has features log law entanglement between subparts of the system. However, the time evolution due to the same Hamiltonians can also generate volume law entanglement. Initial states which are superpositions of highly excited states (from the middle of the energy spectrum of $\boldsymbol{H}$ ) feature an extensive entanglement entropy between subsystems (see also, e.g., Refs. $[148,149]$ and Sec. 4.1). In contrast to the ground states and slow drives considered before, this scenario can arise in sudden quenches (see, e.g., Refs. [81, 82]).

Interacting models: Similarly, and beyond Gaussian models, volume law entanglement emerges in non-integrable, thermalizing closed quantum systems, which nonetheless are described by a unitary time evolution operator $\boldsymbol{U}_{t}=$ $\exp (-i \boldsymbol{H} t)$. A related scenario are random unitary circuits, where instead of a fixed time evolution operator random unitary gates are applied at each discrete time step. They are randomly drawn from a specified distribution and act on, e.g., two neighboring lattice sites. In this setup, even the energy is not conserved, but the dynamics of quantities like the entanglement $S_{\mathrm{vN}}(t)$ show remarkable universal behavior [150, 151].

In all the models above, the growth of entanglement can be counteracted by measurements of local observables, favoring a spatial product state with locally well-defined eigenvalues of the measurement operators. Once these measurements take place with a certain probability $p$ at each time step (and location), they constitute an additional dynamical stochastic process competing with the unitary evolution. This competition may result in a sharp continuous phase transition at a critical $p_{c}$, separating a volume law phase ( $p<p_{c}$ ) and an area law phase $p>p_{c}[6,152,153]$. As we will see later, quadratic fermion models are different: they do not support a volume law in the presence of local measurements [154], but can still feature a log to area law transition [18].

Observables: To extract and describe such phase transitions, we have to deal with the stochastic nature of individual measurement trajectories (due to the stochastic nature of the measurement outcomes). In a first step, we consider properties of the evolved states once a stationary value has been reached. As before, two possible approaches are based on: (i) extracting the entanglement properties or (ii) extracting correlations and/or order parameters of individual trajectories. In both cases, statistical non-stochastic statements can be obtained by averaging over the stochastic trajectories. However, it can be shown that averaged observables of the form $\overline{\langle\boldsymbol{\mathcal { O }}\rangle}$ (where $\overline{(\ldots)}$ denotes the average of different measurement outcomes) are trivial in the sense that they are independent of the details of the model like the measurement rate [6]. To obtain non-trivial statistical averages, higher moments, e.g., correlations of the form $\overline{\langle\mathcal{O}\rangle^{2}}$ or the entanglement entropy $\overline{S_{\mathrm{vN}}}$, have to be considered.

Replica theory: The fact that the transition is only encoded in higher moments also influences the relevant symmetries in the model. The transitions cannot be extracted from the averaged density matrix $\bar{\rho}$, but rather from averaged replicated density matrices of the form: $\overline{\boldsymbol{\rho} \otimes \boldsymbol{\rho} \otimes . . \otimes \boldsymbol{\rho}}[9,19,20,54$, 155-162]. As discussed before, phase transitions can result from spontaneous symmetry breaking and a qualitative change in the correlations. In the stochastic measurement setup, the relevant symmetries consist of two parts: (i) the physical symmetry of the time evolution of single trajectories and (ii) replica exchange symmetries. Therefore, the interplay of unitary evolution and measurements gives rise to an extended set of symmetries, which possibly can be broken (spontaneously) (for examples see, e.g., Refs. [158, 160, 163, 164]). The coupling to an additional bath will explicitly break some of those symmetries.

Role of mixed states: The aforementioned aspects refer to static properties of the evolved states once a stationary value has been reached. By using the entanglement entropy, we implicitly assumed that the measurement trajectories were pure. A complementary perspective is to study the dynamical purification of an initially mixed state: under monitoring, an initially mixed state will purify. Depending on the underlying stationary phase (e.g, volume or area law), the purification is qualitatively different $[31,154,158,165,166]$. As an example, the typical purification time can scale differently with the system size $L$. The advantage of this approach is that it is also applicable to long range or all to all coupled models [31, 158], where the notion of entanglement between subsystems is not clearly defined.
Mixed states can also arise from the coupling to an environment/bath (e.g, another quantum system). Once system and bath build up entanglement, the reduced description ${ }^{1}$ of the system $\boldsymbol{\rho}_{S}=\operatorname{tr}_{B}\left[\boldsymbol{\rho}_{S B}\right]$ becomes mixed. This is comparable to the scrambling dynamics in an extended, isolated system, where entanglement builds up between different subsystems. The interplay of measurement induced phase transitions and the presence of a (dephasing) bath is still a very open field and the main topic of this chapter. Recent works regarding this topic are:

- In Refs. [20, 172] a $\mathbb{Z}_{2}$ symmetric circuit model was analyzed, based on competing measurements and a dephasing channel, each applied with a certain probability. The competing measurements are $\boldsymbol{Z}_{i} \boldsymbol{Z}_{i+1}$ and $\boldsymbol{X}_{i}$, featuring a measurement induced phase transition. The dephasing channel is based on $\boldsymbol{X}_{j}$. The resulting phase diagram entails three different phases. Two of these phases feature different finite (non-linear) order parameters, indicating a symmetry breaking transitions (also present without dephasing). The third phase is a 'trivial' phase, where none of the order parameters is finite. Qualitatively, the same physics is obtained by coupling the model to an explicit bath (in a $\mathbb{Z}_{2}$-preserving fashion). The bath consists of a similar model, which is not monitored but evolves under random unitary dynamics.
- In Ref. [160] the influence of quantum errors (loss of measurement outcomes with a certain probability) onto a monitored Sachdev-Ye-Kitaev

[^29](SYK) model with a measurement induced transition was analyzed. The finding is that the presence of those errors can smear out the transition. A related scenario for a (non-symmetric) stabilizer circuit model with a measurement induced transition was studied in Ref. [175]. In the presence of imperfections, the transition is broadened into a crossover. In both models, the original transition is based on the spontaneous breaking of a replica exchange symmetry, which is explicitly broken in the presence of imperfections.

- In Ref. [193], the influence of imperfect measurements on a bosonic CFT was studied, indicating that such conformal theories are robust against the imperfections. However, suitable observables like the logarithmic entanglement negativity (defined in (4.40)) have to be used to obtain non-trivial scaling information (in contrast to $S_{\mathrm{vN}}$ ).
- A partly related scenario corresponds to dephasing at the boundary in a random unitary circuit, discussed in Ref. [173]. In this case, measurements counteract the 'trivializing' dynamics of the dephasing. The interplay allows for the logarithmic negativity to scale as $\sim|A|^{1 / 3}$ (with $|A|$ the subsystem size) for weak measurements. An increasing measurement strength induces a phase transition into an area law phase. In contrast, bulk dephasing in this model would result in a featureless maximally mixed state. Related to that, boundary driven fermions have been studied in Ref. [174], featuring a transition from log law negativity to area law negativity (a transition that is not visible in, e.g., the purity).

Figure 4.1: Overview of the topical landscape of measurement-induced dynamics.

Key results: In this chapter, we approach the question of the stability of measurement induced transitions against dephasing in an elementary fermionic model. At the level of measurements and unitary evolution, it features a continuous $U(1)$ symmetry with a Berezinskii-Kosterlitz-Thouless (BKT) phase transition. For weak measurements, the model hosts an extended critical phase $(C)$ with $\log$ law entanglement and algebraically scaling correlation functions, comparable to the critical physics at the quantum Ising phase transition. For strong measurements, an area law phase 'measurement' $(M)$ with exponentially decaying correlations is found [18-20].

The competing contributions in the model are (i) unitary evolution due to a hopping Hamiltonian (with strength $J$ ), (ii) continuous measurements of the local particle number (with strength $\gamma_{M}$ ), and (iii) a dephasing bath (with strength $\left.\gamma_{B}\right)$. In the absence of dephasing and weak measurements, $\gamma_{M} / J \ll 1$, the unitary scrambling dynamics is still dominant, resulting in 'delocalized' states. In contrast, strong measurements 'pin' the states close to number eigenstates (close to product states). We probe these phases against dephasing in the form of a Markovian Lindblad equation with Lindblad operators $\boldsymbol{L}_{l}=\boldsymbol{n}_{l}$ for each lattice site $l$. Even though the validity of such a description will depend on the physical details of the system-bath coupling, it has the major advantage that it is equivalent to imperfect measurements. Imperfect measurements correspond to the scenario, where only a subset of the measurement outcomes are known to the observer. To analyze the interplay of the three dynamical contributions, we combine four different methods: (1) numerical simulations of the full conditional fermionic density matrix $\boldsymbol{\rho}^{(c)}$ for small system sizes ( $L=8-10$ ); (2) numerical simulations of an approximation of $\boldsymbol{\rho}^{(c)}$ in terms of quantum trajectories; (3) perturbative treatment of the fermion dynamics in the limit of $\gamma_{B} / J \gg 1$ in the dephasing-free subspace; (4) replica theory for an effective bosonic model in the thermodynamic limit (where the unitary part is parametrized by $\nu$ ), formulated as a Keldysh field theory. All approaches are summarized in Fig. 4.2.
Effective theory approach: The long distance behavior can be effectively described by a bosonic replica theory [19, 188]. In the bosonic language, measurements of the particle density translate into a derivative term in the action, as well as a non-linear sine-Gordon term. For weak measurements and a weak bath $\left(\gamma_{M} / J, \gamma_{B} / J \ll 1\right)$, the non-linearities are irrelevant at large distances. Therefore, the description can be reduced to a massless bosonic CFT with a Green's function $G_{a b}^{-1} \sim \eta_{a b}^{2} \partial_{x}^{2}-\epsilon_{a b}^{2} \partial_{t}^{2}$ (phase 'scale invariant' $(C)$ ). Once the non-linearities are relevant, we can still describe the model effectively in terms of a Green's function with additional mass terms, which are non-vanishing in the limit $k \rightarrow 0$, see Fig. 4.2. The absence or presence of different mass terms or scales gives rise to a partition of the phase diagram into three parts, which we qualitatively summarize as:

- $(C)$ : massless, featuring algebraic correlations.
- $(M)$ : massive with exponential decay of correlations; states are close to eigenstates of the measurement operators.
- $\left(C_{D}\right)$ : massive with a mass scale that resembles an effective temperature like scale, still featuring algebraic correlations; dynamics is strongly confined to the diagonal of the density matrix.


Figure 4.2: Overview of the four different methods used to study the effect of dephasing $\left(\mathcal{L}_{B}\right)$ onto the dynamics of $L / 2$ fermions on a lattice of size $L$ subject to coherent hopping (unitary) ( $\mathcal{L}_{H}$ ) and local measurements of the particle number $\left(\mathcal{L}_{M}\right)$. In the lower left corner a sketch of the phase diagram, as synthesized from the different approaches, is shown. $C_{L / 2}$ and $P_{L / 2}$ are the density-density correlations and subsystem parity variance at largest distances (dashed line: guide to the eye).

In particular, the critical phase $(C)$ is stable against weak dephasing albeit describing mixed states (see also Ref. [193]). The stability is inferred form a RG analysis, indicating the irrelevance of non-linearities at large scales in phase $(C)$. The same analysis suggests that additional dephasing enhances the measurement induced phase $(M)$. It also enables a new phase $\left(C_{D}\right)$, which still features algebraic particle number correlations. However, it includes a mass term that can be associated with the suppression of off-diagonal terms in the density matrix ${ }^{2}$, similar to a (high) temperature term.

Numerical approach: Measurement-induced transitions are encoded in observables that are non-linear in the density matrix. To extract averaged observables like $\overline{\langle\boldsymbol{\mathcal { O }}\rangle^{2}}$ requires to perform several runs of the stochastic dynamics to average over different measurement outcomes. In the presence of a bath, each individual trajectory becomes mixed (and non-Gaussian), which limits an exact treatment to small system sizes (here $L=8-10$ ). Nonetheless, this approach grants full access to quantities like the purity and entanglement measures like the logarithmic negativity ${ }^{3}$. Qualitatively, three regimes can be identified with the regime 'scale invariant dephasing' $\left(C_{D}\right)$ featuring the lowest purity $\overline{\operatorname{tr}\left[\boldsymbol{\rho}^{(c) 2}\right]}$

[^30](for $L=8-10$ ), whereas regime $(C)$ is characterized by the largest logarithmic negativity. For larger system sizes (here $L \leq 256$ ), a different approach is needed and we approximate the mixed states $\boldsymbol{\rho}^{(c)}$ in terms of a weighted set of quantum trajectories: $\boldsymbol{\rho}^{(c)}=\sum_{\alpha} p_{\alpha}\left|\psi^{(\alpha)}\right\rangle\left\langle\psi^{(\alpha)}\right|$, with the probability weights $p_{\alpha}$. In this representation, the individual states $\left|\psi^{(\alpha)}\right\rangle$ are Gaussian, such that quantities like the density-density correlations are straightforward to evaluate. In phases $(C)$ and $\left(C_{D}\right)$, these correlations are algebraic in the range of accessible system sizes, supporting the 'scale free' nature of both phases. However, the method does not give efficient nor reliable access to quantities like the purity. In summary, the results support the RG picture provided by the effective bosonic model, but the accessible system sizes are too small to make a definite statement about the sharpness of the transition.

Qualitative picture: Physically, we can make these findings plausible by considering the dynamics of the fermionic density matrix $\rho^{(c)}$ in the occupation number basis $\left\{\left|\left\{n_{l}\right\}\right\rangle\right\}$ for a fixed number of particles. One the one hand, strong dephasing decreases the magnitude of off-diagonal elements with the diagonal elements being decoherence-free. One the other hand, strong measurements tend to localize the diagonal to a few finite entries, corresponding to a product state with well defined local particle numbers. Complementary, the unitary dynamics connects the diagonal and off-diagonal elements and causes the scrambling of information. The contribution of the unitary evolution onto the dynamics on the diagonal is suppressed by strong dephasing. In this limit, the effective contribution of the unitary evolution takes the form of a weak diffusion with strength $\sim\left(\gamma_{B} / J\right)^{-1}$. For strong measurements and dephasing, this suppressed role of $\boldsymbol{H}$ favors the larger extend of phase ( $M$ ).

For weak measurements but strong dephasing, the same line of argument gives rise to a competition: the suppressed diffusion with $\sim\left(\gamma_{B} / J\right)^{-1}$ can become the same size as the weak measurement evolution $\left(\gamma_{M} / J\right)$. Comparing these scales lends itself to a rough estimate of the two regimes, see Fig. 4.2. Therefore, phase ( $C_{D}$ ) is described by (incoherent) diffusion, only weakly stirred by the stochastic measurements. Once $\gamma_{M} \gg \gamma_{B}$, the critical behavior of phase $(C)$ is expected to dominate with a separation roughly given by $\gamma_{M} \sim \gamma_{B}$.

Organization of the chapter: We introduce the individual parts of the fermionic model in Sec. 4.1 (unitary part), Sec. 4.2 (coupling to an environment) and Sec. 4.4 (continuous measurements) in detail. In case of familiarity, the reader can also directly start with Sec. 4.5, where the qualitative aspects for our model are discussed, followed by the analysis of the full density matrix evolution for small system sizes in Sec. 4.6. The complementary replica approach is introduced in Sec. 4.7 and finalized by a RG discussion in Sec. 4.8. The numerical approach based on quantum trajectories is discussed in Sec. 4.9. Finally, the perturbative approach to the fermion dynamics is discussed in Sec. 4.10.

### 4.1 Fermion Models and the Role of Entanglement

In this section, we study the unitary entanglement (evolution) in fermionic models reaching a stationary volume law scaling. For those models, the entanglement evolution can be explained by a (heuristic) quasi-particle picture. However, this entanglement mechanism will not be robust against local measurements [17, 154] (in contrast to other models that support a volume law phase even in the presence of measurements).

### 4.1.1 Definition of the fermionic hopping Model

The model system we will investigate consists of $N$ (free) fermions subject to three ingredients: (i) hopping on a lattice of $L$ sites and lattice distance $a$ in one dimension:

$$
\begin{equation*}
\boldsymbol{H}=-J \sum_{i=1}^{L} \boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{i+1}+\boldsymbol{c}_{i+1}^{\dagger} \boldsymbol{c}_{i}=\sum_{k} \underbrace{-2 J \cos (k a)}_{=: \epsilon_{k}} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{k} \tag{4.1}
\end{equation*}
$$

with (ii) local (continuous) measurements of the particle number $\boldsymbol{n}_{l}=\boldsymbol{c}_{l}^{\dagger} \boldsymbol{c}_{l}$ at each lattice site $l$, and (iii) the coupling to a dephasing bath. The unitary evolution tends to build up entanglement between distant parts of the system, whereas local measurements reduce the entanglement by enforcing a definite particle number at a given site. The last aspect, coupling to an environment, is also tightly connected to the build up of entanglement, but this time between the system and another system (the environment). Loosely said, the interaction between system and environment will often lead to an overall state $|\psi\rangle_{S B}$, which is not a product state between system and bath ${ }^{4}$. In turn, the system itself is described by a reduced density matrix: $\boldsymbol{\rho}_{S}=\operatorname{tr}_{B}[|\psi\rangle\langle\psi|]$ that is mixed. In our case, this is accompanied by dephasing: off-diagonal elements in the $\boldsymbol{\rho}_{S}$ are suppressed.

In the following, we 'disentangle' the different dynamical contributions, starting from identifying the relevant excitations in the system and how they influence, e.g., the entanglement. In contrast to the transverse XY model, this fermion model conserves the particle number $\left[\sum_{l} \boldsymbol{n}_{l}, \boldsymbol{H}\right]=0$. For a given number of fermions $N \leq L$, the ground state $|\psi\rangle_{0}$ is the state with the lowest $N$ energy eigenstates occupied (up to some 'Fermi momentum' $k_{F}$ (or 'Fermi energy' $\left.\epsilon_{F}\right)$ ):

$$
\begin{equation*}
|\psi\rangle_{0}=\left(\prod_{|k|<k_{F}} c_{k}^{\dagger}\right)|0\rangle . \tag{4.2}
\end{equation*}
$$

This is again a Gaussian state, which can also be represented in real space

[^31]according to
\[

$$
\begin{equation*}
\left|\psi_{t}\right\rangle=\prod_{i=1}^{N} \underbrace{\left(\sum_{j=1}^{L} U_{j i}(t) c_{j}^{\dagger}\right)}_{=: \chi_{j}^{\dagger}}|0\rangle, \quad U^{\dagger}(t) U(t)=\mathbb{1} . \tag{4.3}
\end{equation*}
$$

\]

This is a flexible representation of particle number conserving Gaussian states, used in many parts later on. The state is parametrized in terms of the $L \times N$ matrix $U$ and is fully characterized by the correlation matrix

$$
\begin{equation*}
D_{i j}(t)=\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle=\left(U(t) U^{\dagger}(t)\right)_{i j} \tag{4.4}
\end{equation*}
$$

(see again App. A). Since the particle number is conserved by the dynamics, excitations on top of this ground state have to preserve this number. In momentum space, excitations can be generated by destroying a particle at quasi momentum $k$ and create one at $k+q: \boldsymbol{c}_{k+q}^{\dagger} \boldsymbol{c}_{k}$ (particle-hole excitations). For a monotone dispersion relation, a larger momentum difference $q$ comes with a larger excitation energy. In the following, we are going to focus on the long distance properties of this model (and its interplay with measurements and dephasing). Therefore, we can restrict the analysis to the lowest energy excitations $q \rightarrow 0$. In this light, it is reasonable to confine our attention to momenta close to $\pm k_{F}$, where we can linearize the dispersion, see Fig. 4.3. In this approximation, we can describe the fermionic theory equivalently in terms of bosons, which we will use as an effective description in later parts of the chapter.

## Box 14: Linear dispersion: To be more precise ...

Consider some dispersion $\epsilon_{k}=\epsilon_{-k}$ (e.g. from our microscopic model $1-\cos (k a)$ ) on an infinite lattice with lattice spacing $a$. The ground state for a given number of fermions corresponds to the state with all low-energy states filled up to $|k|=k_{F}$. Around these two points $\pm k_{f}$, we approximate the dispersion by linear ones with the corresponding velocity $v_{F}=\left.\partial_{k} \epsilon_{k}\right|_{k_{f}}$. We refer to the two branches as "-" species $\left(-k_{F}\right)$ and " + " species $\left(+k_{F}\right)^{a}$ :

$$
\begin{align*}
\boldsymbol{H}_{\text {lattice }} & \approx \sum_{k<0} v_{F} \underbrace{\left(-k-k_{F}\right)}_{=: k_{-}} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{k}+\sum_{k>0} v_{F} \underbrace{\left(k-k_{F}\right)}_{=: k_{+}} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{k}  \tag{4.5}\\
& =\sum_{k_{-}>k_{F}} v_{F} k_{-} \boldsymbol{c}_{-, k}^{\dagger} \boldsymbol{c}_{-, k}+\sum_{k_{+}>k_{F}} v_{F} k_{+} \boldsymbol{c}_{+, k}^{\dagger} \boldsymbol{c}_{+, k}  \tag{4.6}\\
& =\sum_{\sigma= \pm k>-k_{F}} \sum_{F} k \boldsymbol{c}_{\sigma, k}^{\dagger} \boldsymbol{c}_{\sigma, k} . \tag{4.7}
\end{align*}
$$

Here, we redefined the momentum $k$ as relative to the Fermi momentum, such that $k>0$ corresponds to $\epsilon_{k}>0$ for both species [202]. The full field operator for fermions in real space is given by the sum $\psi_{x}=$
continued from page before

$$
\begin{align*}
& e^{-i k_{F} x} \boldsymbol{\psi}_{-, x}+e^{+i k_{F} x} \boldsymbol{\psi}_{+, x}, \text { which reads: } \\
& \boldsymbol{\psi}_{x} \approx e^{-i k_{F} x} \frac{1}{\sqrt{L a}} \sum_{k=-\infty}^{\infty} e^{i k x} \boldsymbol{c}_{-, k}+e^{+i k_{F} x} \frac{1}{\sqrt{L a}} \sum_{k=-\infty}^{\infty} e^{-i k x} \boldsymbol{c}_{+, k} . \tag{4.8}
\end{align*}
$$

Here, we already made an essential approximation: the different species would physically only be defined for $k>-k_{F}$, but we extended both summations to $\pm \infty$, fulfilling the requirement for bosonization [202] (where fermionic operators are expressed in terms of bosonic ones). The ground state is given by the state with all (infinitely many) $(k<0)$-states filled.
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(a): (non-linear) lattice dispersion

(b): linear dispersion

Figure 4.3: (a) Non-linear lattice dispersion, where filled (empty) dots indicate occupied (unoccupied) modes. The horizontal dashed line indicates the Fermi energy. (b) Extended linearized dispersion with two branches ( $\pm$ ), including unphysical modes (darker color).

In this linearized setting, we can already anticipate that besides the single particle-hole excitation $\boldsymbol{c}_{k+q}^{\dagger} \boldsymbol{c}_{k}$ also the superposition of these excitations:

$$
\begin{equation*}
\boldsymbol{b}_{\sigma, q>0}^{\dagger} \sim \sum_{k} \boldsymbol{c}_{\sigma, k+q}^{\dagger} \boldsymbol{c}_{\sigma, k} \tag{4.9}
\end{equation*}
$$

will describe a collective excitation, see also Fig. 4.4. This operator will turn out to be a proper bosonic operator, corresponding to an excitation with an


Figure 4.4: Bosonic excitation generated by $b_{+, 2 \Delta k}^{\dagger}$ acting onto the ground state (only showing the + -particle part). Here, $\Delta k$ is the distance between neighboring discrete momenta.
additional energy $v_{F} q$. To see this, consider the commutator [202]

$$
\left[\boldsymbol{H}, \sum_{k} \boldsymbol{c}_{\sigma, k+q}^{\dagger} \boldsymbol{c}_{\sigma, k}\right]=v_{f} q \sum_{k} \boldsymbol{c}_{\sigma, k+q}^{\dagger} \boldsymbol{c}_{\sigma, k},
$$

which implies that $\boldsymbol{b}_{\sigma, q}^{\dagger}$ describes an excitation on top of any eigenstate $|\epsilon\rangle$ of the Hamiltonian:

$$
\begin{equation*}
\boldsymbol{H} \sum_{k} \boldsymbol{c}_{\sigma, k+q}^{\dagger} \boldsymbol{c}_{\sigma, k}|\epsilon\rangle=\left(\epsilon+v_{f} q\right) \sum_{k} \boldsymbol{c}_{\sigma, k+q}^{\dagger} \boldsymbol{c}_{\sigma, k}|\epsilon\rangle . \tag{4.10}
\end{equation*}
$$

By carefully choosing the prefactors of the operators $\boldsymbol{b}, \boldsymbol{b}^{\dagger}$, we see that they are indeed bosonic in nature (see also Fig. 4.4):

$$
\left.\begin{array}{l}
\boldsymbol{b}_{\sigma, q>0}^{\dagger}=i\left(\frac{2 \pi}{L a|q|}\right)^{1 / 2} \sum_{k=-\infty}^{\infty} \boldsymbol{c}_{\sigma, k+q}^{\dagger} \boldsymbol{c}_{\sigma, k},  \tag{4.11}\\
\boldsymbol{b}_{\sigma, q}=-i\left(\frac{2 \pi}{L a|q|}\right)^{1 / 2} \sum_{k=-\infty}^{\infty} \boldsymbol{c}_{\sigma, k-q}^{\dagger} \boldsymbol{c}_{\sigma, k}
\end{array}\right\}\left[\boldsymbol{b}_{\sigma, q}, \boldsymbol{b}_{\sigma^{\prime}, q^{\prime}}^{\dagger}\right]=\delta_{q q^{\prime}} \delta_{\sigma, \sigma^{\prime}} .
$$

The construction of fermionic operators in terms of bosonic ones, under certain conditions, is an exact operator identity (which is also valid for finite system sizes $L a$ as long as the conditions are fulfilled), see e.g. Ref. [202]. Instead of following a rigorous construction, we give the main plausibility arguments to derive the relation of fermionic and bosonic operators and sketch a more formal approach in the App. D.

Starting point of the heuristic derivation is to rewrite the bosonic creation and annihilation operators (for a single species) in terms of a density operator $\boldsymbol{\rho}_{x}$ and phase field $\boldsymbol{\theta}_{x}$ (for extended discussion see, e.g., Refs. [70, 202-206]):

$$
\begin{equation*}
\boldsymbol{b}_{x}=\sqrt{\boldsymbol{\rho}_{x}} e^{i \boldsymbol{\theta}_{x}} \tag{4.12}
\end{equation*}
$$

where the commutation relations $\left[\boldsymbol{b}_{x}, \boldsymbol{b}_{x^{\prime}}^{\dagger}\right]=\delta\left(x-x^{\prime}\right)$ can be fulfilled by requiring

$$
\begin{equation*}
\left[\boldsymbol{\theta}_{x}, \boldsymbol{\rho}_{x^{\prime}}\right]=-i \delta\left(x-x^{\prime}\right) \tag{4.13}
\end{equation*}
$$

This identifies the density and phase as conjugate variables. A further useful quantity is the (cumulated) deviation from the mean density (as we will see in the following), defined by

$$
\begin{equation*}
\boldsymbol{\rho}_{x}=: \rho_{0}-\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{x} . \tag{4.14}
\end{equation*}
$$

With (4.14), the bosonic creation/annihilation operators can be described in terms of the fields $\boldsymbol{\phi}$ and $\boldsymbol{\theta}$. To construct a fermionic creation and annihilation operators based on $\boldsymbol{\phi}$ and $\boldsymbol{\theta}$, we need three ingredients:

1. Creating a particle: Since $\boldsymbol{\theta}, \boldsymbol{\rho}$ are conjugate variables, we can make use of the analogy to the harmonic oscillator with $\boldsymbol{\rho}_{x}, \boldsymbol{\theta}_{x} \rightarrow \boldsymbol{X}, \boldsymbol{P}$. In case of the harmonic oscillator, the translation operator $e^{i a \boldsymbol{P}}$ shifts the operator $\boldsymbol{X}: \boldsymbol{X} e^{i a \boldsymbol{P}}=e^{i a \boldsymbol{P}}(\boldsymbol{X}-a \mathbb{1})$. In analogy, the exponential of the phase operator, $e^{i a \boldsymbol{\theta}_{x}}$, changes the local density $\boldsymbol{\rho}_{x}$. In particular, $e^{i \boldsymbol{\theta}_{x}}$ decreases the density by 1 .
2. Anti-commutation relations: To implement anti-commutation relations, we introduce a Jordan-Wigner string at position $x$ by counting the number of particles to the left:

$$
\begin{equation*}
\exp \left[ \pm i \pi \int_{-\infty}^{x} \boldsymbol{\rho}_{x^{\prime}} d x^{\prime}\right] \sim \exp \left[ \pm i \pi \rho_{0} x \mp i \boldsymbol{\phi}_{x}\right] \tag{4.15}
\end{equation*}
$$

where the sign is a priori not fixed.
3. Anti-commutation relations for multiple species: In the presence of multiple species (here: $\pm$ ) of fermions, we need an additional anticommuting factor: $\boldsymbol{U}_{ \pm}$(denoted as Klein factors). It might be roughly approximated by a Majorana fermion (for $L \rightarrow \infty$ ) [206] (though it can be constructed rigorously [202]).
Using these ingredients, the full fermionic field operator $\boldsymbol{\psi}_{x}=e^{-i k_{F} x} \boldsymbol{\psi}_{-, x}+$ $e^{+i k_{F} x} \boldsymbol{\psi}_{+, x}$ can be constructed as follows: the operators $\boldsymbol{\psi}_{\sigma, x}$ consist of two exponential contributions from (1) - (2) and the Klein factor. Therefore, $\boldsymbol{\psi}_{x}$ reads:

$$
\begin{equation*}
\boldsymbol{\psi}_{x} \sim \sum_{\sigma= \pm} e^{\sigma i \pi \rho_{0} x} \boldsymbol{\psi}_{\sigma, x} \quad \text { with } \quad \boldsymbol{\psi}_{\sigma, x} \sim \boldsymbol{U}_{\sigma} \exp \left[-\sigma i \boldsymbol{\phi}_{x}+i \boldsymbol{\theta}_{x}\right] \tag{4.16}
\end{equation*}
$$

With this translation add, we can reformulate a fermionic theory in terms of a bosonic ${ }^{5}$ one with the fundamental operators being $\boldsymbol{\phi}_{x}$ and $\boldsymbol{\theta}_{x}$. Using these operator identifications, the fermion theory with a linear dispersion can be expressed in terms of bosonic operators as (see also Ref. [202])

$$
\begin{equation*}
\boldsymbol{H}=\frac{\nu}{2 \pi} \int_{x}\left[\left(\partial_{x} \boldsymbol{\theta}_{x}\right)^{2}+\left(\partial_{x} \boldsymbol{\phi}_{x}\right)^{2}\right] . \tag{4.17}
\end{equation*}
$$

The strength of this approach is twofold: Firstly, some linear bosonic operators like $\partial_{x} \boldsymbol{\phi}_{x}$ corresponds to quadratic fermionic operators $\boldsymbol{\psi}_{\sigma, x}^{\dagger} \boldsymbol{\psi}_{\sigma, x}$ [205], which maps certain interacting fermion theories to non-interacting bosonic ones. Secondly, the physical fermion density (which will be used as measurement operators or as a dephasing operators), is given by ( $\rho_{0}=\frac{1}{2}, x=j \cdot a$ ) [19]

$$
\begin{equation*}
\boldsymbol{\psi}_{x}^{\dagger} \boldsymbol{\psi}_{x}=\boldsymbol{\psi}_{-}^{\dagger} \boldsymbol{\psi}_{-}+\boldsymbol{\psi}_{+}^{\dagger} \boldsymbol{\psi}_{+}+\left(e^{2 i \pi \rho_{0} x} \boldsymbol{\psi}_{-}^{\dagger} \boldsymbol{\psi}_{+}+\text {h.c. }\right) . \tag{4.18}
\end{equation*}
$$

[^33]Therefore, we associate two bosonic operators to the density ${ }^{6}$ :

$$
\begin{array}{ccc}
\text { fermionic } & & \text { bosonic } \\
\boldsymbol{\mathcal { O }}_{1, x}=\boldsymbol{\psi}_{-}^{\dagger} \boldsymbol{\psi}_{-}+\boldsymbol{\psi}_{+}^{\dagger} \boldsymbol{\psi}_{+} & \rightarrow & -\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{x} \\
\boldsymbol{\mathcal { O }}_{2, x}=\boldsymbol{\psi}_{-}^{\dagger} \boldsymbol{\psi}_{+}+\boldsymbol{\psi}_{+}^{\dagger} \boldsymbol{\psi}_{-} & \rightarrow & m \cos \left(2 \boldsymbol{\phi}_{x}\right) \tag{4.20}
\end{array}
$$

where $m$ is a constant depending on the details of the bosonization (see App. D). Measurements and/or dephasing based on the first operator still describe a quadratic, exactly solvable theory. The role of the second operator can then be studied (perturbatively) on top of the quadratic theory, which is the approach we choose in this chapter (following a strategy introduced in Ref. [19]).

Summary: The fundamental excitations in the fermionic model, confined to the vicinity of $\pm k_{F}$, are bosonic in nature. Under certain assumptions, we can reformulate the fermionic theory in terms of bosonic one, which can be technically advantageous. Nevertheless, our viewpoint on the relation of the bosonic to the fermionic model is the one of an effective theory (with the same long distance behavior) to a microscopic model. Depending on which properties we like to study, we will either use the fermionic model or the effective bosonic one (for the long distance behavior).

### 4.1.2 Phenomenology of the fermionic Model: Entanglement and Quasi-Particle Picture

In the following, we consider the different dynamic mechanisms individually and their interplay. Firstly, we analyze the properties of the unitarily evolving quadratic fermion model and afterwards take a look at the modifications due to local measurements or a dephasing bath Starting from an unentangled (Gaussian) Néel state |10101...〉, the entanglement entropy between two subsystems $S_{\mathrm{vN}}(L / 2)$ of size $L / 2$ grows linearly in time up to a value $\propto L$ (volume law), see Fig. 4.5.

To understand this behavior, we take a closer look at the initial state: it is globally very different from the ground state. It rather corresponds to a superposition of (highly) excited states, a situation that is similar to sudden quenches ${ }^{7}$. The linear growth and stationary volume law can be understood from the evolution of quasi-


Figure 4.5: Unitary evolution in a fermionic chain: Stationary entanglement entropy $S_{v N}(L / 2)$ between two subsystems of size $L / 2$, starting from |1010...). The entropy scales linearly with the subsystem size. particle pairs (see, e.g., Ref. [81]),
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Figure 4.6: Qualitative picture of the spreading of quasi-particles ('velocity' $v(k)$ ), which lead to the growth of entanglement (starting from some highly excited state/ quench) between subsystem $A$ (size $|A|)$ and its complement B. (a) Initially, the entanglement growths linearly (more pairs contribute). (b) For long times it saturates. The horizontal lines correspond to the lattice/system (at different times).
which spread with a velocity $v(k):=2 J \sin (k)$. The 'excited' initial state serves as a reservoir of quasi-particle excitations (at momentum $k$ ), which will spread with the velocity $v(k)^{8}$. Formally, this spreading can be described at the level of a (coarse grained) density ${ }^{9}$ of quasi-particles $n(x, k, t)$, which evolves as:

$$
\begin{equation*}
\partial_{t} n(x, k, t)=-v(k) \partial_{x} n(x, k, t), \tag{4.21}
\end{equation*}
$$

describing the ballistic spreading. Quasi-particle pairs, which start from the same position $x$ (or are separated by a distance closer than the correlation length) are and stay entangled during the evolution. The entanglement between two subregions $A$ and $B$ is determined by the number of pairs, where one partner is found in $A$ and the other in $B$, see Fig. 4.6. Taking all initial pairs into account (with some distribution ${ }^{10} f(k)$ ), the entanglement between subsystem $A$ and the rest is described by [81]:

$$
\begin{equation*}
S_{\mathrm{vN}}(A, t) \sim \underbrace{t \int_{2 v(k) t<|A|} f(k) 2 v(k) d k}_{\text {'early time' contribution }}+\underbrace{|A| \int_{2 v(k) t>|A|} f(k) d k}_{\text {'late time' contribution }} \tag{4.22}
\end{equation*}
$$

The first contribution describes the linear growth of $S_{\mathrm{vN}}$, saturating once a volume law scaling $S_{\mathrm{vN}}(A, t \rightarrow \infty) \sim|A|$ is reached.
Such a volume law scaling in the stationary limit appears in a broad range of models (where a quasi-particle picture will not always be valid). Once the dynamics is enriched by local measurements, the volume law might not persist,

[^35]depending on the mechanism behind the volume law. To make a rough distinction, we separate models into non-stochastic and stochastic ones. A few examples are given in the following:

- (Non-stochastic) Thermalizing quantum models (see, e.g., Ref. [68]) with an entanglement entropy given by the thermodynamic entropy. Related example: non-integrable spin chains with a ballistic growth of entanglement [210] (for an overview see also Ref. [211]).
- (Stochastic) Random unitary circuits, where the averaged entanglement entropy $\overline{S_{\mathrm{vN}}}$ grows linearly, though fluctuations grow as $\sim t^{\frac{1}{3}}$ (KPZ universality) [150, 151].
- (Stochastic) Stochastic Hamiltonian models ( $\boldsymbol{H}=\boldsymbol{H}(t)$, e.g., fluctuating chemical potentials), examples are: (i) free fermion models with a $\sqrt{t}$ growth of $\overline{S_{\mathrm{vN}}}[17,212]$ (and references therein), and (ii) noisy interacting spin systems with a linear entanglement growth, but fluctuations scaling as $\sim t^{\frac{1}{3}}$ (KPZ universality) [187].

The effect of local measurements on the entanglement in these different model classes can be quite different: the volume law entanglement for free fermions discussed above is actually not stable against arbitrary weak measurements for free fermions [154]. It will be reduced to either a log law or an area law [17-20], in contrast to, e.g., monitored random unitary circuits with an extended volume law phase (see, e.g., Ref. [6]). This behavior for free fermions is also not changed once we include an additional, local stochastic Hamiltonian. We will study this scenario at the end of this chapter (as a proxy for a bath) in Sec. 4.10.2.

### 4.2 Coupling the System to an Environment

Before we analyze the role of measurements on the dynamics, we clarify the role of the coupling to a bath (a second quantum system) and its subsequent entanglement with the system. Here we consider:

- Derivation of the Markovian Lindblad equation in a toy model of fermions coupled to ancillas.
- Application to the case of an occupation number sensitive interaction, resulting in dephasing.

In the last section, we have seen that starting from a highly excited (though unentangled) state, the unitary evolution leads to a strong entanglement between subsystems. Following the same line of thought: if the system $S$ is coupled to an auxiliary system (bath/environment/...) $B$, the joined dynamics can entangle both systems. Denoting the joint system as $S B$, this would mean: $|\psi\rangle_{S B} \neq|\psi\rangle_{S} \otimes|\phi\rangle_{B}$. Consequently, the system itself is not described by a pure state anymore:

$$
\begin{equation*}
\boldsymbol{\rho}_{S}=\operatorname{tr}_{B}\left[\boldsymbol{\rho}_{S B}\right], \quad \operatorname{tr}\left[\boldsymbol{\rho}_{S}^{2}\right]<1 \tag{4.23}
\end{equation*}
$$

Depending on the complexity of the interaction, we might not be able to evaluate the full unitary dynamics $\boldsymbol{U}_{t}$ of system and bath exactly (in contrast to the
model discussed in Sec. 2.1.2). However, here we are only interested in the effective dynamics of $\boldsymbol{\rho}_{S}$ itself (formally written as (4.24)). Even if we are not able to determine the dynamics exactly, under certain assumptions (e.g., weak system-bath coupling), approximations for the evolution of $\boldsymbol{\rho}_{S}(t)$ can be found $[16,50]$. A simplification arises once the time scale of the bath, $t_{B}$, where information of the system is still relevant, is small compared to (i) our time scales in the system, which can be resolved and (ii) to the time scales, where we like to observe the physical effect like decoherence. In this case, the dynamics of $\rho_{S}(t)$ takes the form of a Markovian quantum master equation or Lindblad master equation, where $\boldsymbol{\rho}_{S}(t+\delta t)$ only depends on $\boldsymbol{\rho}_{S}(t)$.

## Box 15: Tracing out the bath

There are different methods to approximate the dynamics of the system, many based on a 'weak' interaction between system and bath [16, 50] or differently put: a clean separation of scales. If we consider an initial state of the form $\rho_{S B}=\boldsymbol{\rho}_{S} \otimes|0\rangle\langle 0|$, where $|0\rangle$ is the vacuum or ground state of the bath, the evolution of $\rho_{S}$ is given by

$$
\begin{align*}
& \partial_{t} \boldsymbol{\rho}_{S}=\sum_{j} \underbrace{\langle j| \boldsymbol{U}_{t}|0\rangle}_{=: \boldsymbol{M}_{j}} \boldsymbol{\rho}_{S}\langle 0| \boldsymbol{U}_{t}^{\dagger}|j\rangle=\sum_{j} \boldsymbol{M}_{j} \boldsymbol{\rho}_{S} \boldsymbol{M}_{j}^{\dagger}  \tag{4.24}\\
& \sum_{j} \boldsymbol{M}_{j}^{\dagger} \boldsymbol{M}_{j}=\mathbb{1}_{S}
\end{align*}
$$

The operators $\boldsymbol{M}_{j}$ are denoted as Kraus operators [5]. Though very general, we still need a practical way to approximate the $\boldsymbol{M}_{j}$ 's.

An elementary though very instructive workhorse to study the interplay of a system and an environment are finite dimensional (qubit) models (following Ref. [21]). If the system only briefly interacts with one qubit at a time (which afterwards stays in a fixed state), the operators $\boldsymbol{M}_{j}$ can be determined (we also give a weak coupling derivation in App. E.1, paralleling this discussion). Initially, we assume the system $S$ and the environment $B$ to be in a product state:

$$
\begin{equation*}
|\psi\rangle_{S B}=|\psi\rangle_{S} \otimes|\phi\rangle_{B} \Leftrightarrow \boldsymbol{\rho}_{S B}=\boldsymbol{\rho}_{S} \otimes \boldsymbol{\rho}_{B} \tag{4.25}
\end{equation*}
$$

With $\boldsymbol{S}_{j}$ and $\boldsymbol{B}_{j}$ being hermitian operators, acting on the individual Hilbert spaces $\mathcal{H}_{S}$ and $\mathcal{H}_{B}$, an arbitrary time evolution for a time step $\delta t$ can be written as

$$
\begin{equation*}
\boldsymbol{U}=\exp \left(-i \epsilon \sum_{j} \boldsymbol{S}_{j} \otimes \boldsymbol{B}_{j}\right), \quad \quad \boldsymbol{\rho}_{S}^{\prime}=\operatorname{tr}_{B}\left[\boldsymbol{U} \boldsymbol{\rho}_{S B} \boldsymbol{U}^{\dagger}\right] \tag{4.26}
\end{equation*}
$$

Here, $\epsilon$ is a small parameter (similar to a weak coupling assumption). The coupling between system and bath can generate entanglement between both. For a time evolution operator that cannot be written as a tensor product, $\boldsymbol{U} \neq$ $\boldsymbol{U}_{S} \otimes \boldsymbol{U}_{B}$, an initial product state becomes entangled under the evolution. Expanding $\boldsymbol{U}$ up to second order in $\epsilon$, we get the time evolution for one time
step $\delta t$ [21]:

$$
\begin{align*}
\boldsymbol{\rho}_{S}^{\prime}= & \boldsymbol{\rho}_{S}-i \epsilon \underbrace{\left[\sum_{j} \operatorname{tr}_{B}\left[\boldsymbol{B}_{j} \boldsymbol{\rho}_{B}\right] \cdot \boldsymbol{S}_{j}, \boldsymbol{\rho}_{S}\right]}_{=0 \text { (assumption) }}  \tag{4.27}\\
& +\frac{\epsilon^{2}}{2} \sum_{j, l} \underbrace{\operatorname{tr}_{B}\left[\boldsymbol{B}_{j} \boldsymbol{B}_{l} \boldsymbol{\rho}_{B}\right]}_{:=\gamma_{j l}}\left(2 \boldsymbol{S}_{l} \boldsymbol{\rho}_{S} \boldsymbol{S}_{j}-\boldsymbol{S}_{j} \boldsymbol{S}_{k} \boldsymbol{\rho}_{S}-\boldsymbol{\rho}_{S} \boldsymbol{S}_{j} \boldsymbol{S}_{l}\right)+\mathcal{O}\left(\epsilon^{3}\right) . \tag{4.28}
\end{align*}
$$

The matrix $\gamma_{j l}$ can be diagonalized with eigenvalues $\lambda_{l}$ and eigenvectors $\vec{v}^{(l)}$. Assuming that $\epsilon \sim \sqrt{\delta t}$, we get the Markovian Lindblad equation:

$$
\begin{equation*}
\boldsymbol{\rho}_{S}^{\prime}-\boldsymbol{\rho}_{S}=\delta t \sum_{j}\left(\boldsymbol{L}_{j} \boldsymbol{\rho}_{S} \boldsymbol{L}_{j}^{\dagger}-\frac{1}{2}\left\{\boldsymbol{L}_{j}^{\dagger} \boldsymbol{L}_{j}, \boldsymbol{\rho}_{S}\right\}\right):=\sum_{j} \boldsymbol{M}_{j} \boldsymbol{\rho}_{S} \boldsymbol{M}_{j}^{\dagger}, \tag{4.29}
\end{equation*}
$$

with the Lindblad operators being defined as

$$
\begin{equation*}
\boldsymbol{L}_{l}:=\sqrt{\frac{\epsilon^{2} \lambda_{l}}{\delta t}} \sum_{j} v_{j}^{(l)} \boldsymbol{S}_{j} . \tag{4.30}
\end{equation*}
$$

This describes the evolution in a single discrete time step. We can turn this into a time discrete process under the following assumption: firstly, we leave the final state of the environment (ancilla) as it is. Secondly, we couple the system to a freshly prepared new ancillary system with the same initial state $\boldsymbol{\rho}_{B}$ and let system and bath interact for time $\delta t$ again. The effect onto the system is comparable to the coupling to a large bath (with its own dynamics), which itself stays (nearly) in a stationary state (see again App. E.1). Another example is given in Ref. [21].

Summary: The ancilla approach therefore captures much of the system-bath coupling physics. The continuous version for $\delta t \rightarrow 0$ reads:

$$
\begin{align*}
\text { general: } & & \partial_{t} \boldsymbol{\rho}_{S} & =\sum_{j}\left(\boldsymbol{L}_{j} \boldsymbol{\rho}_{S} \boldsymbol{L}_{j}^{\dagger}-\frac{1}{2}\left\{\boldsymbol{L}_{j}^{\dagger} \boldsymbol{L}_{j}, \boldsymbol{\rho}_{S}\right\}\right),  \tag{4.31}\\
\boldsymbol{L}_{j} \text { hermitian: } & & \partial_{t} \boldsymbol{\rho}_{S} & =-\frac{1}{2} \sum_{j}\left[\boldsymbol{L}_{j},\left[\boldsymbol{L}_{j}, \boldsymbol{\rho}_{S}\right]\right] . \tag{4.32}
\end{align*}
$$

Example (lattice sites coupled to ancilla): In the following, we consider an explicit example of a system-bath coupling following the argumentation above. The system consists of fermionic lattice sites $j$, which are individually coupled to an ancilla qubit $\left(\mathcal{H}_{B}=\mathbb{C}^{2}\right)$. The coupling is sensitive to the occupation of the fermionic lattice sites and will give rise to dephasing in the form of an effective non-unitary Lindblad evolution with $\boldsymbol{L}_{j} \propto \boldsymbol{n}_{j}$.

To entangle an initially unentangled system and bath, the time evolution operator should not be a tensor product. A possible choice is a variant of a controlledNOT (CNOT) operation, based on the Hamiltonian $\boldsymbol{H}_{j}$ (the following example follows Ref. [21]):

$$
\begin{align*}
& \boldsymbol{H}_{j}=\left(\mathbb{1}-\boldsymbol{n}_{j}\right) \otimes \mathbb{1}_{B}+\boldsymbol{n}_{j} \otimes \boldsymbol{\sigma}_{x}, \\
& \boldsymbol{U}_{j}(\theta)=\exp \left(-i \theta \boldsymbol{H}_{j}\right)=\cos (\theta) \mathbb{1}_{S B}-i \sin (\theta) \boldsymbol{H}_{j} . \tag{4.33}
\end{align*}
$$

Here, $\boldsymbol{n}_{j}$ is the number operator acting on a single lattice site $j$. The role of $\boldsymbol{H}_{j}$ is to flip the ancilla qubit state only if the system state is occupied (analogues to a CNOT gate). Note that $\boldsymbol{H}_{j}$ is unitary as well and fulfills $\boldsymbol{H}_{j}^{2}=\mathbb{1}_{S B}$. For simplifying reasons (compensating same residual phase factors), we work with a slightly modified version of $\boldsymbol{U}_{j}(\theta) \rightarrow \boldsymbol{U}_{j}^{\prime}(\theta)=\boldsymbol{Z}_{j} \boldsymbol{U}_{j}(\theta)$ with

$$
\boldsymbol{Z}_{j}=\exp \left(-i \frac{\theta}{2}\left(\mathbb{1}-2 \boldsymbol{n}_{j}\right)\right) \otimes \mathbb{1}_{B}
$$

The state $\left|\psi_{S}\right\rangle \otimes\left|\sigma_{B}\right\rangle(\sigma=0,1)$ evolves under this time evolution operator as

$$
\begin{equation*}
\boldsymbol{U}_{j}^{\prime}\left|\psi_{S}\right\rangle \otimes\left|\sigma_{B}\right\rangle=e^{-i \frac{\theta}{2}}\left[\left(\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+\cos (\theta) \boldsymbol{n}_{j}\right)\left|\psi_{S}\right\rangle \otimes\left|\sigma_{B}\right\rangle-i \sin (\theta) \boldsymbol{n}_{j}\left|\psi_{S}\right\rangle \otimes\left|\neg \sigma_{B}\right\rangle\right], \tag{4.34}
\end{equation*}
$$

where $\neg \sigma$ is the negation of $\sigma$. Starting from the initial product state $\boldsymbol{\rho}_{S B}=$ $\left|\psi_{S}\right\rangle\left\langle\psi_{S}\right| \otimes\left|0_{B}\right\rangle\left\langle 0_{B}\right|$ and working with $\theta \ll 1$, the reduced density matrix of the system evolves according to

$$
\begin{equation*}
\boldsymbol{\rho}_{S}^{\prime}=\operatorname{tr}_{B}\left[\boldsymbol{U}_{j}^{\prime} \boldsymbol{\rho}_{S B}\left(\boldsymbol{U}_{j}^{\prime}\right)^{\dagger}\right]=\boldsymbol{\rho}_{S}-\frac{\theta^{2}}{2}\left[\boldsymbol{n}_{j},\left[\boldsymbol{n}_{j}, \boldsymbol{\rho}_{S}\right]\right]+\mathcal{O}\left(\theta^{3}\right) \tag{4.35}
\end{equation*}
$$

The time evolution in the limit $\delta t \rightarrow 0$, assuming $\theta=\sqrt{\gamma \delta t}$, is of Lindblad form:

$$
\boldsymbol{\rho}_{S}^{\prime}-\boldsymbol{\rho}_{S}=-\frac{\gamma \delta t}{2}\left[\boldsymbol{n}_{j},\left[\boldsymbol{n}_{j}, \boldsymbol{\rho}_{S}\right]\right]+\mathcal{O}\left(\delta t^{3 / 2}\right) \quad \stackrel{\delta t \rightarrow 0}{\rightarrow} \quad \partial_{t} \boldsymbol{\rho}_{S}=-\frac{\gamma}{2}\left[\boldsymbol{n}_{j},\left[\boldsymbol{n}_{j}, \boldsymbol{\rho}_{S}\right]\right] .
$$

As an example, consider a single fermion on two lattice sites, each coupled to an ancilla qubit. The basis states are given as $\{|01\rangle,|10\rangle\}$, such that the time evolved density matrix takes the form

$$
\rho_{S}(t)=\sum_{i, j=0}^{1} \rho_{i j}(t)|i\rangle\langle j| \quad\left\{\begin{array}{l}
\partial_{t} \rho_{i i}(t)=0 \\
\rho_{i \neq j}(t)=\exp \left(-\frac{\gamma}{2} t\right) \cdot \rho_{i \neq j}(0) .
\end{array}\right.
$$

Similar to the exactly solvable case, the off-diagonal elements decay exponentially.

## Box 16: Dependence on the initial state

In the above example, we have chosen $\boldsymbol{\rho}_{S B}=\left|\psi_{S}\right\rangle\left\langle\psi_{S}\right| \otimes\left|0_{B}\right\rangle\left\langle 0_{B}\right|$. However, the resulting dynamics can depend on the choice of the initial state of the ancilla. Though there are other initial conditions like ${ }^{a} \boldsymbol{\rho}_{B}=\left|y_{-}\right\rangle\left\langle y_{-}\right|$, featuring the same dynamics, an initial state like $\boldsymbol{\rho}_{B}=\left|x_{-}\right\rangle\left\langle x_{-}\right|$will give rise to a different result. If we look back at the abstract derivation, (4.28), we assumed that the first order term would vanish. This assumption will depend on the initial state and to check this, we rewrite $\boldsymbol{Z}_{j} \boldsymbol{U}_{j}$, using a combined Hamiltonian:

$$
\begin{equation*}
\boldsymbol{H}_{j}^{\prime}=\boldsymbol{H}_{j}-\frac{1}{2}\left(1-2 \boldsymbol{n}_{j}\right) \otimes \mathbb{1}, \quad \boldsymbol{Z}_{j} \boldsymbol{U}_{j}=\exp \left(-i \theta \boldsymbol{H}_{j}^{\prime}\right) . \tag{4.36}
\end{equation*}
$$
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Therefore, the condition in (4.28) translates into:

$$
\begin{equation*}
[\frac{1}{2} \underbrace{\operatorname{tr}\left[\boldsymbol{\rho}_{B}\right]}_{=1}|0\rangle\langle 0|+(\operatorname{tr}_{B}\left[\boldsymbol{\sigma}_{x} \boldsymbol{\rho}_{B}\right]+\frac{1}{2} \underbrace{\operatorname{tr}\left[\boldsymbol{\rho}_{B}\right]}_{=1})|1\rangle\langle 1|, \boldsymbol{\rho}_{A}] \stackrel{!}{=} 0, \tag{4.37}
\end{equation*}
$$

which is fulfilled for any $\boldsymbol{\rho}_{B}$ with $\operatorname{tr}\left[\boldsymbol{\sigma}_{x} \boldsymbol{\rho}_{B}\right]=0$ (graphically: lying in in the $z-y$ plane of the Bloch sphere).

[^36]
### 4.3 Fermionic Model (1): Unitary Evolution and Dephasing - Evolution towards the maximally mixed State

The aforementioned model describes an interaction between individual fermionic lattice sites and ancillary qubits. The extended version corresponds to a fermionic (hopping) model with Hamiltonian $\boldsymbol{H}_{S}$, where each lattice site $j$ is coupled to an ancillary qubit (e.g., prepared in $\left|0_{j, B}\right\rangle$ before each interaction step) and the coupling between them results in local dephasing ${ }^{11}: \boldsymbol{L}_{i}=\boldsymbol{n}_{i}$. The corresponding model reads ${ }^{12}$ :

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{S}=-i\left[\boldsymbol{H}_{S}, \boldsymbol{\rho}_{S}\right]-\frac{\gamma_{B}}{2} \sum_{i}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}_{S}\right]\right] . \tag{4.38}
\end{equation*}
$$

For $\boldsymbol{H}_{S}=0$, only the off-diagonal elements (in the occupation number basis) of the density matrix $\boldsymbol{\rho}_{S}$ are affected by dephasing, in analogy to the two sites considered before. In contrast, the unitary evolution due to $\boldsymbol{H}_{S}$ will induce transitions or mixing between diagonal and off-diagonal elements. Since the Hamiltonian $\boldsymbol{H}_{S}$ and the Lindblad operators $\boldsymbol{L}_{j}$ do not commute, we expect some non-trivial interplay in the dynamics. Roughly speaking, the interplay leads to a diffusional dynamics of the diagonal elements of $\boldsymbol{\rho}_{S}$, whereas the off-diagonal elements are suppressed. In the limit $\gamma_{B} / J \gg 1$, the dynamics on the diagonal can be approximated perturbatively and results in the diffusional spreading of $\boldsymbol{n}_{l}$ in the Heisenberg picture (see Sec. 4.10.2 for further details ${ }^{13}$ ):

$$
\partial_{t} \boldsymbol{n}_{l} \approx 2\left(\frac{\gamma_{B}}{J}\right)^{-1}\left(\boldsymbol{n}_{l-1}-2 \boldsymbol{n}_{l}+\boldsymbol{n}_{l+1}\right) .
$$

For long times, all diagonal entries 'equilibrate' to a common value. Formally, this is encoded in the (only/unique ${ }^{14}$ ) stationary state of the evolution being $\rho_{S}(t \rightarrow \infty) \propto \mathbb{1}_{S}$ (also referred to as infinite temperature state).

[^37]From the entanglement perspective and at long times, system $(S)$ and bath $(B)$ are in a pure but strongly entangled state $|\psi\rangle_{S B} \quad\left(S_{\mathrm{vN}}(S) \sim\right.$ $\mathcal{O}(L))$, such that $\rho_{S}$ is strongly mixed. In the closed system setup (without ancillary systems), we studied the entanglement between two subparts of the system ( $A$ and its complement $\bar{A}$ ), quantified by the von Neumann entanglement entropy $S_{\mathrm{vN}}(A)$. In the presence of a bath, the same object $S_{\mathrm{vN}}(A)$ has a different meaning: it describes the entanglement of the subsystem $A$ with the rest of the system and the bath, since $\boldsymbol{\rho}_{A}=\operatorname{tr}_{\bar{A}}\left[\operatorname{tr}_{B}\left[\boldsymbol{\rho}_{S B}\right]\right]$ (see also the pictogram in Fig. 4.7). It does not describe the entanglement between the regions $A$ and $\bar{A}$ in the system alone. In Fig. 4.7, the von Neumann entropy of $\boldsymbol{\rho}_{A}$ and the full system $\boldsymbol{\rho}_{A \cup \bar{A}}=\boldsymbol{\rho}_{S}$ are shown, both being of the order of $L$. However, we know that the system itself evolves into the trivial state $\mathbb{1}_{S}$ with no entanglement between $A$ and $\bar{A}$. To quantify this lack of entanglement, we need (i) a notion of 'product states' in the context of mixed states and (ii) a measure to probe this property. The analog of pure product states are separable states defined as:

$$
\boldsymbol{\rho}_{S} \stackrel{!}{=} \sum_{i} \alpha_{i} \boldsymbol{\rho}_{A}^{(i)} \otimes \boldsymbol{\rho}_{\bar{A}}^{(i)}
$$

The infinite temperature state is separable since $\mathbb{1}_{S}=\mathbb{1}_{A} \otimes \mathbb{1}_{\bar{A}}$. One possible approach ${ }^{15}$ to detect such states is the logarithmic entanglement negativity $\mathcal{E}(A, \bar{A})$, defined in the info box below. It is also shown in Fig. 4.7 and goes to zero for long times in accord with the separable nature of $\rho_{S}$.

## Box 17: Entanglement negativity

Mathematically, one idea to detect separability is to use the partial transpose $(\ldots)^{T_{A}}$ (only transposing the indices in subsystem $\left.A\right)^{a}$, which for a separable state reads

$$
\boldsymbol{\rho}_{S}=\sum_{i} \alpha_{i} \boldsymbol{\rho}_{A}^{(i)} \otimes \boldsymbol{\rho}_{\bar{A}}^{(i)} \quad \rightarrow \quad \boldsymbol{\rho}_{S}^{T_{A}}=\sum_{i} \alpha_{i} \boldsymbol{\rho}_{A}^{(i) T} \otimes \boldsymbol{\rho}_{\bar{A}}^{(i)}
$$

For separable states, this operation maps a valid density matrix to (different) valid density matrix with non-negative eigenvalues. In contrast, this need not be the case for entangled states and can result in negative eigenvalues of $\boldsymbol{\rho}_{S}^{T_{A}}$. To detect these, we can make use of the operator
continued on next page
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norm
\[

$$
\begin{equation*}
\|\mathcal{O}\|:=\operatorname{tr}\left[\sqrt{\mathcal{O}^{\dagger} \mathcal{O}}\right] \tag{4.39}
\end{equation*}
$$

\]

which is equal to one for $\mathcal{O}=\boldsymbol{\rho}_{S}$. Including the partial transpose, the norm is $\left\|\boldsymbol{\rho}_{S}^{T_{A}}\right\| \geq 1$. Once $\boldsymbol{\rho}^{T_{A}}$ is still a valid density matrix we have $\left\|\boldsymbol{\rho}_{S}^{T_{A}}\right\|=1$. A corresponding entanglement measure [233] is defined as:
log negativity:

$$
\begin{equation*}
\mathcal{E}(A)=\log \left(\left\|\boldsymbol{\rho}_{S}^{T_{A}}\right\|\right) \tag{4.40}
\end{equation*}
$$

Remark: In the limiting case of a pure density matrix $\boldsymbol{\rho}_{S}=|\psi\rangle\langle\psi|$, the $\log$ negativity reduces to the Renyi- $\frac{1}{2}$ entropy: $\mathcal{E}(A)=S_{\frac{1}{2}}(A)$ [231] with $S_{\alpha}(A):=\frac{1}{1-\alpha} \log \left(\operatorname{tr}\left(\boldsymbol{\rho}_{A}^{\alpha}\right)\right)$.
${ }^{a}$ In fermionic systems, there some subtilities, see, e.g., Ref. [ $[230,231]$. Never-
theless, for fermionic Gaussian states the calculation is straightforward, see, e.g.,
Ref. [232].

Furthermore, the complexity of this evolution has increased: though $\boldsymbol{H}_{S}$ and the terms like $\boldsymbol{n}_{i}^{2} \boldsymbol{\rho}_{S}=\boldsymbol{n}_{i} \boldsymbol{\rho}_{S}$, acting on $\boldsymbol{\rho}_{S}$ are still quadratic in the fermionic creation and annihilation operators, the term $\boldsymbol{n}_{i} \boldsymbol{\rho}_{S} \boldsymbol{n}_{i}$ is not. Therefore, the time evolution will result in a non-Gaussian state. Such theories are in many cases hard to deal with, since correlation functions with two and more operators/fields often depend on each other in a hierarchical fashion. Nevertheless, the case of a quadratic Hamiltonian and pure dephasing is special ${ }^{16}$ : two-point correlations have a closed expression ${ }^{17}$ (even though the state is non-Gaussian) [17] :

$$
\begin{equation*}
D_{i j}=\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle, \quad d D=-i[h, D] d t-\gamma_{B}\left(D-D_{\mathrm{diag}}\right) d t \tag{4.41}
\end{equation*}
$$

Here, $D_{\text {diag }}$ is the diagonal part of the correlation matrix and $h$ is the hermitian matrix describing $\boldsymbol{H}_{S}$. The first term in the time evolution encodes the mixing dynamics due to the Hamiltonian and the second term encodes the exponential decay of off-diagonal correlations (or coherences). This equation can numerically be solved without any approximations, though we do not get access to higherorder correlations.

## Heating in the bosonized Description

In the beginning of this chapter, we have introduced the relation of the fermionic model to an (effective) bosonic model, encoding the fundamental excitations around $\pm k_{F}$. In the following, we investigate the heating dynamics in the effective bosonic description. To set the stage, we write the linearized fermionic dispersion with the added unphysical modes as a Dirac Hamiltonian with some

[^39]effective parameter $\nu$ (see also Ref. [70] for more details on such a construction)
\[

$$
\begin{equation*}
\boldsymbol{H}_{\text {lattice }} \xrightarrow{\text { eff. model }} \boldsymbol{H}=i \nu \int_{x} d x \overrightarrow{\boldsymbol{\psi}}_{x}^{\dagger} \sigma_{z} \partial_{x} \overrightarrow{\boldsymbol{\psi}}_{x} \tag{4.42}
\end{equation*}
$$

\]

with $\overrightarrow{\boldsymbol{\psi}}=\left(\boldsymbol{\psi}_{+}, \boldsymbol{\psi}_{-}\right)^{T}$. Physically, the coupling to a dephasing bath leads to the generation of those excitations, as we will see in the following. As we have already discussed, we can bosonize the fermion density (being cavalier about Klein factors and some other technical points (like normal ordering) here and refer to App. D for a more refined discussion) according to

$$
\begin{equation*}
\overrightarrow{\boldsymbol{\psi}}_{x}^{\dagger} \overrightarrow{\boldsymbol{\psi}}_{x} \stackrel{\text { boson. }}{\approx}-\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{x}+(-1)^{x} m \cos \left(2 \boldsymbol{\phi}_{x}\right) \tag{4.43}
\end{equation*}
$$

for half-filling $\rho_{0}=\frac{1}{2}$. If we want to study dephasing according to $\boldsymbol{L}_{x} \sim \overrightarrow{\boldsymbol{\psi}}_{x}^{\dagger} \overrightarrow{\boldsymbol{\psi}}_{x}$, the corresponding bosonic operators for this theory are:

$$
\begin{align*}
\text { Hamiltonian: } & \boldsymbol{H}=\frac{\nu}{2 \pi} \int_{x} d x\left[\left(\partial_{x} \boldsymbol{\theta}_{x}\right)^{2}+\left(\partial_{x} \boldsymbol{\phi}\right)^{2}\right]  \tag{4.44}\\
\text { Lindblad operators: } & \boldsymbol{L}_{1, x}=-\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{x}, \quad \boldsymbol{L}_{2, x}=m \cos \left(2 \boldsymbol{\phi}_{x}\right) .
\end{align*}
$$

Here, $m=1 /(\pi A)$ depends on a regularization in the bosonization procedure (see App. D) and the operators fulfill: $\left[\partial_{x} \boldsymbol{\theta}_{x}, \boldsymbol{\phi}_{y}\right]=-i \pi \delta(x-y)$. As a reminder: this reformulation of the theory has the major advantage that $\boldsymbol{L}_{1, x}$ is linear in $\phi_{x}$ and together with the quadratic Hamiltonian forms an exactly solvable, overall quadratic theory. On top of this solvable theory, the influence of $\boldsymbol{L}_{2, x}$ can be studied.

Focusing on the linear (Lindblad) operators $\boldsymbol{L}_{1, x}$, the bosonic occupation number operator in momentum space, $\boldsymbol{n}_{\sigma, q}$ (with $\sigma= \pm$ ), and in the Heisenberg picture evolves as ${ }^{18}$ (see App. E. 2 for more details)

$$
\begin{equation*}
\partial_{t} \boldsymbol{n}_{\sigma, q}=\gamma_{B} q, \tag{4.45}
\end{equation*}
$$

implying a linear growth in time. Similarly, the (normal ordered ${ }^{19}$ ) square of $\phi_{\sigma, x}$ grows linearly in time:

$$
\begin{equation*}
\frac{1}{L} \int d x_{*}^{*} \phi_{\sigma, x}^{2}(t)_{*}^{*} \sim \gamma_{B} t \tag{4.46}
\end{equation*}
$$

indicating an (unbounded) growth of fluctuations.
Remark: This description can only capture the dynamics (i) as long as we can ignore the contribution of the non-linear parts in the bosonic version of $\boldsymbol{n}_{x}$, and (ii) no unphysical modes get excited.

[^40]Summary: The coupling of the fermionic system (or the bosonic system) to a dephasing bath leads to entanglement between the system and the bath. In turn, the reduced density matrix of the system $\boldsymbol{\rho}_{S}$ approaches a maximally mixed (featureless) state $\sim \mathbb{1}_{S}$. Formally, the dephasing is described by hermitian Lindblad operators $\boldsymbol{L}_{j}=\boldsymbol{n}_{j}$. In the simplified bosonic version $\left(\boldsymbol{L}_{x} \sim-\partial_{x} \boldsymbol{\phi}_{x}\right)$, this heating towards an infinite temperature state is signalled by indefinitely growing fluctuations, e.g., $\left\langle\phi_{x, t}^{2}\right\rangle \sim \gamma_{B} t \rightarrow \infty$.

### 4.4 Measuring the Environment: How Measurements and Dephasing are connected

The coupling to a bath (in the aforementioned setting) results in system-bath entanglement. Information about the system becomes delocalized over the system and bath and therefore inaccessible from observing the system itself. To counteract this tendency, we can perform measurements on the ancillas, our toy model of a bath. In the following, we clarify the direct connection of dephasing and performing measurements.

First of all, such measurements of the ancillas correspond to a generalized measurement process: the ancillas can be seen as an 'occupation number meter' for the different lattice sites. Letting system and ancillas interact (with an occupation number sensitive interaction), measurements of the ancillas partially reveal information about the occupation number. Focusing on a single ancilla coupled to lattice site $j$, the process takes the form (see, e.g., Ref. [21]):
$|\psi\rangle \otimes|0\rangle \xrightarrow{\text { interaction }} \boldsymbol{M}_{0}^{(j)}|\psi\rangle \otimes|0\rangle+\boldsymbol{M}_{1}^{(j)}|\psi\rangle \otimes|1\rangle \xrightarrow{\text { measurement }}\left\{\begin{array}{l}\boldsymbol{M}_{0}^{(j)}|\psi\rangle \otimes|0\rangle \\ \boldsymbol{M}_{1}^{(j)}|\psi\rangle \otimes|1\rangle\end{array}\right.$.
In the last step, the measurement reveals one of the two possible measurement outcomes ((0) or (1)) and one of the two possible post-measurement states are realized. Since we know the measurement outcome, the evolution, reduced to the system and conditioned $(c)$ to the measurement outcome, takes the form

$$
\left|\psi^{(c) \prime}\right\rangle= \begin{cases}\frac{\boldsymbol{M}_{0}^{(j)}\left|\psi^{(c)}\right\rangle}{\sqrt{p_{0}}} & \text { with prob. } p_{0}  \tag{4.47}\\ \frac{\boldsymbol{M}_{1}^{(j)}\left|\psi^{(c)}\right\rangle}{\sqrt{p_{1}}} & \text { with prob. } p_{1}\end{cases}
$$

This is a pure state: the measurement cuts the entanglement between the ancilla and the system.

## Box 18: Generalized measurements

This indirect measurement and gain of information about the system is also referred to as a generalized measurement. The probability of a generalized measurement outcome and the corresponding post-measurement state are expressed in terms of $\boldsymbol{M}_{\nu}$. The role of $\boldsymbol{M}_{\nu}$ is similar to the role of the projection operators $\boldsymbol{P}_{\nu}$ in case of projective measurements
continued from page before
(see, e.g., Ref. [5] for more details):

|  | projective | generalized |
| ---: | ---: | ---: |
| post-measurement state: | $\boldsymbol{P}_{\nu}\|\psi\rangle$ | $\boldsymbol{M}_{\nu}\|\psi\rangle$, |
| probability: | $p_{\nu}=\operatorname{tr}\left[\boldsymbol{\rho} \boldsymbol{P}_{\nu}\right]$ | $p_{\nu}=\operatorname{tr}\left[\boldsymbol{\rho} \boldsymbol{M}_{\nu}^{\dagger} \boldsymbol{M}_{\nu}\right]$, |
| completeness relation: | $\sum_{\nu} \boldsymbol{P}_{\nu}=\mathbb{1}$ | $\sum_{\nu} \boldsymbol{M}_{\nu}^{\dagger} \boldsymbol{M}_{\nu}=\mathbb{1}$. |

We can turn these generalized measurements into a continuous measurement process by repeatedly coupling the fermionic sites to ancillas for a time $\delta t$ and measuring the ancillas afterwards. The result are stochastic trajectories $\rho_{S}(t)$, also denoted as a quantum trajectories. Focusing on the same model as before, the process takes four steps: (i) apply $\boldsymbol{Z}_{j} \boldsymbol{U}_{j}|\psi\rangle \otimes|a\rangle$, (ii) perform a projective measurement on the ancilla, (iii) reset the ancilla into the initial state $|a\rangle$, and (iv) repeat this process multiple times. With these, we can derive a continuous time evolution equation for the state $\boldsymbol{\rho}_{S}$. If the initial state is a pure state, the time evolved state $\left|\psi_{S}(t)\right\rangle$ is also pure.

Example: Starting from the initial state $|a\rangle=\frac{1}{\sqrt{2}}(|0\rangle-i|1\rangle)=\left|y_{-}\right\rangle$, the operators $\boldsymbol{M}_{k}^{(j)}$ are given by (see again Ref. [21]):
$\boldsymbol{M}_{0}^{(j)}=\frac{e^{-i \theta / 2}}{\sqrt{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+(\cos (\theta)-\sin (\theta)) \boldsymbol{n}_{j}\right] \approx \frac{e^{-i \theta / 2}}{\sqrt{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+\sqrt{1-2 \theta} \boldsymbol{n}_{j}\right]$,
$\boldsymbol{M}_{1}^{(j)}=\frac{e^{-i \theta / 2}}{\sqrt{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+(\cos (\theta)+\sin (\theta)) \boldsymbol{n}_{j}\right] \approx \frac{e^{-i \theta / 2}}{\sqrt{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+\sqrt{1+2 \theta} \boldsymbol{n}_{j}\right]$.
For $\theta \ll 1$, the two operators $\boldsymbol{M}_{0,1}^{(j)}$ are close to the identity and therefore the post-measurement states are only slightly changed. The probabilities for the different measurement outcomes are close $\frac{1}{2}$ :

$$
\begin{equation*}
p_{0}=\frac{1}{2}\left(1-2 \theta\left\langle\boldsymbol{n}_{j}\right\rangle\right), \quad p_{1}=\frac{1}{2}\left(1+2 \theta\left\langle\boldsymbol{n}_{j}\right\rangle\right), \tag{4.48}
\end{equation*}
$$

such that we measure (1) slightly more often once the fermionic site is occupied. The continuous process in the limit $\delta t \rightarrow 0$, as described above, is obtained by identifying $\theta=\sqrt{\gamma \delta t}$ and expanding up to order $\theta^{2}$ with $\theta=\sqrt{\gamma \delta t}$ :

$$
\begin{align*}
& \left|\psi^{(c) \prime}\right\rangle-\left|\psi^{(c)}\right\rangle \approx\left[-\frac{\gamma}{2} \delta t\left(\boldsymbol{n}_{j}-\left\langle\boldsymbol{n}_{j}\right\rangle\right)^{2}+\sqrt{\gamma} \Delta W_{j}\left(\boldsymbol{n}_{j}-\left\langle\boldsymbol{n}_{j}\right\rangle\right)\right]\left|\psi^{(c)}\right\rangle \\
& \Delta W_{j}= \pm \sqrt{\delta t}, \quad \overline{\Delta W_{j}}=0 \tag{4.49}
\end{align*}
$$

Such a dynamics is also denoted as Quantum State Diffusion (QSD) [196]. This is a stochastic $\left(\Delta W_{j}\right)$ and non-linear $\left(\left\langle\boldsymbol{n}_{j}\right\rangle\right)$ equation, where both features stem from the measurement process: the outcomes are random and the post-measurement states need to be renormalized (non-linearity required). This non-unitary evolution also allows for dynamical fixed points: $\partial_{t}\left|\psi^{(c)}\right\rangle=0$ for $\left|\psi^{(c)}\right\rangle=\left|0_{j}\right\rangle$ or $\left|1_{j}\right\rangle$.

Relation to dephasing: In a final step, we clarify how these measurements are related to the physics of a dephasing bath. To this end, we study the effect of unknown measurement outcomes. If an observer, confined to $S$, has no access to the measurement outcome, the observer's state of knowledge is the incoherent sum of both possibilities in (4.47) (see, e.g., Ref. [21, 22]). The reduced density matrix for such an 'uninformed' observer reads

$$
\begin{equation*}
\boldsymbol{\rho}_{S}^{\prime}=p_{0} \cdot \frac{\boldsymbol{M}_{0} \boldsymbol{\rho}_{S} \boldsymbol{M}_{0}^{\dagger}}{\operatorname{tr}\left[\boldsymbol{M}_{0} \boldsymbol{\rho}_{S} \boldsymbol{M}_{0}^{\dagger}\right]}+p_{1} \cdot \frac{\boldsymbol{M}_{1} \boldsymbol{\rho}_{S} \boldsymbol{M}_{1}^{\dagger}}{\operatorname{tr}\left[\boldsymbol{M}_{1} \boldsymbol{\rho}_{S} \boldsymbol{M}_{1}^{\dagger}\right]}=\sum_{j} \boldsymbol{M}_{j} \boldsymbol{\rho}_{S} \boldsymbol{M}_{j}^{\dagger} . \tag{4.50}
\end{equation*}
$$

To rephrase once more: Being limited to $S$, the observer can only obtain the information encoded in $\rho_{S}$ (e.g., by quantum state tomography). However, the same expression describes the dynamics of the system being coupled to a bath, see again (4.29). For such an observer, there is no detectible difference. The state $\boldsymbol{\rho}_{S}$ evolves into the maximally mixed state, in contrast to the pure state evolution once the measurement outcomes are known. To connect the limiting cases of (i) performing measurements at all times and (ii) not performing measurements at all (being the same as not knowing the measurement outcomes), we consider the scenario, where the ancillas are only measured with a certain probability [21-23]. This scenario is captured by the generalized measurement operators for the ancillas [21]

$$
\begin{equation*}
\boldsymbol{M}_{0}^{(a)}=\sqrt{\eta}|0\rangle\langle 0|, \quad \boldsymbol{M}_{1}^{(a)}=\sqrt{\eta}|1\rangle\langle 1|, \quad \boldsymbol{M}_{2}^{(a)}=\sqrt{(1-\eta)} \mathbb{1} . \tag{4.51}
\end{equation*}
$$

Here, $\eta \leq 1$ is the probability that the ancilla is measured projectively. Following the same formal procedure to construct a continuous process, the time evolution takes the form (adding a Hamiltonian for completeness)

$$
\begin{align*}
\boldsymbol{\rho}_{S}^{(c) \prime}-\boldsymbol{\rho}_{S}^{(c)} & =-i\left[\boldsymbol{H}_{S}, \boldsymbol{\rho}_{S}^{(c)}\right] \delta t-\sum_{i} \frac{\gamma \delta t}{2}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}_{S}^{(c)}\right]\right]+\sqrt{\gamma} \Delta W_{i}\left\{\boldsymbol{n}_{i}-\left\langle\boldsymbol{n}_{i}\right\rangle, \boldsymbol{\rho}_{S}^{(c)}\right\}, \\
\overline{\Delta W_{i}} & =0, \overline{\Delta W_{i} \Delta W_{j}}=\eta \delta t \delta_{i j} . \tag{4.52}
\end{align*}
$$

|  | coupling to a bath | imp. measurement |
| :---: | :---: | :---: |
| Lindblad prefactor | $\gamma_{M}+\gamma_{B}$ | $\gamma$ |
| Noise strength | $\gamma_{M}$ | $\eta \gamma$ |
| Conversion | $\eta=\frac{\gamma_{M}}{\gamma_{M}+\gamma_{B}}$ |  |

Table 4.1: (Conversion) Imperfect knowledge of measurement outcomes, characterized by $(\eta, \gamma)$, and measurements in the presence of a dephasing bath $\left(\gamma_{M}, \gamma_{B}\right)$ are different, but related, points of view to describe the evolution of a monitored system.

Crucially, the noise strength is modified by $\eta$. This description is equivalent to performing measurements and being coupled to a dephasing bath, see Tab. 4.1. For $\eta=1$, we recover the measurement scenario from before: (i) the evolution of an initially pure state stays pure and (ii) an initially mixed state purifies (under certain conditions, see, e.g., Ref. [234]). An example is shown in Fig. 4.8(b). For $\eta<1$, not all ancillas are measured and some residual entan-


Figure 4.8: Purity in the limiting cases: (a) Purification for $\gamma_{B}=0$ with measurements and a Hamiltonian $\left(\gamma_{M} / J=1\right)$, starting from $\boldsymbol{\rho}_{t=0}^{(c)} \sim \mathbb{1}$. (b) Mixing in the absence of measurements $\left(\gamma_{M}=0\right)$ with a dephasing bath and Hamiltonian for $L=10$ (decay towards the (maximally low) purity of the infinite temperature state $\operatorname{tr}\left[\boldsymbol{\rho}_{t \rightarrow \infty}^{2}\right]$ with $\left.\boldsymbol{\rho}_{t \rightarrow \infty} \sim \mathbb{1}\right)$.
glement remains between those ancillas and the system, resulting in $\boldsymbol{\rho}_{S}^{(c)}$ being mixed. The last case, $\eta=0$ (not knowing any of the outcomes) corresponds to the dephasing bath scenario, where the stochastic term is absent and the state evolves into a strongly mixed state, see Fig. 4.8(b).

Summary: The coupling between the system and ancillas leads to the dephasing and mixing dynamics of $\boldsymbol{\rho}_{S}$. If we intervene this process by performing measurements on the ancillas, $\boldsymbol{\rho}_{S}$ rather evolves stochastically and purifies (or stays pure). However, if we do not have access to the measurement outcomes, our knowledge of the state of the system, $\boldsymbol{\rho}_{S}$, is again equal to the dephasing scenario since we have to sum up all possible outcomes.

### 4.5 Fermionic Model (2): Unitary Evolution and Measurements - Qualitative Picture of Measurement Dynamics

If we have access to the ancillas and can measure them, the state of the system follows a conditional evolution described by ${ }^{20} \rho^{(c)}$, conditioned on the measurement outcomes. The stationary states of this evolution are the eigenstates of the measurement operators $\boldsymbol{n}_{l}$ (product states in real space). If we do not have access to the outcomes, our state of knowledge is described by the incoherent sum of the possible outcomes, $\overline{\boldsymbol{\rho}^{(c)}}$. This has the same effect as being coupled to a dephasing bath with Lindblad operators $\boldsymbol{n}_{l}$ and a stationary state $\sim \mathbb{1}$. Both mechanisms compete with the hopping Hamiltonian, already encoded in $\left[\boldsymbol{H}, \boldsymbol{n}_{l}\right] \neq 0$. At the level of states, the stationary states of the measurement operators correspond to a superposition of many excited states of the Hamiltonian. In contrast, the unitary evolution would evolve those states into strongly entangled states. Therefore, there is a (dynamical) competition between the two processes with the possibility of a phase transition. The situation is partly reminiscent of ground state quantum phase transitions. Here, the Hamiltonian consists of competing, non-commuting terms: $\boldsymbol{H}=\boldsymbol{H}_{0}+\lambda \boldsymbol{H}_{1}$ with $\boldsymbol{H}_{0}$ and $\boldsymbol{H}_{0}$ themselves featuring qualitatively different ground states.

The main question we are addressing in the following is the interplay of unitary evolution, measurements, and a bath (where both do not commute with the Hamiltonian): How is the measurement-induced dynamics influenced by an additional coupling to a bath? Or differently put: How is the measurementinduced dynamics influenced if we have an incomplete record of the measurement outcomes?

### 4.5.1 Qualitative Identification of Observables

To identify physically suitable 'observables' to study the interplay ${ }^{21}$, we start from the simplest incarnation of our model: one fermion on a lattice with two sites $(L=2)$ and a Hilbert space spanned by $\{|1,0\rangle,|0,1\rangle\}$. In the absence of measurements, the model is described by:

$$
\begin{align*}
\boldsymbol{H}= & -J\left(\boldsymbol{c}_{1}^{\dagger} \boldsymbol{c}_{2}+\boldsymbol{c}_{2}^{\dagger} \boldsymbol{c}_{1}\right)=-J(|1,0\rangle\langle 0,1|+|0,1\rangle\langle 1,0|), \\
d \boldsymbol{\rho}^{(c)}= & -i\left[\boldsymbol{H}, \boldsymbol{\rho}^{(c)}\right] d t-\frac{\gamma_{M}}{2}\left(\left[\boldsymbol{n}_{1},\left[\boldsymbol{n}_{1}, \boldsymbol{\rho}^{(c)}\right]\right]+\left[\boldsymbol{n}_{2},\left[\boldsymbol{n}_{2}, \boldsymbol{\rho}^{(c)}\right]\right]\right) d t  \tag{4.53}\\
& +\sqrt{\gamma_{M}}\left(d W_{1}(t)\left\{\boldsymbol{n}_{1}-\left\langle\boldsymbol{n}_{1}\right\rangle, \boldsymbol{\rho}^{(c)}\right\}+d W_{2}(t)\left\{\boldsymbol{n}_{2}-\left\langle\boldsymbol{n}_{2}\right\rangle, \boldsymbol{\rho}^{(c)}\right\}\right) .
\end{align*}
$$

To get a first impression of the interplay, we extract the occupation of the first site, $\left\langle\boldsymbol{n}_{1}\right\rangle$, for a single quantum trajectory, see Fig. 4.9. In the absence of measurements, the particle oscillates between the lattice sites (Rabi oscillations), whereas for $\gamma_{M} / J \gg 1$, the fermion has the tendency to be pinned onto one

[^41]lattice site $\left\langle\boldsymbol{n}_{1}\right\rangle \approx 0,1$ (which becomes a stationary state for $J=0$ ). This is the toy version for larger systems: starting from an initially pure state $\left|\phi^{(c)}\right\rangle$, the unitary evolution tends to delocalize the particles and spread correlations (and entanglement) over the system, as we have seen in Sec. 4.3. In contrast, measurements of the local particle number favor a state with well-defined local particle numbers, corresponding to a product state $\left|n_{1}\right\rangle \otimes\left|n_{2}\right\rangle . . \otimes\left|n_{L}\right\rangle$.


Figure 4.9: Top: Time evolution of the expected particle number $\left\langle\boldsymbol{n}_{1}\right\rangle$ at site 1 for a system of two sites $(L=2)$ and one fermion. In the absence of noise, there are Rabi oscillations, which are only slightly disturbed for $\gamma_{M} / J \ll 1$. For $\gamma_{M} / J \gg 1$, the particle number is temporally pinned to the value 0 or 1, describing a 'localized' state. Without a Hamiltonian, the system relaxes into one of the number eigenstates. Bottom: Fluctuations around the mean occupation number as a non-trivial quantity under averaging.

The full model for an arbitrary lattice size $L$, combining the dynamics of stochastic, measurement-induced evolution, dephasing and unitary evolution reads:

$$
\begin{align*}
d \boldsymbol{\rho}^{(c)}= & -i\left[\boldsymbol{H}, \boldsymbol{\rho}^{(c)}\right] d t \underbrace{-\frac{\gamma_{B}}{2} \sum_{i=1}^{L}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}^{(c)}\right]\right] d t}_{\text {bath contribution }}  \tag{4.54}\\
& \underbrace{-\frac{\gamma_{M}}{2} \sum_{i=1}^{L}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}^{(c)}\right]\right] d t+\sqrt{\gamma_{M}} \sum_{i=1}^{L} d W_{i}(t)\left\{\boldsymbol{n}_{i}-\left\langle\boldsymbol{n}_{i}\right\rangle, \boldsymbol{\rho}^{(c)}\right\}}_{\text {measurement contribution }} .
\end{align*}
$$

It describes the evolution of $\boldsymbol{\rho}^{(c)}$, conditioned to the measurement outcomes $\left\{m_{j, t}\right\}$ for each lattice site $j$ and time $t$. As in the KZM discussion, we want to
extract the typical behavior of, e.g., order parameters, correlation functions or the entanglement entropy on large distances, examples being:

$$
\begin{aligned}
\text { order parameter } & \langle\boldsymbol{\mathcal { O }}\rangle=\operatorname{tr}\left[\boldsymbol{\mathcal { O }} \boldsymbol{\rho}^{(c)}\right] \\
\text { correlation } & \left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle-\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle=\operatorname{tr}\left[\boldsymbol{n}_{i} \boldsymbol{\rho}^{(c)}\right] \cdot \operatorname{tr}\left[\boldsymbol{n}_{j} \boldsymbol{\rho}^{(c)}\right]-\operatorname{tr}\left[\boldsymbol{n}_{i} \boldsymbol{n}_{j} \boldsymbol{\rho}^{(c)}\right], \\
\text { entropy } & S_{\mathrm{vN}}(A)=-\operatorname{tr}\left[\boldsymbol{\rho}_{A}^{(c)} \cdot \log \left(\boldsymbol{\rho}_{A}^{(c)}\right)\right] .
\end{aligned}
$$

Before going into the details, there are multiple important points to raise: (i) $\boldsymbol{\rho}^{(c)}$ will depend on the particular measurement outcome and therefore vary for each experimental run, and (ii) extracting the expectation values experimentally is subtle. To calculate/approximate the expectation value, we would need to repeat the measurement on the same state multiple times. However, we cannot copy the state and it is very unlikely to experimentally obtain the same set of measurement outcomes $\left\{m_{j, t}\right\}$ (and state) again (due to the exponentially growing number of possible measurement trajectories in time). The second issue is not so easy to address and we leave it for now, but the first issue can be addressed by working with averages over the measurement outcomes, which we denote as $\overline{(\ldots)}$. Therefore, we are dealing with quantities like:

$$
\begin{equation*}
\overline{\langle\mathcal{O}\rangle} \approx \frac{1}{\mathcal{N}} \sum_{a=1}^{\mathcal{N}} \operatorname{tr}\left[\boldsymbol{\mathcal { O }} \boldsymbol{\rho}_{\vec{m}_{a}}^{(c)}\right] \tag{4.55}
\end{equation*}
$$

where we are summing over $\mathcal{N}$ runs of the experiment ( $\Leftrightarrow$ sets of measurement results $\left.\vec{m}_{a}=\left\{m_{j, t}^{(a)}\right\}\right)$. This represents a challenge: As we have seen before, the averaged dynamics evolves towards the featureless stationary state $\overline{\rho_{t \rightarrow \infty}^{(c)}} \propto \mathbb{1}$, which reveals no information about the interplay of the Hamiltonian and the measurements:

$$
\begin{equation*}
\overline{\langle\mathcal{O}\rangle}(t \rightarrow \infty) \propto \operatorname{tr}[\mathcal{O} \mathbb{1}] . \tag{4.56}
\end{equation*}
$$

To access non-trivial information, we have to consider higher moments of $\boldsymbol{\rho}^{(c)}$, e.g. in the form ${ }^{22}$ :

$$
\begin{equation*}
\overline{\langle\boldsymbol{O}\rangle\langle\boldsymbol{\mathcal { O }}\rangle}=\overline{\operatorname{tr}\left[\boldsymbol{\mathcal { O }} \boldsymbol{\rho}^{(c)}\right]^{2}} \neq \operatorname{tr}\left[\mathcal{\mathcal { O }} \overline{\boldsymbol{\rho}^{(c)}}\right]^{2} . \tag{4.57}
\end{equation*}
$$

An example is shown in Fig. 4.9 and $\overline{\left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle-\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle}$ or $\overline{S_{\mathrm{vN}}}$ being further examples. Physically, the 'pinned' dynamics $\left(\gamma_{M} / J \gg 1\right)$ is characterized by a near-product state with $\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle \stackrel{|i-j| \gg 1}{\approx}\left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle$ such that connected correlations like $\left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle-\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle$ are strongly suppressed. Similarly, the deviations from the flat particle number distribution (given by $\overline{\left\langle\boldsymbol{n}_{i}\right\rangle}=1 / 2$ ) can be characterized by $\overline{\left(\left\langle\boldsymbol{n}_{i}\right\rangle-\frac{1}{2}\right)^{2}}$ and should be non-vanishing. A version, which is relevant to many body system, is the observation that the particle number and therefore the parity is well defined in a large subsystem $A$. Correspondingly, the parity variance $P_{|A|}$, defined in (4.58), should be non-vanishing even for $|A| \gg 1$. In the presence of a bath (or mixed states in general), observables like correlations

[^42]and the subsystem parity variance are still reasonable quantities. However, the von Neumann entanglement entropy $S_{\mathrm{vN}}(A)$ is plagued by a (volume law) scaling (as we have already seen in Sec. 4.3) ${ }^{23}$. A related measure of correlations is the mutual information $I_{m}(A, B)=S_{\mathrm{vN}}(A)+S_{\mathrm{vN}}(B)-S_{\mathrm{vN}}(A B)$ between subsystems $A$ and $B$, which due to its structure is not plagued by the volume law scaling. An alternative entanglement measure for mixed states is the logarithmic entanglement negativity, introduced in Sec. 4.3. In summary, we classify the interplay of unitary evolution, measurements and dephasing based on:
\[

$$
\begin{align*}
\text { subsystem parity variance: } & P_{|A|}=\overline{\left\langle\prod_{j \in A}\left(2 \boldsymbol{n}_{j}-1\right)\right\rangle^{2}}=\overline{\left\langle\prod_{j \in A} e^{\left.i \pi \boldsymbol{n}_{j}\right\rangle^{2}},\right.} \\
\text { density-density correlation: } & C_{i j}=\overline{\left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle-\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle} \stackrel{\text { pure states }}{=} \overline{\left|\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle\right|^{2}}, \\
\text { entanglement entropy (pure states): } & S_{\mathrm{vN}}(A)=-\operatorname{tr}\left[\boldsymbol{\rho}_{A} \cdot \log \left(\boldsymbol{\rho}_{A}\right)\right]=2 I_{m}, \\
\text { mutual information: } & I_{m}(A, B)=S_{\mathrm{vN}}(A)+S_{\mathrm{vN}}(B)-S_{\mathrm{vN}}(A B), \\
\log \text { negativity: } & \mathcal{E}(A)=\log \left(\left\|\boldsymbol{\rho}^{T_{A}}\right\|\right) . \tag{4.58}
\end{align*}
$$
\]

### 4.5.2 Limiting Case: Unitary Evolution and Measurements

The first scenario we analyze is the interplay of unitary evolution and (continuous) measurements. To characterize the properties of the (free) fermion evolution, we follow two approaches:

1. Study the stationary limit for initially pure states.
2. Study the dynamics of purification of an initially mixed state (which afterwards evolves according to (i)).

In the first case, the analysis is massively simplified because an initially Gaussian state, e.g., $|0101 \ldots\rangle$, will stay Gaussian (see App. A. 2 for more details), a feature that will be spoiled in the presence of a bath.

Stationary approach: The stationary properties of this fermion model have been studied in, e.g., Refs. [17, 18] (see also Refs. [176-178, 188, 189, 198, 199, 237] for related models), revealing a measurement-induced phase transition. For strong measurements, a shortly correlated, weakly entangled phase $(M)$ is found with a transition towards an extended critical phase $(C)$ with algebraically scaling correlation functions and a logarithmically scaling entanglement entropy, see Fig. 4.10(b). The $(1+1)$ dimensionality of the model and the $U(1)$ symmetry, together with the finding of exponentially vs. algebraically decaying correlations, are hallmarks of a BKT transition (analytically studied in Refs. [19, 20]). This scenario is also supported by a finite size scaling analysis in the vicinity of the critical point [18, 189] (as well as Ref. [20]).
To further illustrate the qualitative change in the behavior, we extract the subsystem parity variance $P_{|A|}$, supplementing the study in Ref. [18]. For

[^43]$\gamma_{M} / J \ll 1, P_{|A|}$ decays algebraically (Fig. 4.10(a)). In this regime, we anticipate a critical behavior and therefore make use of the rescaled length $L \sin (\pi|A| / L) / \pi$ (as it would emerge for a conformal theory $[9,18,198]$ ). This decay corresponds to strong fluctuations of the particle number parity in subsystem $A$. In contrast, for $\gamma_{M} / J \sim 1, P_{|A|}$ saturates for a large enough subsystem size, indicating a well-defined parity in subsystem $A$.


(b) $\quad \begin{aligned} & \text { BKT } \\ & \text { transition }\end{aligned}$

| critical phase | area law phase |
| :---: | :---: |
| $P_{\|A\|} \sim\|A\|^{-\alpha}$ | $P_{\|A\|} \sim$ const. |
| $C_{x} \sim\|x\|^{-2}$ | $C_{x} \sim \exp (-\|x\| / \xi)$ |
| $S_{\mathrm{vN}} \sim \log (\|A\|)$ | $S_{\mathrm{vN}} \sim$ const. |

Figure 4.10: (a) Subsystem resolved parity variance (log-log) for $L=$ 256,512, 768 (square, triangle, circle), plotted against the rescaled length in anticipation of a conformal regime for $\gamma_{M} / J \ll 1$. (b) Qualitative phase diagram of the fermionic model subject to weak measurements of the local particle number with two phases: (i) algebraically correlated phase (with $S_{v N}(A) \sim \log (|A|)$ ) and (ii) short-ranged correlated phase (with $\overline{S_{v N}(A)} \sim$ const.).

Dynamical approach: Starting from a mixed state, the measurement dynamics enforces the evolution towards a pure state (purification). The capacity of the model to allow for a strongly entangled state or not also directly influences the purification dynamics. The purification is substantially slower once the stationary state can sustain strong entanglement. As pioneered in Refs. [31, 165], we can distinguish qualitatively different phases by identifying the speed of purification (as a function of $L$ ). A related probe of these different dynamical regimes was introduced in Ref. [165]: Instead of starting from a fully (or strongly) mixed state, we entangle the state with a single or a few reference ancillas, which do not have any dynamics on their own. Over time, the monitoring dynamics will reduce the entanglement between system and ancilla until reaching a product state. Following this route, we extract a purification time scale that either grows as $\sim L$ (weak measurements) or depends only weakly on the system size (strong measurements). Our setup consists of coupling a single ancilla qubit $(B)$ to the system $(S)$, initializing the state as ${ }^{24}$

$$
\begin{align*}
& \left|\psi_{S B}\right\rangle=\frac{1}{\sqrt{2}}\left|\psi_{0}\right\rangle \otimes|0\rangle+\frac{1}{\sqrt{2}}\left|\psi_{1}\right\rangle \otimes|1\rangle,  \tag{4.59}\\
& \left|\psi_{0}\right\rangle=|1010 \ldots\rangle, \quad\left|\psi_{1}\right\rangle=|0110 \ldots\rangle .
\end{align*}
$$

Afterwards, we let the system evolve under measurement-induced dynamics.

[^44]
(a) evolution of $\overline{S_{E}}(t)$

(b) time scale $t_{0}$

Figure 4.11: Dynamical perspective onto the measurement-induced transition: (a) Time evolution of the entanglement $\overline{S_{E}}$ between system and an ancilla qubit for: for (i) $-\gamma_{M} / J=0.2$ and (ii) • $\gamma_{M} / J=1.0$ (system sizes $L=32,64,128,256,512,768$ ). (b) Purification time $t_{0}$ as a function of $L$ (from fit of exponential decay), where the system size dependence depends on the parameter regime. For (i) it grows roughly linearly ( $\alpha$ : best algebraic fit), whereas for (ii) it saturates as a function of $L$ for $L \geq 256$. Numerical details: (i) $L=32: n_{\text {avg }}=10^{5} ; L=64-256: n_{\text {avg }}=4 \times 10^{3} ; L=512: n_{\text {avg }}=10^{3}$; $L=768: n_{\text {avg }}=250$. (ii) $L \leq 256, n_{\text {avg }}=4 \times 10^{4} ; L=512,768: n_{\text {avg }}=4 \times 10^{3}$.

The reduced density matrix of the system is given by $\boldsymbol{\rho}_{S, t}^{(c)}=\operatorname{tr}_{B}\left[\left|\psi_{S B, t}\right\rangle\left\langle\psi_{S B, t}\right|\right]$ :

$$
\begin{equation*}
\boldsymbol{\rho}_{S, t}^{(c)}=p_{0}(t)\left|\psi_{0, t}\right\rangle\left\langle\psi_{0, t}\right|+p_{1}(t)\left|\psi_{1, t}\right\rangle\left\langle\psi_{1, t}\right| . \tag{4.60}
\end{equation*}
$$

The purification of the density matrix over time corresponds to growing overlap of the states: $\left|\left\langle\psi_{0, t} \mid \psi_{1, t}\right\rangle\right| \rightarrow 1$. We quantify this evolution by tracking the entanglement between the ancilla and the system (which initially is maximal):

$$
\begin{equation*}
S_{E}=-\operatorname{tr}\left[\boldsymbol{\rho}_{B} \log _{2}\left(\boldsymbol{\rho}_{B}\right)\right]=-\operatorname{tr}\left[\boldsymbol{\rho}_{S} \log _{2}\left(\boldsymbol{\rho}_{S}\right)\right] \tag{4.61}
\end{equation*}
$$

Averaging this quantity over multiple runs gives rise to $\overline{S_{E}}(t)$, see Fig. 4.11. For long times, the averaged entropy decays exponentially $\overline{S_{E}}(t) \sim \exp \left(-t / t_{0}\right)$, with a system size dependent $t_{0}(L)$. In the weak measurement regime, $t_{0}$ grows nearly linearly with the system size $L$, as expected for a conformal field theory [238] with a dynamical critical exponent $z=1$. For strong measurements, $t_{0}$ flattens as function of $L$, indicating an area law phase. Both are shown in Fig. 4.11(b).

Remark: Our initial state, (4.59), corresponds to a weakly mixed state (from the perspective of the system). For a strongly mixed initial state and in the parameter regime of the critical phase, an algebraic decay of $\overline{S_{\mathrm{vN}}}$ is expected initially $[19,31,165,238]$, turning into an exponential one for long times. Similarly, an algebraic decay $\overline{S_{\mathrm{vN}}} \sim(t / L)^{-1}$ is observed at a critical point [31], turning into an exponential one once the entanglement becomes small (around one bit).

Box 19: Purification and mixed states in the quantum trajectory approach

So far, we have considered the measurement dynamics of initially pure states. In the following, we derive the dynamics of an initially mixed state under measurements (see also, e.g., Refs. [22, 239]). A generic density matrix can be written as an ensemble of pure states

$$
\begin{equation*}
\boldsymbol{\rho}^{(c)}=\sum_{\alpha} p_{\alpha}\left|\psi^{(\alpha)}\right\rangle\left\langle\psi^{(\alpha)}\right| . \tag{4.62}
\end{equation*}
$$

In one time step with measurement outcomes $\left\{m_{j}\right\}$ for each lattice site, it evolves into the state

$$
\begin{equation*}
\boldsymbol{\rho}^{(c)} \rightarrow\left(\prod_{i=1}^{L} \boldsymbol{M}_{m_{i}}^{(i)}\right) \boldsymbol{\rho}^{(c)}\left(\prod_{j=1}^{L} \boldsymbol{M}_{m_{j}}^{(j) \dagger}\right) . \tag{4.63}
\end{equation*}
$$

In the limit of $\delta t \rightarrow 0$, the evolution operators can be trotterized. In our case, they read (see also Ref. [17]):

$$
\begin{align*}
& \boldsymbol{\rho}^{(c)} \rightarrow \boldsymbol{V} \boldsymbol{\rho}^{(c)} \boldsymbol{V}^{\dagger}=\sum_{\alpha} p_{\alpha} \boldsymbol{V}\left|\psi^{(\alpha)}\right\rangle\left\langle\psi^{(\alpha)}\right| \boldsymbol{V}^{\dagger},  \tag{4.64}\\
& \boldsymbol{V}=\exp \left[\sum_{j=1}^{L} \sqrt{\gamma_{M}} \Delta W_{j}\left(\boldsymbol{n}_{j}-\left\langle\left\langle\boldsymbol{n}_{j}\right\rangle\right\rangle\right)-\gamma_{M} \delta t\left(\boldsymbol{n}_{j}-\left\langle\left\langle\boldsymbol{n}_{j}\right\rangle\right\rangle\right)^{2}\right] .
\end{align*}
$$

Here, $\left\langle\left\langle\boldsymbol{n}_{j}\right\rangle\right\rangle:=\operatorname{tr}\left(\boldsymbol{n}_{j} \boldsymbol{\rho}^{(c)}\right)=\sum_{\alpha} p_{\alpha}\left\langle\boldsymbol{n}_{j}\right\rangle_{\alpha}$ is the average of $\boldsymbol{n}_{j}$ over the whole ensemble. Therefore, the combined unitary and measurement evolution reads:

$$
\begin{equation*}
\boldsymbol{\rho}_{t+\delta t}^{(c)} \approx e^{-i \boldsymbol{H} \delta t} \boldsymbol{V} \boldsymbol{\rho}_{t}^{(c)} \boldsymbol{V}^{\dagger} e^{i \boldsymbol{H} \delta t}=\sum_{\alpha} p_{\alpha}(t+\delta t)\left|\psi_{t+\delta t}^{(\alpha)}\right\rangle\left\langle\psi_{t+\delta t}^{(\alpha)}\right| . \tag{4.65}
\end{equation*}
$$

This corresponds to an update of the probabilities and the states in the ensemble according to:

$$
\begin{align*}
& \left|\psi_{t+\delta t}^{(\alpha)}\right\rangle=\frac{e^{-i \boldsymbol{H} \delta t} \boldsymbol{V}\left|\psi_{t}^{(\alpha)}\right\rangle}{\sqrt{\left\langle\psi_{t}^{(\alpha)}\right| \boldsymbol{V}^{\dagger} \boldsymbol{V}\left|\psi_{t}^{(\alpha)}\right\rangle}},  \tag{4.66}\\
& p_{\alpha}(t+\delta t)=p_{\alpha}(t)\left\langle\psi_{t}^{(\alpha)}\right| \boldsymbol{V}^{\dagger} \boldsymbol{V}\left|\psi_{t}^{(\alpha)}\right\rangle .
\end{align*}
$$

### 4.6 Solving the conditional Master Equation for small Systems - Including Dephasing

- We analyze the density-density correlation function and the subsystem parity variance for system sizes of $L=10$ in the presence of dephasing. Additionally, we consider the log negativity and mutual information for $L=8$ (being numerically expensive quantities to extract, even for $L=10$ ).

In the absence of a bath, an initially pure state stays pure under the measurement and unitary dynamics. Additionally, an initially mixed state will purify over time. If the pure states are also Gaussian states, this leads to a tremendous simplification and system sizes of $L \sim \mathcal{O}\left(10^{2}-10^{3}\right)$ are reachable (see, e.g., Refs. [17, 18, 188]). However, the coupling to a dephasing bath renders the reduced description of the system mixed and non-Gaussian. Therefore, the numerical solution of $\rho_{t}^{(c)}$ is limited to small system sizes, with only limited informative value regarding larger system sizes. Nevertheless, the small scale analysis provides a first guide line to understand the influence of the additional dephasing bath.


Figure 4.12: Overview of a fermionic system subject to unitary evolution, measurements and a bath with $L=10$ ( $L / 2$ fermions). In (a) and (b) the log of (i) the parity variance for $|A|=L / 2$ and (ii) the density-density correlations at $l=L / 2$ are shown in the $\left(\gamma_{M} / J, \gamma_{B} / J\right)$ parameter plane. Both indicate a rough bipartition (dotted lines are a guide to the eye). (c) Probability density $\rho\left(\left\langle\boldsymbol{n}_{i}\right\rangle\right)$ of the local occupation number $\left\langle\boldsymbol{n}_{i}\right\rangle$ for $\gamma_{M} / J=0.3$ and different $\gamma_{B} / J$ with a unimodal distribution for small to intermediate $\gamma_{B} / J$, turning into a bimodal distribution for $\gamma_{B} / J \gg 1$.

The correlations, subsystem parity variance and distribution of the local particle numbers $\rho\left(\left\langle\boldsymbol{n}_{i}\right\rangle\right)$ are plotted in Fig. 4.12. First, for $\gamma_{B}=0$, the density-density correlations $C_{L / 2}$ are overall larger (less strongly decaying) for weak measurements $\gamma_{M} / J \ll 1$, crossing over to a stronger decay for stronger measurements. Complementarily, the subsystem parity variance is suppressed for $\gamma_{M} / J \ll 1$, in contrast to the strong measurement limit, see Fig. 4.12(a),(b). Similarly, the distribution $\rho\left(\left\langle\boldsymbol{n}_{i}\right\rangle\right)$ is peaked around $\left\langle\boldsymbol{n}_{i}\right\rangle \approx 1 / 2$ for weak measurements, turning into a bimodal distribution for strong measurements (in accordance with a stronger pinning onto number eigenstates).

From the information theoretic point of view, the mutual information ${ }^{25}$, plotted in Fig. 4.13(c), is largest for weak to moderate measurement rates. In the limit $\gamma_{B}=0$ and pure states, it is proportional to the entanglement entropy $S_{\mathrm{vN}}(A)$ (see again (4.58)). These are small system indicators of the measurement-induced transition studied numerically in Ref. [18] for large system sizes and analytically in Ref. [19].
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Figure 4.13: Overview of measures of global properties of $\boldsymbol{\rho}^{(c)}$ : (a) $\log$ of the averaged purity, (b) log negativity $\mathcal{E}(A)$, and (c) mutual information $I_{m}(A, \bar{A})$ between two subsystems of size $L / 2$. The purity indicates a third regime, with strongly mixed states to the left of the dashed line (guide to the eye), in accord with the regime of lowest values of $\mathcal{E}(A) . \mathcal{E}(A)$ and $I_{m}$ are largest for the regime of weak bath strength and moderate measurement strength.

In the other limiting case $\left(\gamma_{M}=0, \gamma_{B}>0\right)$, the state evolves into a strongly mixed state with (exponentially) suppressed purity and small log negativity, see Fig. 4.13(a),(b)). Both quantities indicate the approach towards the featureless and unentangled state $\boldsymbol{\rho}^{(c)} \rightarrow \mathbb{1}$. In the intermediate range $\left(\gamma_{M}>0, \gamma_{B}>0\right)$, the regime of larger subsystem parity $P_{L / 2}$ increases for $\gamma_{B} \neq 0$. Complementarily, the regime of more strongly decaying correlations is extending towards smaller $\gamma_{M}$. The purity instead decreases notably for $\gamma_{B}>\gamma_{M}$ (close to the $\gamma_{B}$-axis), indicating the strong mixedness induced by the bath. In the limit $\gamma_{B} \gg \gamma_{M}$ the situation is changed: the purity becomes larger, suggesting that the interplay of strong dephasing and moderate measurements tend to purify the states. Qualitatively, this corresponds to the suppression of the scrambling dynamics of the unitary evolution due to strong dephasing, which therefore enhances the measurement-induced dynamics. The information gained by the weak measurements about the local particle numbers is only weakly altered by the unitary dynamics, favoring states close to pure product states. Together with the $\log$ negativity (and mutual information) being most pronounced for $\gamma_{B} / J<1$, we can qualitatively identify three regimes:

- $(C)$ : significant correlations and entanglement, while the purity is large and the local parity is not well-defined.
- $\left(C_{D}\right)$ : significant correlations, while the purity and $\log$ negativity are small and the local parity is not well-defined.
- $(M)$ : more strongly decaying correlations with a well-defined parity and large purity.

To investigate the fate of these regimes for (thermodynamically) large systems, we pair two approaches: (i) the numerical investigation for larger system sizes based on quantum trajectories and (ii) an analytical approach based on effective bosonic version of the model. The second approach is suitable for the thermodynamic limit $L \rightarrow \infty$ and the corresponding long-wavelength physics.

Remark: The purity $\operatorname{tr}\left[\boldsymbol{\rho}_{S}^{2}\right]$ is related to the Renyi entanglement entropy $S_{2}(S)$ between the bath ancillas and the system $(S)$ : $\operatorname{tr}\left[\boldsymbol{\rho}_{S}^{2}\right]=$ $\exp \left(-S_{2}\right)$. It is therefore expected for, e.g., bosonic Gaussian CFT's [193] that $S_{2}(S)$ scales with the system size whenever $\gamma_{B} \neq 0$ (and $\gamma_{M} \neq$ 0 ), which would disqualify the purity in itself as a measure to distinguish thermodynamically different phases. As an example of the averaged purity for different accessible system sizes $L$, see Fig. 4.14. Nevertheless, measures like $I_{m}=S_{\mathrm{vN}}(A)+$ $S_{\mathrm{vN}}(B)-S_{\mathrm{vN}}(A B)$ and $\mathcal{E}$ can be sensitive about the correlations or entanglement between two subsystems even in case of mixed states with possibly different scalings with $L$ for $L \rightarrow \infty$ (see, e.g., Refs. [173, 174, 193, 219, 240, 241]).

### 4.7 Analytical Approach: Observables from Replica Approach

Numerically, the 'observables' as given in (4.58), are obtained by evolving and averaging over many quantum trajectories with different measurement outcomes to perform the average $\overline{(\ldots)}$. This approach is manageable for Gaussian states even up to large system sizes. Nevertheless, we want to make statements in the thermodynamic limit $L \rightarrow \infty$ about the possibility of different thermodynamic phases. In this limit, a description in terms of an effective model is favorable which only takes into account the long distance degrees of freedom - the bosonic theory. Therefore, we discuss in the following:

- General replica setting, which allows us to work (analytically) with nonrandom objects.
- Application of this setting to the effective bosonic model to study the long distance limit.


### 4.7.1 Measurements in the bosonic Theory - Model Definition

In the following, we bundle the ingredients to describe the time evolution of the effective bosonic model (which have already been mentioned before):

- Unitary part: The unitary part is described by the quadratic Hamiltonian $\boldsymbol{H}$ in (4.44) and gives rise to the contribution

$$
\mathcal{L}_{H}\left[\boldsymbol{\rho}^{(c)}\right]=-i\left[\boldsymbol{H}, \boldsymbol{\rho}^{(c)}\right] .
$$

- Measurement part: The fermionic measurement operator $\boldsymbol{n}_{i}$ (with measurement strength $\gamma_{M}$ ) is replaced by two bosonic measurements operators in analogy to the bath case [19]:

$$
\begin{equation*}
\text { linear: } \boldsymbol{L}_{x}^{(\mathrm{lin})}=-\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{x}, \quad \text { non-linear: } \boldsymbol{L}_{x}^{(\mathrm{nlin})}=m \cos \left(2 \phi_{x}\right) . \tag{4.67}
\end{equation*}
$$

Each operator comes with the same measurement strength $\gamma_{M}$, giving rise to two contributions in the conditional Master equation:

$$
\begin{aligned}
\mathcal{L}_{M}\left[\boldsymbol{\rho}^{(c)}\right] & =-\frac{\gamma_{M} \delta t}{2} \int_{x}\left[\boldsymbol{L}_{x}^{(\text {lin })},\left[\boldsymbol{L}_{x}^{(\text {lin })},\right]\right]+\sqrt{\gamma_{M}} \int_{x} \Delta W_{x}\left\{\boldsymbol{L}_{x}^{(\text {lin })}-\left\langle\boldsymbol{L}_{x}^{(\text {lin })}\right\rangle, \boldsymbol{\rho}^{(c)}\right\} \\
& -\frac{\gamma_{M} \delta t}{2} \int_{x}\left[\boldsymbol{L}_{x}^{(\mathrm{nlin})},\left[\boldsymbol{L}_{x}^{(\mathrm{nlin})},\right]\right]+\sqrt{\gamma_{M}} \int_{x} \Delta W_{x}\left\{\boldsymbol{L}_{x}^{(\mathrm{nlin})}-\left\langle\boldsymbol{L}_{x}^{(\mathrm{nlin})}\right\rangle, \boldsymbol{\rho}^{(c)}\right\} .
\end{aligned}
$$

- Dephasing part: The dephasing bath operators $\boldsymbol{L}_{i}=\boldsymbol{n}_{i}$ (with bath strength $\gamma_{B}$ ) are replaced by the same two bosonic operators (4.67), each with the same strength $\gamma_{M}$ :

$$
\mathcal{L}_{B}\left[\boldsymbol{\rho}^{(c)}\right]=-\frac{\gamma_{B} \delta t}{2} \int_{x}\left[\boldsymbol{L}_{x}^{(\text {lin })},\left[\boldsymbol{L}_{x}^{(\text {lin })}, \boldsymbol{\rho}^{(c)}\right]\right]-\frac{\gamma_{B} \delta t}{2} \int_{x}\left[\boldsymbol{L}_{x}^{(\mathrm{nlin})},\left[\boldsymbol{L}_{x}^{(\mathrm{nlin})}, \boldsymbol{\rho}^{(c)}\right]\right] .
$$

The competition in the fermion model lies in coherent hopping on the one hand and pinning onto number eigenstates $\left|\left\{n_{i}\right\}\right\rangle$ by measuring the particle number on the other hand. In the bosonic model, the competition is rooted in the measurement operators favoring eigenstates of $\boldsymbol{\phi}_{x}$, whereas the $\left(\partial_{x} \boldsymbol{\theta}_{x}\right)^{2}$-term in the Hamiltonian tends to delocalize the eigenstates in the $\phi$-basis. As we will see in the following, $\boldsymbol{L}_{x}^{(\mathrm{lin})}$ does not induce a transition but stabilizes, e.g., algebraic correlations (see Sec. 4.7.2) and therefore describes the long distance properties of the weak measurement phase [19]. This is an advantage compared to the fermionic model: the quadratic fermion part ( $\boldsymbol{H}$ only) describes the evolution into a volume law state, which is not stable against weak measurements (as we have seen). The transition is driven by $\boldsymbol{L}_{x}^{(n \ln )}=m \cos \left(2 \phi_{x}\right)$, which induces a finite, non-vanishing scale in the system at large distances $(k \rightarrow 0)$ once it describes a relevant perturbation.

Remark: In the following, we will often use discrete sums instead of integrals over $x$. The reason is the easier readability and connection to the (discrete) fermionic setup. In a final step, the sums should always be replaced by integrals in case of the effective bosonic description.

### 4.7.2 Interlude: Exact Solution of Connected Correlation Functions in case of linear Measurement Operators

Before we are going to discuss the replica theories and related RG calculation, we consider an exactly solvable case. Once the non-linear measurement and bath operator are absent, the density-density correlations can be calculated exactly (discussed in Refs. [19, 193]) without the need of a replica theory. The important point here is that the exact solvability remains in tact even in the
presence of a bath. Restricting ourselves to linear measurement/bath operators, the density-density correlations read:

$$
\begin{align*}
C_{y} & \approx-\frac{1}{\pi^{2}}\left\langle\frac{1}{2}\left\{\partial_{x} \phi_{x}-\left\langle\partial_{x} \phi_{x}\right\rangle, \partial_{x} \phi_{x+y}-\left\langle\partial_{x} \phi_{x+y}\right\rangle\right\}\right\rangle  \tag{4.68}\\
& =-\frac{1}{\pi^{2}}\left(\left\langle\partial_{x} \phi_{x} \partial_{x} \phi_{x+y}\right\rangle-\left\langle\partial_{x} \phi_{x}\right\rangle\left\langle\partial_{x} \phi_{x+y}\right\rangle\right) .
\end{align*}
$$

This correlation function is a special case of the expectation value of operators like $\mathcal{O}_{A B}:=\frac{1}{2}\{\boldsymbol{A}-\langle\boldsymbol{A}\rangle, \boldsymbol{B}-\langle\boldsymbol{B}\rangle\}$, where $\boldsymbol{A}$ and $\boldsymbol{B}$ are linear operators. The expectation value $\left\langle\mathcal{O}_{A B}\right\rangle$ for $t \rightarrow \infty$ can be found exactly, because its dynamics is deterministic for Gaussian states (all stochastic parts cancel out). To see this, consider the time evolution of any expectation value:
$d\langle\mathcal{O}\rangle=i\langle[\boldsymbol{H}, \boldsymbol{\mathcal { O }}]\rangle-\frac{\gamma_{M}+\gamma_{B}}{2} d t \sum_{i}\left\langle\left[\boldsymbol{L}_{i},\left[\boldsymbol{L}_{i}, \boldsymbol{\mathcal { O }}\right]\right]\right\rangle+\sqrt{\gamma_{M}} \sum_{i} d W_{i}\left\langle\left\{\boldsymbol{L}_{i}-\left\langle\boldsymbol{L}_{i}\right\rangle, \mathcal{O}\right\}\right\rangle$.
In the special case of $\mathcal{O}=\mathcal{O}_{A B}$, the last line vanishes exactly (as we will show below) and we can solve it in the stationary limit $d\left\langle\mathcal{O}_{A B}\right\rangle \stackrel{!}{=} 0$. The reason is that the last line is the expectation value of three fields with vanishing means, evaluated for a Gaussian state. According to Wick's theorem, such expressions vanish. The remaining deterministic equation is of algebraic Riccati type, admitting a stationary solution that can be found exactly (see Ref. [19, 193] for further details) with

$$
\begin{equation*}
\text { momentum space: } C_{k} \sim|k|, \quad \text { real space: } C_{y} \sim \frac{1}{|y|^{2}} \tag{4.69}
\end{equation*}
$$

It describes the aforementioned algebraic correlations in the weak measurement phase and is valid in the absence and presence of a dephasing bath (as we show below).

Box 20: Details about the exact solution of simple correlation functions

First, we show that the stochastic part is vanishing for Gaussian states:

$$
d W_{i}\left\langle\left\{\boldsymbol{L}_{i}-\left\langle\boldsymbol{L}_{i}\right\rangle, \mathcal{O}_{A B}\right\}\right\rangle \stackrel{!}{=} 0 .
$$

To only ingredient we need is Wick's theorem for $\langle\boldsymbol{A} \boldsymbol{B} \boldsymbol{C}\rangle$. This expectation value vanishes for operators shifted by their mean: $\tilde{\mathcal{O}}:=\mathcal{O}-\langle\mathcal{O}\rangle$ : $\langle\tilde{\boldsymbol{L}} \tilde{\boldsymbol{A}} \tilde{\boldsymbol{B}}\rangle=0$. Since the operator $\mathcal{O}_{A B}$ by construction only involves the operators $\tilde{\boldsymbol{A}}$ and $\tilde{\boldsymbol{B}}$, we get:

$$
\left\langle\left\{\boldsymbol{L}_{i}-\left\langle\boldsymbol{L}_{i}\right\rangle, \boldsymbol{\mathcal { O }}_{A B}\right\}\right\rangle=\frac{1}{2}\left\langle\tilde{\boldsymbol{L}}_{i} \tilde{\boldsymbol{A}} \tilde{\boldsymbol{B}}\right\rangle+\frac{1}{2}\left\langle\tilde{\boldsymbol{L}}_{i} \tilde{\boldsymbol{B}} \tilde{\boldsymbol{A}}\right\rangle=0 .
$$

To find the exact relative correlation function, we will adapt the strategy derivation in Ref. [19] (also Ref. [193]) and start from a lattice version of the bosonic model with conjugate operators $\left[\boldsymbol{Q}_{i}, \boldsymbol{P}_{j}\right]=i \delta_{i j}$ with

$$
\begin{equation*}
\boldsymbol{Q}_{i}=\frac{\boldsymbol{\phi}_{i+1}-\boldsymbol{\phi}_{i-1}}{2 \pi}, \quad \boldsymbol{P}_{i}=\boldsymbol{\theta}_{i} \tag{4.70}
\end{equation*}
$$
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and a Hamiltonian

$$
\begin{align*}
\boldsymbol{H} & =\sum_{i, j} \boldsymbol{Q}_{i} V_{i j} \boldsymbol{Q}_{j}+\boldsymbol{P}_{i} W_{i j} \boldsymbol{P}_{j},  \tag{4.71}\\
V & =\frac{\nu \pi}{2} \mathbb{1}, \quad W_{i j}=\frac{\nu}{2 \pi}\left(\delta_{i j}-\delta_{i-1, j}-\delta_{i+1, j}\right) . \tag{4.72}
\end{align*}
$$

Finally, we can calculate the stationary correlations $C_{a b}^{A B}:=\left\langle\mathcal{O}_{a b}^{A B}\right\rangle$ : $d\left\langle\boldsymbol{\mathcal { O }}_{a b}^{A B}\right\rangle=0$. The correlator involves local operators $\boldsymbol{A}, \boldsymbol{B}$ at lattice sites $a$ and $b$ (which are either $\boldsymbol{P}_{a}$ or $\boldsymbol{Q}_{a}$ and $\boldsymbol{L}_{a} \sim \boldsymbol{Q}_{a}$ ). Therefore, $C_{a b}^{A B}$ can be read as a matrix with indices $a, b$. The time evolution of such an expectation value depends on three parts: (i) unitary part, (ii) Lindblad part and (iii) Measurement/Ito product part, stemming from the identity:

$$
d(\langle\boldsymbol{A} \boldsymbol{B}\rangle-\langle\boldsymbol{A}\rangle\langle\boldsymbol{B}\rangle)=d\langle\boldsymbol{A} \boldsymbol{B}\rangle-(d\langle\boldsymbol{A}\rangle)\langle\boldsymbol{B}\rangle-\langle\boldsymbol{A}\rangle(d\langle\boldsymbol{B}\rangle)-d\langle\boldsymbol{A}\rangle d\langle\boldsymbol{B}\rangle .
$$

Measurement part: The last contribution (in orange), evaluated for $C_{a b}^{A B}$, gives rise to:
$-\gamma_{M}\left\langle\left\{\boldsymbol{L}_{i}-\left\langle\boldsymbol{L}_{i}\right\rangle, \boldsymbol{A}_{a}-\left\langle\boldsymbol{A}_{a}\right\rangle\right\}\right\rangle\left\langle\left\{\boldsymbol{L}_{i}-\left\langle\boldsymbol{L}_{i}\right\rangle, \boldsymbol{B}_{b}-\left\langle\boldsymbol{B}_{b}\right\rangle\right\}\right\rangle=-4 \gamma_{M} C_{i a}^{L A} C_{i b}^{L B}$,
which only depends on $\gamma_{M}$. This non-linear term leads to a unique stationary solution (it is absent for $\gamma_{M}=0$ ).

Lindblad part: The Lindblad contribution reads:

$$
\begin{equation*}
-\frac{\gamma_{M}+\gamma_{B}}{2} d t \sum_{i}\left\langle\left[\boldsymbol{Q}_{i},\left[\boldsymbol{Q}_{i}, \boldsymbol{\mathcal { O }}_{a b}^{A B}\right]\right]\right\rangle=+\left(\gamma_{M}+\gamma_{B}\right) \delta_{a b} \delta_{A, P} \delta_{B, P} \tag{4.73}
\end{equation*}
$$

Unitary part: To evaluate the unitary part, we have to keep in mind that the matrices $V, W$ are symmetric and $C_{a b}^{A B}=C_{b a}^{B A}$, which allows us to write

$$
\begin{align*}
\left\langle\left[\boldsymbol{H}, \boldsymbol{\mathcal { O }}_{a b}^{P P}\right]\right\rangle & =+i\left(V C^{Q P}\right)_{a b}+i\left(C^{P Q} V\right)_{a b}  \tag{4.74}\\
\left\langle\left[\boldsymbol{H}, \boldsymbol{\mathcal { O }}_{a b}^{Q Q}\right]\right\rangle & =-i\left(W C^{P Q}\right)_{a b}-i\left(C^{Q P} W\right)_{a b} . \tag{4.75}
\end{align*}
$$

Stationary solution: The stationary solutions fulfill $d C_{a b}^{A B}=0$. Considering the two cases $\boldsymbol{A}=\boldsymbol{B}=\boldsymbol{P}$ and $\boldsymbol{A}=\boldsymbol{B}=\boldsymbol{Q}$, we get two coupled matrix equations:

$$
\begin{aligned}
& 0=-V C^{Q P}-C^{Q P} V-4 \gamma_{M}\left(C^{Q P}\right)^{2}+\left(\gamma_{M}+\gamma_{B}\right) \mathbb{1} \\
& 0=W C^{P Q}+C^{P Q} W-4 \gamma_{M}\left(C^{Q Q}\right)^{2}
\end{aligned}
$$

The first equation gives rise to

$$
\begin{equation*}
C^{Q P}=\frac{1}{2} \sqrt{\frac{\gamma_{M}}{\gamma_{M}+\gamma_{B}} \mathbb{1}+\frac{1}{4\left(\gamma_{M}+\gamma_{B}\right)^{2}} V^{2}}-\frac{1}{4\left(\gamma_{M}+\gamma_{B}\right)} V \propto \mathbb{1} . \tag{4.76}
\end{equation*}
$$

continued from page before
Therefore, $C^{Q Q}$ can be found from the second equation:

$$
\begin{equation*}
\left(C^{Q Q}\right)^{2}=\frac{1}{8 \gamma_{M}\left(\gamma_{M}+\gamma_{B}\right)} W\left(\sqrt{4 \gamma_{M}\left(\gamma_{M}+\gamma_{B}\right) \mathbb{1}+V^{2}}-V\right) \propto W \tag{4.77}
\end{equation*}
$$

Fourier transforming: Going to momentum space and assuming translational invariance: $C^{Q Q}\left(k, k^{\prime}\right)=\delta\left(k+k^{\prime}\right) C^{Q Q}(k)$ with $k \in[-\pi / a, \pi / a]$ (where $a$ is the lattice spacing), we get: $C^{Q Q}(k \rightarrow 0)=\alpha \cdot|k|$, where the constant is defined as

$$
\begin{equation*}
\alpha:=\frac{\nu^{2}}{4 \sqrt{2} \gamma_{M}\left(\gamma_{M}+\gamma_{B}\right)} \sqrt{\sqrt{\frac{16 \gamma_{M}\left(\gamma_{M}+\gamma_{B}\right)}{\nu^{2} \pi^{2}}+1}-1} . \tag{4.78}
\end{equation*}
$$

### 4.7.3 General Construction of the Replica Theory

Two challenges in indentifying measurement-induced transitions are rooted in observables being (i) non-linear in the conditional density matrix $\boldsymbol{\rho}^{(c)}$ and (ii) that $\boldsymbol{\rho}^{(c)}$ are themselves stochastic objects. The point mentioned first also arises in the context of entanglement entropy calculations (for closed systems), which requires an (infinite) hierarchy of copies of the density matrix. To this end, replicated density matrices $[9,54,155-157]$ can be used, consisting of multiple copies of the same state. The simplest example is the two-replica density matrix $\boldsymbol{\rho}^{(2 R)}=\overline{\boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}}$, operating on the Hilbert space $\mathcal{H}^{(2 R)}=\mathcal{H} \otimes \mathcal{H}$. Observables like $\overline{\langle\boldsymbol{\mathcal { O }}\rangle^{2}}$ can be expressed in terms of $\boldsymbol{\rho}^{(2 R)}$ :

$$
\overline{\langle\boldsymbol{O}\rangle^{2}}=\overline{\operatorname{tr}\left[\left(\mathcal{O}^{(1)} \cdot \mathcal{O}^{(2)}\right) \boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}\right]}=\operatorname{tr}[\left(\mathcal{O}^{(1)} \cdot \mathcal{O}^{(2)}\right) \underbrace{\overline{\boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}}}_{=: \boldsymbol{\rho}^{(2 R)}}]
$$

Here, operators like $\mathcal{O}^{(1)}:=\boldsymbol{\mathcal { O }} \otimes \mathbb{1}$ act on the extended Hilbert space $\mathcal{H}^{(2 R)}$. By construction, $\boldsymbol{\rho}^{(2 R)}$ is non-stochastic and gives access to all expectation values involving two or less $\boldsymbol{\rho}^{(c)}$ 's. It already encodes information relevant for the phase transition, like the behavior of density-density correlations or the subsystem parity variance. Therefore, we will concentrate on the dynamics of $\boldsymbol{\rho}^{(2 R)}$ in the following. Note that it also encodes the heating to an infinite temperature state (if applicable):

$$
\begin{equation*}
\operatorname{tr}\left[\mathcal{O}^{(j)} \boldsymbol{\rho}^{(2 R)}\right]=\overline{\langle\boldsymbol{\mathcal { O }}\rangle} \rightarrow\langle\boldsymbol{\mathcal { O }}\rangle_{\infty} \tag{4.79}
\end{equation*}
$$

## Box 21: Higher replicas

Formally, we can define a hierarchy of replica density matrices

$$
\begin{equation*}
\boldsymbol{\rho}^{(n R)}:=\underbrace{\overline{\boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)} \otimes \ldots}}_{\mathrm{n} \text { times }}, \tag{4.80}
\end{equation*}
$$
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consisting of equal copies of the conditional states. They act on the $n$ replica Hilbert space $\mathcal{H}^{(n R)}:=\bigotimes^{n} \mathcal{H}$. Operators only acting on a replica $\alpha$ are constructed as

$$
\begin{equation*}
\mathcal{O}^{(\alpha)}=\mathbb{1} \otimes \ldots \mathbb{1} \otimes \underbrace{\mathcal{O}}_{\text {position } \alpha} \otimes \mathbb{1} \ldots \otimes \mathbb{1} . \tag{4.81}
\end{equation*}
$$

As already discussed, observables in the long time limit $(t \rightarrow \infty)$ linear in $\boldsymbol{\rho}^{(c)}$ will be determined by the infinite temperature state. This heating is reflected in all replica density matrices:

$$
\begin{equation*}
\operatorname{tr}\left[\mathcal{O}^{(j)} \boldsymbol{\rho}^{(n R)}\right]=\overline{\langle\boldsymbol{\mathcal { O }}\rangle} \rightarrow\langle\boldsymbol{\mathcal { O }}\rangle_{\infty} \tag{4.82}
\end{equation*}
$$

This replica approach lends itself to the following strategy: (i) find the evolution equation $\partial_{t} \boldsymbol{\rho}^{(2 R)}$ (or $\partial_{t} \boldsymbol{\rho}^{(n R)}$ ); (ii) formulate this theory in terms of a field theory (amenable to a renormalization treatment) and (iii) extract the long wavelength behavior.

### 4.7.4 Executive Summary - Replica Approach in the bosonic Theory

In the following sections, we derive the evolution equation $\partial_{t} \boldsymbol{\rho}^{(2 R)}$ and its corresponding field theoretic formulation for the bosonic theory. Since there are multiple steps involved, we briefly summarize the main points in the following as a guideline.

The separation of measurement and bath operators into $\boldsymbol{L}_{x}^{(\text {lin })}$ and $\boldsymbol{L}_{x}^{(\text {nlin })}$ gives rise to an ordering principle: Firstly, we evaluate the influence of the linear measurement operators onto the dynamics. Secondly, we check under which conditions the non-linear parts are relevant.

Linear case: In case of linear measurement operators, the dynamics separates into two (independent) components ('relative' and 'absolute') and $\boldsymbol{\rho}^{(2 R)}$ can be written as a product state $\boldsymbol{\rho}^{(2 R)}=\boldsymbol{\rho}^{(a)} \otimes \boldsymbol{\rho}^{(r)}$. The 'absolute/relative' basis is defined as:

$$
\begin{equation*}
\phi_{x}^{(a)}:=\frac{\phi_{x}^{(1)}+\phi_{x}^{(2)}}{\sqrt{2}}, \quad \quad \phi_{x}^{(r)}:=\frac{\phi_{x}^{(1)}-\phi_{x}^{(2)}}{\sqrt{2}} \tag{4.83}
\end{equation*}
$$

where $\boldsymbol{\rho}^{(a)}$ is heating up (similarly to the Lindblad scenario), but $\boldsymbol{\rho}^{(r)}$ encodes non-trivial information in its stationary state. To make this transparent, consider $C_{i j}$ and $P_{|A|}$, which only depend on $\boldsymbol{n}_{i}^{(1)}-\boldsymbol{n}_{i}^{(2)}$. This operator combination translates into an operator ${ }^{26}$ that only acts on $\boldsymbol{\rho}^{(r)}$ :

$$
\begin{equation*}
\boldsymbol{n}_{i}^{(1)}-\boldsymbol{n}_{i}^{(2)} \xrightarrow{\sim}-\frac{1}{\pi} \partial_{x}\left(\boldsymbol{\phi}_{x}^{(1)}-\boldsymbol{\phi}_{x}^{(2)}\right)=-\frac{\sqrt{2}}{\pi} \partial_{x} \boldsymbol{\phi}_{x}^{(r)} . \tag{4.84}
\end{equation*}
$$

[^46]Analogy to system-bath coupling: The role of the absolute and relative mode can also be interpreted in terms of a system $(r)$ and a bath $(a)$. Once we include the non-linear terms, the system dynamics gets affected by the bath, though the bath is still heating up. Going along the analogy of a system-bath coupling, we derive the effective dynamics of $\boldsymbol{\rho}^{(r)}$ by tracing out the absolute mode. We obtain a path integral description (translating operators into fields), which gives access to:

$$
\begin{equation*}
\operatorname{tr}\left[\mathcal{O}^{(r)} \overline{\boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}}\right] \approx \int \mathcal{D}\left[\phi_{c}^{(r)}, \phi_{q}^{(r)}\right] \mathcal{O}^{(r)} e^{i \int_{X} \frac{1}{2} \Phi_{X}^{T} G_{0}^{-1} \Phi_{X}+i \Delta S_{r}} \tag{4.85}
\end{equation*}
$$

with ${ }^{27} \Phi_{X}^{T}=\left(\phi_{c, X}^{(r)}, \phi_{q, X}^{(r)}\right)$. In case of only linear measurement operators, the inverse propagator $G_{0}^{-1}$ of the relative mode reads (using the rescaling $t \rightarrow \nu t$ ):

$$
G_{0}^{-1}=-\frac{1}{\pi}\left(\begin{array}{cc}
i \frac{1}{\pi} 2 \frac{\gamma_{M}}{\nu} \partial_{x}^{2} & \partial_{t}^{2}-\partial_{x}^{2}  \tag{4.86}\\
\partial_{t}^{2}-\partial_{x}^{2} & i \frac{1}{\pi} 2 \frac{\left(\gamma_{M}+\gamma_{B}\right)}{\nu} \partial_{x}^{2}
\end{array}\right)
$$

It describes a scale invariant theory and is directly related to correlations like $\left\langle\boldsymbol{\phi}_{x}^{(r)} \boldsymbol{\phi}_{y}^{(r)}\right\rangle$, which encode the features of phase $(C)$.

Including non-linearities: The non-linear measurement operators induce couplings between the relative and absolute mode. These couplings result in sine-Gordon like interaction terms (once the absolute mode is integrated out):

$$
\begin{align*}
& \Delta S_{r}=\int d^{2} X\left[i \lambda_{c} \cos \left(4 \phi_{c, X}\right)+i \lambda_{q} \cos \left(4 \phi_{q, X}\right)\right.  \tag{4.87}\\
& \left.+i \lambda_{c q}^{(c)} \cos \left(2 \phi_{c, X}\right) \cos \left(2 \phi_{q, X}\right)+\lambda_{c q}^{(s)} \sin \left(2 \phi_{c, X}\right) \sin \left(2 \phi_{q, X}\right)\right]
\end{align*}
$$

These contributions are formulated in the Keldysh basis, incorporating two classes of terms: (i) $\lambda_{c}, \lambda_{q}$ (depending only on $\phi_{c}$ or $\phi_{q}$ ) and (ii) $\lambda_{c q}$ 's, describing a coupling between the classical and quantum components. To identify the dominant physics at long distances, we analyze the relevance of the interaction terms at large distances based on a momentum shell RG. We identify three different scenarios:

1. All interaction terms are irrelevant at large scales.
2. Only $\lambda_{q}$ becomes relevant, reminiscent of an effective temperature scale.
3. $\lambda_{c q}$ 's become most relevant.

Though we do not have direct access to the interacting cases, we can qualitatively interpret the relevant interactions as inducing mass scales [205] at the level of the Green's function (the mass terms $m_{M_{r}}, m_{M_{i}}$ and $m_{D}$ are real-valued):

$$
\begin{array}{ll}
(C): & G^{-1}=G_{0}^{-1} \\
\left(C_{D}\right): & G^{-1}=G_{0}^{-1}+i m_{D}\left(\mathbb{1}-\sigma_{z}\right), \\
(M): & G^{-1}=G_{0}^{-1}+m_{M_{r}} \sigma_{x}+i m_{M_{i}} \mathbb{1} .
\end{array}
$$

[^47]Observable consequences: Indicators like $C_{y}$ and $P_{|A|}$ are determined by $G^{-1}$, based on the identification:

$$
\begin{align*}
C_{y} & \approx-\frac{1}{\pi^{2}}\left\langle\partial_{x} \phi_{x}^{(r)} \partial_{x} \phi_{x+y}^{(r)}\right\rangle  \tag{4.91}\\
P_{|A|} & \approx\left\langle e^{i \sqrt{2}\left(\phi_{0}^{(r)}-\phi_{|A|}^{(r)}\right)}\right\rangle \approx e^{-\left\langle\left(\phi_{0}^{(r)}-\phi_{|A|}^{(r)}\right)^{2}\right\rangle} \tag{4.92}
\end{align*}
$$

Therefore, $C_{y}$ and $P_{|A|}$ are sensitive to the presence or absence of the induced mass terms. The corresponding $\phi$-correlations and the different scalings of the observables are summarized in Tab. 4.2.

|  | $\left\langle\phi_{0}^{(r)} \phi_{y}^{(r)}\right\rangle$ | $C_{y}$ | $P_{\|A\|}$ |
| ---: | :--- | :--- | :--- |
| case $(C),\left(C_{D}\right)$ | $\sim \log (\|y\|)$ | $\sim\|y\|^{-2}$ | $\sim\|A\|^{-K}$ |
| $\operatorname{case}(M)$ | $\sim \exp (-\|y\| / \xi)$ | $\sim \exp (-\|y\| / \xi)$ | const. |

Table 4.2: Correlations in the different regimes identified in the $R G$ analysis of the bosonic replica model, based on the correlation length $\xi$ and a propagatordependent exponent $K$.

### 4.7.5 Dynamics of Replicas - Part 1: Replica Master Equation

In the last sections, we have seen that connected correlation functions (of linear operators) can be found exactly as long as we are dealing with linear measurement operators. The aforementioned approach does not require the introduction of replicas. Nevertheless, within the replica approach, we recover the same results and it allows us to include non-linear measurement operators $\left(\cos \left(2 \phi_{x}\right)\right)$ in the picture.

The strategy is the following:

1. Derive the dynamical equation for the replica density matrices (replica master equation), in particular for $\boldsymbol{\rho}^{(2 R)}=\overline{\boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}}$.
2. Identify suitable degrees of freedom (absolute and relative) in case of linear measurement operators.
3. Include non-linear terms and identify, if and when these terms become relevant at large distances (via a RG analysis). Relevant non-linearities indicate a strongly interacting theory and the generation of an effective mass scale.

To derive the replica master equation, we have to average over the measurement outcomes (the noise). For a discrete time step $\delta t$ this takes the form:
discrete:

$$
\boldsymbol{\rho}_{t+\delta t}^{(2 R)}=\overline{\boldsymbol{\rho}_{t+\delta t}^{(c)} \otimes \boldsymbol{\rho}_{t+\delta t}^{(c)}}
$$

Replacing $\boldsymbol{\rho}_{t+\delta t}^{(c)}$ with the expression in (4.54), we get the time evolution equation:

$$
\begin{align*}
& \boldsymbol{\rho}_{t+\delta t}^{(2 R)}=\boldsymbol{\rho}_{t}^{(2 R)}+i \delta t\left[\boldsymbol{\rho}_{t}^{(2 R)}, \boldsymbol{H}^{(1)}+\boldsymbol{H}^{(2)}\right]-\frac{1}{2}\left(\gamma_{M}+\gamma_{B}\right) \delta t \sum_{i}\left(\left[\boldsymbol{L}_{i}^{(1)},\left[\boldsymbol{L}_{i}^{(1)}, \boldsymbol{\rho}_{t}^{(2 R)}\right]\right]\right. \\
& \left.+\left[\boldsymbol{L}_{i}^{(2)},\left[\boldsymbol{L}_{i}^{(2)}, \boldsymbol{\rho}_{t}^{(2 R)}\right]\right]\right) \underbrace{+\gamma_{M} \delta t \overline{\sum_{i}\left\{\tilde{\boldsymbol{L}}_{i}^{(2)},\left\{\tilde{\boldsymbol{L}}_{i}^{(1)}, \boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}\right\}\right\}}} \tag{4.93}
\end{align*}
$$

with $\tilde{\boldsymbol{L}}^{(i)}:=\boldsymbol{L}^{(i)}-\left\langle\boldsymbol{L}^{(i)}\right\rangle$. Expectation values of operators that only act on a single replica are the same for all replicas: $\left\langle\boldsymbol{L}_{i}^{(1)}\right\rangle=\left\langle\boldsymbol{L}_{i}^{(2)}\right\rangle$ since the replicas are identical. The first and second term in (4.93) correspond to the Hamiltonian and Lindblad operators, acting individually on the replicas (in the enlarged Hilbert space). Since we use the same initial state for each conditional evolution, the initial replica state is a product state $\rho_{t=0}^{(2 R)}=\rho_{t=0} \otimes \rho_{t=0}$. It would remain a product state under the evolution of the first two contributions. Only the last term in (4.93) induces a coupling between the replicas and turns $\boldsymbol{\rho}_{t}^{(2 R)}$ eventually into a non-product state. Besides cross coupling terms between replicas, the last contribution also includes non-linear contributions in the form of expectation values. Their presence requires even higher order replicas to describe the evolution. Formally, the dynamics of $\boldsymbol{\rho}^{(2 R)}$ is coupled to $\boldsymbol{\rho}^{(3 R)}$ and $\boldsymbol{\rho}^{(4 R)}$ (replicas are coupled hierarchically). To disentangle the last expression, we separate it into three parts:

$$
\begin{align*}
& \overline{\mathcal{L}_{C}\left[\boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}\right]}:=\overline{\sum_{i}\left\{\tilde{\boldsymbol{L}}_{i}^{(2)},\left\{\tilde{\boldsymbol{L}}_{i}^{(1)}, \boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}\right\}\right\}}= \\
& \sum_{i}\left\{\boldsymbol{L}_{i}^{(1)},\left\{\boldsymbol{L}_{i}^{(2)}, \boldsymbol{\rho}^{(2 R)}\right\}\right\}-\overline{\left\langle\boldsymbol{L}_{i}\right\rangle\left\{\boldsymbol{L}_{i}^{(1)}+\boldsymbol{L}_{i}^{(2)}, \boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}\right\}}+\overline{4\left\langle\boldsymbol{L}_{i}\right\rangle^{2} \boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}} . \tag{4.94}
\end{align*}
$$

The first term describes the cross coupling and the last two terms contain expectation values. Therefore, the last two terms also involve higher-order replicas (since every expectation value requires another copy of the state):

$$
\begin{align*}
& \overline{\mathcal{L}_{C}\left[\boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}\right]}=\overline{\mathcal{L}_{C}}\left[\boldsymbol{\rho}_{t}^{(2 R)}, \boldsymbol{\rho}_{t}^{(3 R)}, \boldsymbol{\rho}_{t}^{(4 R)}\right]=\sum_{i}\left\{\boldsymbol{L}_{i}^{(1)},\left\{\boldsymbol{L}_{i}^{(2)}, \boldsymbol{\rho}_{t}^{(2 R)}\right\}\right\} \\
& -2 \sum_{i} \operatorname{tr}_{3}\left[\left\{\left(\boldsymbol{L}_{i}^{(1)}+\boldsymbol{L}_{i}^{(2)}\right) \boldsymbol{L}_{i}^{(3)}, \boldsymbol{\rho}_{t}^{(3 R)}\right\}\right]+4 \sum_{i} \operatorname{tr}_{3,4}\left[\boldsymbol{L}_{i}^{(3)} \boldsymbol{L}_{i}^{(4)} \boldsymbol{\rho}_{t}^{(4 R)}\right], \tag{4.95}
\end{align*}
$$

where $\operatorname{tr}_{n}[\ldots]$ denotes the partial trace over the $n$th replica. This gives rise to an infinite hierarchy of coupled master equations, which will not be exactly solvable (except for certain limiting cases, see info box).

## Box 22: Exact replica solution

A similar construction can be used to find $d \rho^{(n R)}$ for any higher-order replica, resulting in (4.99). In the limiting case of $\boldsymbol{H}=0$ and measure-
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ment and bath operators being equal $\left(\boldsymbol{L}_{i}=\boldsymbol{n}_{i}\right)$, we can exactly solve the stationary limit of the $n$-replica master equations. The master equations consist of (4.99) and the analogues terms from (4.93). Consider an arbitrary initial state:

$$
\begin{equation*}
\boldsymbol{\rho}_{0}=\sum_{\alpha, \alpha^{\prime}} \rho_{\alpha \alpha^{\prime}}\left|\{n\}_{\alpha}\right\rangle\left\langle\{n\}_{\alpha^{\prime}}\right| . \tag{4.96}
\end{equation*}
$$

Dephasing will suppress the off-diagonal elements of $\rho_{\alpha \alpha^{\prime}}$. Measurements increase our knowledge about the local particle number and force the state into a pure product state

$$
\begin{equation*}
\boldsymbol{\rho}_{t \rightarrow \infty}^{(c)}=\left|\{n\}_{\alpha}\right\rangle\left\langle\{n\}_{\alpha}\right| \quad \text { with prob. } p_{\alpha}=\rho_{\alpha \alpha} \tag{4.97}
\end{equation*}
$$

The exact solution for all replica density matrices is given by

$$
\begin{equation*}
\boldsymbol{\rho}_{t \rightarrow \infty}^{(n R)}=\sum_{\alpha} p_{\alpha} \bigotimes_{i=1}^{n}\left|\{n\}_{\alpha}\right\rangle\left\langle\{n\}_{\alpha}\right| . \tag{4.98}
\end{equation*}
$$

It commutes with all $\boldsymbol{L}_{i}$ 's and results in $\mathcal{L}_{C}=0$, giving rise to a stationary state. The normalized stationary replica solutions, (4.98), reflect the reduction onto the diagonal with the weights given by the initial state. The coupling term for replica $n$ reads:

$$
\begin{align*}
& \mathcal{L}_{C}\left[\boldsymbol{\rho}_{t}^{(n R)}, \boldsymbol{\rho}_{t}^{((n+1) R)}, \boldsymbol{\rho}_{t}^{((n+2) R)}\right]=\frac{1}{2} \sum_{i=1}^{L} \sum_{\alpha, \beta=1, \alpha \neq \beta}^{n}\left[\left\{\boldsymbol{L}_{i}^{(\alpha)},\left\{\boldsymbol{L}_{i}^{(\beta)}, \boldsymbol{\rho}_{t}^{(n R)}\right\}\right.\right. \\
& -2 \operatorname{tr}_{n+1}\left[\left\{\left(\boldsymbol{L}_{i}^{(\alpha)}+\boldsymbol{L}_{i}^{(\beta)}\right) \boldsymbol{L}_{i}^{(n+1)}, \boldsymbol{\rho}_{t}^{((n+1) R)}\right\}\right] \\
& \left.+4 \operatorname{tr}_{n+1, n+2}\left[\boldsymbol{L}_{i}^{(n+1)} \boldsymbol{L}_{i}^{(n+2)}\right] \boldsymbol{\rho}_{t}^{((n+2) R)}\right] . \tag{4.99}
\end{align*}
$$

Decoupling the hierarchy: In the following, we seek for an approximation, which decouples the different orders of replicas. At the level of $\boldsymbol{\rho}^{(2 R)}$, one approach is to decouple the fluctuating expectation values from the replica density matrix:

$$
\begin{align*}
\overline{\left\langle\boldsymbol{L}_{i}\right\rangle \boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}} & \approx \overline{\left\langle\boldsymbol{L}_{i}\right\rangle} \cdot \boldsymbol{\rho}^{(2 R)}=\left\langle\left\langle\boldsymbol{L}_{i}^{(1)}\right\rangle\right\rangle \cdot \boldsymbol{\rho}^{(2 R)}, \\
\overline{\left\langle\boldsymbol{L}_{i}\right\rangle^{2} \boldsymbol{\rho}^{(c)} \otimes \boldsymbol{\rho}^{(c)}} & \approx \overline{\left\langle\boldsymbol{L}_{i}\right\rangle^{2}} \cdot \boldsymbol{\rho}^{(2 R)}=\left\langle\left\langle\boldsymbol{L}_{i}^{(1)} \boldsymbol{L}_{i}^{(2)}\right\rangle\right\rangle \cdot \boldsymbol{\rho}^{(2 R)}, \tag{4.100}
\end{align*}
$$

with $\langle\langle\boldsymbol{\mathcal { O }}\rangle\rangle:=\operatorname{tr}\left[\mathcal{O} \boldsymbol{\rho}^{(2 R)}\right]$. To justify this approximation in the bosonic formulation, we first consider $\gamma_{B}=0$ and linear measurement operators. It was shown in Ref. [19] that the exact connected correlation functions, found from the approach outlined in Sec. 4.7.2, are the exact same using this decoupling approximation. Therefore, this approximation might be referred to as 'exact' in this context. Adding (linear) bath operators $\left(\gamma_{B} \neq 0\right)$, the same correlation functions can still be inferred exactly, as we have seen in Sec. 4.7.2. The same scaling is obtained from the approximate dynamics (see Sec. 4.8 and also

Ref. [193]).
Normalization: Since all other contributions in Eq. (4.93) are norm preserving, we approximate $\mathcal{L}_{C}$ using (4.94) and the requirement of norm-preservation:

$$
\begin{align*}
& \overline{\mathcal{L}_{C}} \approx \sum_{i}\left(-4 \tilde{C}_{i} \boldsymbol{\rho}^{(2 R)}+\left\{\boldsymbol{L}_{i}^{(2)}-\left\langle\left\langle\boldsymbol{L}_{i}^{(2)}\right\rangle\right\rangle,\left\{\boldsymbol{L}_{i}^{(1)}-\left\langle\left\langle\boldsymbol{L}_{i}^{(1)}\right\rangle\right\rangle, \boldsymbol{\rho}^{(2 R)}\right\}\right\}\right),  \tag{4.101}\\
& \tilde{C}_{i}:=\left\langle\left\langle\boldsymbol{L}_{i}^{(1)} \boldsymbol{L}_{i}^{(2)}\right\rangle\right\rangle-\left\langle\left\langle\boldsymbol{L}_{i}^{(1)}\right\rangle\right\rangle\left\langle\left\langle\boldsymbol{L}_{i}^{(2)}\right\rangle\right\rangle .
\end{align*}
$$

Using this norm-preserving approximation, we can write down a closed evolution equation for $\boldsymbol{\rho}^{(2 R)}$. To this end, we introduce the Lindblad superoperators:

$$
\begin{equation*}
\mathcal{L}_{\mathcal{O}}[\boldsymbol{\rho}]:=-\frac{1}{2}[\mathcal{O},[\mathcal{O}, \boldsymbol{\rho}]] \tag{4.102}
\end{equation*}
$$

and we regroup terms according to $\tilde{\boldsymbol{L}}_{i}^{(1)} \pm \tilde{\boldsymbol{L}}_{i}^{(2)}$. This regrouping reveals the absolute/relative structure, where we define $\left.\tilde{\boldsymbol{L}}_{i}^{(\alpha)}:=\boldsymbol{L}_{i}^{(\alpha)}-\left\langle\left\langle\boldsymbol{L}_{i}^{(\alpha)}\right\rangle\right\rangle\right)$. The full evolution equation reads:

$$
\begin{align*}
& \boldsymbol{\rho}_{t+\delta t}^{(2 R)}=+i \delta t\left[\boldsymbol{\rho}_{t}^{(2 R)}, \boldsymbol{H}^{(1)}+\boldsymbol{H}^{(2)}\right] \\
& +\frac{1}{2} \gamma_{B} \delta t \sum_{i} \underbrace{\left(\mathcal{L}_{\left.\tilde{\boldsymbol{L}}_{i}^{(1)}+\tilde{\boldsymbol{L}}_{i}^{(2)}\left[\boldsymbol{\rho}_{t}^{(2 R)}\right]+\mathcal{L}_{\tilde{\boldsymbol{L}}_{i}^{(1)}-\tilde{\boldsymbol{L}}_{i}^{(2)}}\left[\boldsymbol{\rho}_{t}^{(2 R)}\right]\right)}\right.}_{\text {heating Lindblad terms }} \\
& +\delta t \gamma_{M} \sum_{i} \underbrace{\left(\tilde{\boldsymbol{L}}_{i}^{(1)}+\tilde{\boldsymbol{L}}_{i}^{(2)}\right) \boldsymbol{\rho}_{t}^{(2 R)}\left(\tilde{\boldsymbol{L}}_{i}^{(1)}+\tilde{\boldsymbol{L}}_{i}^{(2)}\right)}_{\text {(heating) contour coupling }}  \tag{4.103}\\
& -\delta t \gamma_{M}\{\underbrace{\frac{1}{2} \sum_{i}\left(\tilde{\boldsymbol{L}}_{i}^{(1)}-\tilde{\boldsymbol{L}}_{i}^{(2)}\right)^{2}}_{\text {non-Hermitian Hamiltonian }}, \boldsymbol{\rho}_{t}^{(2 R)}\}-4 \gamma_{M} \delta t \sum_{i} \tilde{C}_{i} \boldsymbol{\rho}_{t}^{(2 R)} .
\end{align*}
$$

Eq. (4.103) is the closed, non-linear evolution equation for $\rho_{t}^{(2 R)}$, which we will analyze in the following subsections.

Stationary limit: If we are only interested in the stationary limit of the evolution, we can approximate the remaining expectation values $\left\langle\left\langle\boldsymbol{L}_{i}^{(\alpha)}\right\rangle\right\rangle$ by their stationary ones. The stationary values are only numbers, which will allow us to convert the operator-based master equation (4.103) into a path integral formulation. To evaluate $\left\langle\left\langle\mathcal{O}^{(\alpha)}\right\rangle\right\rangle$ for $t \rightarrow \infty$, we note that $\overline{\boldsymbol{\rho}^{(c)}}$ heats up to the infinite temperature state. Therefore, linear expectation values $\left\langle\left\langle\mathcal{O}^{(\alpha)}\right\rangle\right\rangle=\overline{\langle\boldsymbol{\mathcal { O }}\rangle}$ can be evaluated with respect to $\overline{\boldsymbol{\rho}^{(c)}} \sim \mathbb{1}$. For our bosonic model this amounts to:

$$
\begin{equation*}
\left\langle\left\langle\partial_{x} \phi_{x}^{(\alpha)}\right\rangle\right\rangle=\overline{\operatorname{tr}\left(\partial_{x} \phi_{x} \boldsymbol{\rho}_{t}^{(c)}\right)} \xrightarrow{t \rightarrow \infty} 0, \quad\left\langle\left\langle\cos \left(2 \phi_{x}^{(\alpha)}\right)\right\rangle\right\rangle \xrightarrow{t \rightarrow \infty} 0 . \tag{4.104}
\end{equation*}
$$

### 4.7.6 Symmetries in the Replica Formulation

So far, we have discussed a general construction of a replica master equation in case of measurements and a coupling to a bath. The qualitative properties at long times and at large scales are determined by the symmetries in the system.

In this replica setup, we have two symmetry contributions: (i) symmetries of the conditional evolution equation (here: each operator preserves the particle number - $U(1)$ symmetry) and (ii) additional replica exchange symmetries (see, e.g., Refs. [20, 159]). To identify possible symmetry breaking phase transitions, both contributions are important. In the following, we discuss some of the replica exchange symmetries and identify the presence of a bath with an explicitly broken replica symmetry (compare also to Refs. [20, 160, 173]).

Operator perspective: We start with the 'replica' symmetries at the operator level (4.103) and afterwards consider their incarnation at the path integral level:

1. $\gamma_{B} \neq \mathbf{0}$ : We can exchange the replica labels $(1) \leftrightarrow(2)$ for all operators in (4.103) (we refer to this as the 'global' replica exchange symmetry).
2. $\gamma_{M}=\mathbf{0}$ : We can additionally exchange replica labels $(1) \leftrightarrow(2)$ for operators acting only from the left (or right) onto $\boldsymbol{\rho}^{(2 R)}$. This additional symmetry is broken by the term $\left(\tilde{\boldsymbol{L}}^{(1)}-\tilde{\boldsymbol{L}}^{(2)}\right) \boldsymbol{\rho}^{(2 R)}\left(\tilde{\boldsymbol{L}}^{(1)}-\tilde{\boldsymbol{L}}^{(2)}\right)$ in (4.103), stemming from the Lindblad superoperator. This term is absent in the absence of a bath.

State perspective: Another angle to look at these (replica) symmetries is to study the properties of the state $\boldsymbol{\rho}^{(2 R)}$ itself for $\gamma_{B}=0$ and $\gamma_{B} \neq 0$. In the absence of a bath and starting from a pure state, $\boldsymbol{\rho}^{(2 R)}$ is given by
$\left.\gamma_{B}=0: \quad \boldsymbol{\rho}_{t}^{(2 R)}=\overline{\left|\psi_{t}^{(c)}\right\rangle\left\langle\psi_{t}^{(c)}\right| \otimes\left|\psi_{t}^{(c)}\right\rangle\left\langle\psi_{t}^{(c)}\right|}=\mathcal{N}^{-1} \sum_{\alpha} \sqrt{\left|\psi_{t}^{(\alpha)}\right\rangle\left\langle\psi_{t}^{(\alpha)}\right| \otimes\left|\psi_{t}^{(\alpha)}\right\rangle}\right\rangle \psi_{t}^{(\alpha)} \mid$,
where $\alpha$ runs over all $\mathcal{N}$ noise realizations (different measurement outcomes). The 'contraction' lines indicate, which objects we can exchange: (i) the replicas in total or (ii) only the bras (or kets respectively). However, in the presence of a bath $\left(\gamma_{B} \neq 0\right)$, even an initially pure state will become (partially) mixed. Therefore, we have

$$
\begin{equation*}
\gamma_{B} \neq 0: \quad \boldsymbol{\rho}_{t}^{(2 R)}=\overline{\boldsymbol{\rho}_{t}^{(c)} \otimes \boldsymbol{\rho}_{t}^{(c)}}=\mathcal{N}^{-1} \sum_{\alpha} \overline{\rho_{t}^{(\alpha)} \otimes \rho_{t}^{(\alpha)}} \tag{4.105}
\end{equation*}
$$

where only the 'global' exchange symmetry is still intact.
Field theory perspective: The translation into the language of a Keldysh path integral ${ }^{28}$ goes as follows: operators $\boldsymbol{\phi}, \boldsymbol{\theta}$ acting from left or right onto the replica $j$ are translated into fields $\phi_{+}^{(j)}, \theta_{+}^{(j)}$ (left) and $\phi_{-}^{(j)}, \theta_{-}^{(j)}$ (right) respectively (the subscript $\pm$ is also referred to as contours) [4, 19, 69]. The weight of different field configurations is dictated by an action $S$. In the presence of measurements and dephasing, the action is invariant under exchanging replica labels on both contours simultaneously. In the absence of a dephasing bath, also labels on a single contour can be exchanged, providing an additional symmetry:

$$
\begin{array}{ll}
\gamma_{B} \neq 0: & \phi_{+}^{(1)}, \theta_{+}^{(1)} \leftrightarrow \phi_{+}^{(2)}, \theta_{+}^{(2)} \text { and } \phi_{-}^{(1)}, \theta_{-}^{(1)} \leftrightarrow \phi_{-}^{(2)}, \theta_{-}^{(2)},  \tag{4.106}\\
\gamma_{B}=0: & \phi_{+}^{(1)}, \theta_{+}^{(1)} \leftrightarrow \phi_{+}^{(2)}, \theta_{+}^{(2)} \text { or } \phi_{-}^{(1)}, \theta_{-}^{(1)} \leftrightarrow \phi_{-}^{(2)}, \theta_{-}^{(2)} .
\end{array}
$$

[^48]It is this explicitly broken symmetry, at the level of the generator of the dynamics, as well as the state, which opens the possibility of new phases (induced by the competition of a bath, measurements, and a Hamiltonian). In the following, we construct the corresponding field theory and identify the role of the presence or absence of this additional symmetry for physics at large distances.

### 4.7.7 Dynamics of Replicas - Part 2: Linear Measurement Operators

We derive the individual master equations for the 'absolute' and 'relative' mode. From there, we construct the Keldysh path integral description in the stationary limit.

## Absolute and relative Mode

Looking back at (4.103), we observe a prominent structure: the measurement and bath operators only appear in the combination $\tilde{\boldsymbol{L}}^{(1)} \pm \tilde{\boldsymbol{L}}^{(2)}$. In case of linear measurement (and bath) operators, $\boldsymbol{L}_{x} \sim \partial_{x} \boldsymbol{\phi}_{x}$, we can make use of this structure by going into the 'relative' and 'absolute' basis [19]

$$
\begin{aligned}
\phi_{x}^{(a)} & :=\frac{\boldsymbol{\phi}_{x}^{(1)}+\boldsymbol{\phi}_{x}^{(2)}}{\sqrt{2}}, & \phi_{x}^{(r)}:=\frac{\boldsymbol{\phi}_{x}^{(1)}-\boldsymbol{\phi}_{x}^{(2)}}{\sqrt{2}} \\
\boldsymbol{\theta}_{x}^{(a)} & :=\frac{\boldsymbol{\theta}_{x}^{(1)}+\boldsymbol{\theta}_{x}^{(2)}}{\sqrt{2}}, & \boldsymbol{\theta}_{x}^{(r)}:=\frac{\boldsymbol{\theta}_{x}^{(1)}-\boldsymbol{\theta}_{x}^{(2)}}{\sqrt{2}}
\end{aligned}
$$

If we assume that the initial state is a product state in this new basis: $\boldsymbol{\rho}^{(2 R)}=$ $\boldsymbol{\rho}^{(a)} \otimes \boldsymbol{\rho}^{(r)}$, the time evolved state stays in a product state. However, $\boldsymbol{\rho}^{(a)}$ and $\boldsymbol{\rho}^{(r)}$ behave very differently. The difference is already manifest at the level of $\left\langle\left\langle\boldsymbol{\phi}_{x}^{(a, r)}\right\rangle\right\rangle$ : due to $\left\langle\left\langle\boldsymbol{\phi}_{x}^{(1)}\right\rangle\right\rangle=\left\langle\left\langle\boldsymbol{\phi}_{x}^{(2)}\right\rangle\right\rangle$, we have

$$
\begin{equation*}
\left\langle\left\langle\phi_{x}^{(a)}\right\rangle\right\rangle=\sqrt{2}\left\langle\left\langle\phi_{x}^{(1)}\right\rangle\right\rangle, \quad\left\langle\left\langle\phi_{x}^{(r)}\right\rangle\right\rangle=0 . \tag{4.107}
\end{equation*}
$$

Since $\left\langle\left\langle\phi_{x}^{(1)}\right\rangle\right\rangle$ displays heating dynamics, the relation above suggests that the absolute part will (and has to) heat up. The individual master equations read

$$
\begin{align*}
\partial_{t} \boldsymbol{\rho}^{(a)}= & -i\left[\boldsymbol{H}^{(a)}, \boldsymbol{\rho}^{(a)}\right]-\frac{\gamma_{B}}{2 \pi^{2}} \sum_{x}\left[\partial_{x} \boldsymbol{\phi}_{x}^{(a)},\left[\partial_{x} \boldsymbol{\phi}_{x}^{(a)}, \boldsymbol{\rho}^{(a)}\right]\right] \\
& +\frac{2 \gamma_{M}}{\pi^{2}} \sum_{x} \partial_{x}\left(\boldsymbol{\phi}_{x}^{(a)}-\left\langle\left\langle\boldsymbol{\phi}_{x}^{(a)}\right\rangle\right\rangle\right) \boldsymbol{\rho}^{(a)} \partial_{x}\left(\boldsymbol{\phi}_{x}^{(a)}-\left\langle\left\langle\boldsymbol{\phi}_{x}^{(a)}\right\rangle\right\rangle\right)  \tag{4.108}\\
& -\frac{2 \gamma_{M}}{\pi^{2}} \sum_{x}\left(\left\langle\left\langle\left(\partial_{x} \phi_{x}^{(a)}\right)^{2}\right\rangle\right\rangle-\left\langle\left\langle\partial_{x} \phi_{x}^{(a)}\right\rangle\right\rangle^{2}\right) \rho^{(a)},
\end{align*}
$$

$$
\begin{align*}
\partial_{t} \boldsymbol{\rho}^{(r)}= & -i\left[\boldsymbol{H}^{(r)}, \boldsymbol{\rho}^{(r)}\right]-\frac{\gamma_{B}}{2 \pi^{2}} \sum_{x}\left[\partial_{x} \boldsymbol{\phi}_{x}^{(r)},\left[\partial_{x} \boldsymbol{\phi}_{x}^{(r)}, \boldsymbol{\rho}^{(r)}\right]\right] \\
& -\frac{\gamma_{M}}{\pi^{2}} \sum_{x}\left\{\left(\partial_{x} \boldsymbol{\phi}_{x}^{(r)}\right)^{2}, \boldsymbol{\rho}^{(r)}\right\}+\frac{2 \gamma_{M}}{\pi^{2}}\left\langle\left\langle\left(\partial_{x} \boldsymbol{\phi}_{x}^{(r)}\right)^{2}\right\rangle\right\rangle \rho^{(r)}  \tag{4.109}\\
& =-i\left(\boldsymbol{H}_{\mathrm{eff}} \boldsymbol{\rho}^{(r)}-\boldsymbol{\rho}^{(r)} \boldsymbol{H}_{\mathrm{eff}}^{\dagger}\right)+(\text { normalization }) .
\end{align*}
$$

The gray-colored terms are needed to preserve the normalization, though there is no need for both density matrices to be normalized individually ${ }^{29}$. The Hamiltonians $\boldsymbol{H}^{(a, r)}$ are the same as in (4.44) but with the operators $\boldsymbol{\phi}^{(a, r)}, \boldsymbol{\theta}^{(a, r)}$.

In the following, we analyze the two individual evolutions:
Absolute part, $\gamma_{B}=\mathbf{0}$ : The absolute part $\boldsymbol{\rho}^{(a)}$ evolves into an infinite temperature like state [19] with an indefinitely growing number of excitations (at least linear in time) and correlations (assuming that $\boldsymbol{\rho}^{(a)}$ is Gaussian):

$$
\begin{align*}
\text { number of excitations: } & \left\langle\boldsymbol{b}_{\sigma, q}^{(a) \dagger} \boldsymbol{b}_{\sigma, q}^{(a)}\right\rangle(t \rightarrow \infty) \rightarrow \infty,  \tag{4.110}\\
\text { correlations: } & \left\langle\boldsymbol{\phi}_{q}^{(a)} \boldsymbol{\phi}_{-q}^{(a)}\right\rangle(t \rightarrow \infty) \rightarrow \infty, \tag{4.111}
\end{align*}
$$

see App. E. 3 for further details. This scenario is reminiscent of the heating of $\boldsymbol{\rho}_{S}$ in the presence of dephasing (without measurements).

Relative part, $\gamma_{B}=\mathbf{0}$ : The relative density matrix instead evolves under a non-Hermitian Hamiltonian $\boldsymbol{H}_{\text {eff }}$. Its normalized solution reads:

$$
\begin{align*}
& \boldsymbol{H}_{\mathrm{eff}}:=\boldsymbol{H}^{(r)}-i \frac{\gamma_{M}}{\pi^{2}} \sum_{x}\left(\partial_{x} \boldsymbol{\phi}_{x}^{(r)}\right)^{2} \\
& \boldsymbol{\rho}_{t}^{(r)}=\frac{e^{-i \boldsymbol{H}_{\mathrm{eff}} t} \boldsymbol{\rho}_{0}^{(r)} e^{i \boldsymbol{H}_{\mathrm{eff}}^{\dagger} t}}{\operatorname{tr}\left[e^{-i \boldsymbol{H}_{\mathrm{eff}} t} \boldsymbol{\rho}_{0}^{(r)} e^{i \boldsymbol{H}_{\mathrm{eff}}^{\dagger} t}\right]} \tag{4.112}
\end{align*}
$$

The imaginary part of $\boldsymbol{H}_{\text {eff }}$ is non-positive and the evolution 'cools' the state $\boldsymbol{\rho}_{t}^{(r)}$ into a (unique) pure dark state (see Ref. [19]):

$$
\begin{equation*}
\boldsymbol{\rho}_{t}^{(r)} \rightarrow\left|\psi_{D}\right\rangle\left\langle\psi_{D}\right| . \tag{4.113}
\end{equation*}
$$

In contrast to $\boldsymbol{\rho}^{(a)}$, the stationary state of $\boldsymbol{\rho}_{t}^{(r)}$ depends on the details of the model and contains information about possible phase transitions.

Role of dephasing: If there is a residual coupling to an environment, the same decoupling into absolute and relative degrees of freedom still works, though both modes are subject to additional Lindblad evolution. The qualitative heating of the absolute mode will not be affected, but $\boldsymbol{\rho}^{(r)}$ will approach a mixed state as well. Overall, the different cases are summarized in Tab. 4.3.

$$
\begin{array}{c|l|l} 
& \boldsymbol{\rho}^{(2 R)} \text { (fermionic) } & \boldsymbol{\rho}^{(2 R)} \text { (bosonic) } \\
\gamma_{B}=0 & \approx(\text { non-trivial) } & \approx \boldsymbol{\rho}^{(a)} \otimes\left|\psi_{D}\right\rangle\left\langle\psi_{D}\right| \\
\boldsymbol{H}=0 & =\sum_{j} p_{j} \bigotimes_{i=1}^{2}\left|\{n\}_{j}\right\rangle\left\langle\{n\}_{j}\right| & =\sum_{j} p_{j} \bigotimes_{i=1}^{2}\left|\left\{\phi_{x}\right\}_{j}\right\rangle\left\langle\left\{\phi_{x}\right\}_{j}\right| \\
\gamma_{M}=0 & \propto \mathbb{1} \otimes \mathbb{1} & \propto \mathbb{1} \otimes \mathbb{1}
\end{array}
$$

Table 4.3: Overview: Two-replica density matrix $\rho_{t \rightarrow \infty}^{(2 R)}$ for the different limiting cases and in the fermionic as well as bosonic description with $\phi_{x}\left|\left\{\phi_{x}\right\}_{j}\right\rangle=$ $\phi_{x}\left|\left\{\phi_{x}\right\}_{j}\right\rangle$.

[^49]Summary: The separation of the dynamics into (i) the heating dynamics of the absolute mode and (ii) the 'cooling' dynamics of the relative mode is a key feature for the following analysis. The presence of non-linear measurement operators will not qualitatively alter the heating dynamics of the absolute mode. Therefore, we can study the interacting dynamics of the relative mode by integrating out the absolute mode in the spirit of a weak coupling between a system and a bath.

## Box 23: About the normalization

If we leave out the overall normalization of $\boldsymbol{\rho}^{(2 R)}$, expectation values (e.g., for the absolute mode) have to be expressed as:

$$
\begin{equation*}
\frac{\operatorname{tr}\left[\boldsymbol{\mathcal { O }}^{(a)} \boldsymbol{\rho}^{(a)} \otimes \boldsymbol{\rho}^{(r)}\right]}{\operatorname{tr}\left[\boldsymbol{\rho}^{(a)} \otimes \boldsymbol{\rho}^{(r)}\right]}=\frac{\operatorname{tr}\left[\mathcal{O}^{(a)} \boldsymbol{\rho}^{(a)}\right]}{\operatorname{tr}\left[\boldsymbol{\rho}^{(a)}\right]} \tag{4.114}
\end{equation*}
$$

The dynamic evolution of such an expectation value reads

$$
\begin{equation*}
\partial_{t}\left\langle\left\langle\boldsymbol{\mathcal { O }}^{(a)}\right\rangle\right\rangle=\frac{\operatorname{tr}\left[\boldsymbol{\mathcal { O }} \partial_{t} \boldsymbol{\rho}^{(a)}\right]}{\operatorname{tr}\left[\boldsymbol{\rho}^{(a)}\right]}-\frac{\operatorname{tr}\left[\boldsymbol{\mathcal { O }} \boldsymbol{\rho}^{(a)}\right]}{\operatorname{tr}\left[\boldsymbol{\rho}^{(a)}\right]^{2}} \operatorname{tr}\left[\partial_{t} \boldsymbol{\rho}^{(a)}\right] . \tag{4.115}
\end{equation*}
$$

In terms of properly normalized expectation values, this takes the form

$$
\begin{aligned}
\partial_{t}\left\langle\left\langle\boldsymbol{\mathcal { O }}^{(a)}\right\rangle\right\rangle & =i\left\langle\left\langle\left[\boldsymbol{H}^{(a)}, \boldsymbol{\mathcal { O }}^{(a)}\right]\right\rangle\right\rangle-\frac{1}{2} \gamma_{B} \cdot \underbrace{\left\langle\left\langle\mathcal{L}\left[\boldsymbol{\mathcal { O }}^{(a)}\right]\right\rangle\right\rangle}_{\text {bath contribution }} \\
& +\gamma_{M} \int_{x^{\prime}}\left\langle\left\langle\partial_{x^{\prime}} \tilde{\boldsymbol{\phi}}_{x^{\prime}}^{(a)} \mathcal{O}^{(a)} \partial_{x^{\prime}} \tilde{\boldsymbol{\phi}}_{x^{\prime}}^{(a)}\right\rangle\right\rangle-\gamma_{M}\left\langle\left\langle\mathcal{O}^{(a)}\right\rangle\right\rangle \cdot \int_{x^{\prime}}\left\langle\left\langle\left(\partial_{x^{\prime}} \tilde{\boldsymbol{\phi}}_{x^{\prime}}^{(a)}\right)^{2}\right\rangle\right\rangle,
\end{aligned}
$$

with $\tilde{\phi}_{x}:=\phi_{x}-\left\langle\left\langle\phi_{x}\right\rangle\right\rangle$. In this scenario (including only linear measurement operators), the evolution of linear operators $\mathcal{O}^{(a)}$ are unaffected by the measurement-induced terms in the second line once $\boldsymbol{\rho}^{(a)}$ is Gaussian.

## Construction of the Field Theory - Quadratic Part of the Action

Our goal is to analyze the stability of the critical phase, where the interacting terms are irrelevant and the long distance theory is massless. At the replica level, we perform a RG analysis at the level of the path integral formulation. The construction of the path integral is based on the master equation Eq. (4.103) in the stationary limit, making use of stationary expectation values Eq. (4.104). In the following, we briefly sketch the construction of the Keldysh path integral and analyze the significance of the associated terms in the action.

The properties of, e.g., $C_{y}$ and $P_{|A|}$ are encoded in the correlators

$$
\begin{equation*}
\left\langle\boldsymbol{\phi}_{x}^{(r)} \boldsymbol{\phi}_{y}^{(r)}\right\rangle=\operatorname{tr}\left[\boldsymbol{\phi}_{x}^{(r)} \boldsymbol{\phi}_{y}^{(r)} \boldsymbol{\rho}_{t}^{(2 R)}\right] . \tag{4.116}
\end{equation*}
$$

The path integral can be understood as a generating function for these correlations. To construct it, we make use of the canonical conjugate variables and
their eigenstates:

$$
\begin{equation*}
[\underbrace{\boldsymbol{\Theta}_{x}}_{\partial_{x} \boldsymbol{\theta}_{x} / \pi}, \phi_{x^{\prime}}]=-i \delta\left(x-x^{\prime}\right), \quad\left\langle\phi_{x} \mid \Theta_{x}\right\rangle=e^{i \Theta_{x} \phi_{x}} \tag{4.117}
\end{equation*}
$$

The eigenstates of each of the two operators provide a basis and completeness relations $(=\mathbb{1})$, which allows us to write ${ }^{30}$

$$
\begin{equation*}
\left\langle\boldsymbol{\phi}_{x}^{(r)} \boldsymbol{\phi}_{y}^{(r)}\right\rangle=\operatorname{tr}\left[\mathbb{1}_{\Theta, t,+} \boldsymbol{\phi}_{x}^{(r)} \boldsymbol{\phi}_{y}^{(r)} \mathbb{1}_{\phi, t,+} \boldsymbol{\rho}_{t}^{(2 R)} \mathbb{1}_{\phi, t,-} \mathbb{1}_{\Theta, t,+}\right] \tag{4.118}
\end{equation*}
$$

The $\pm$ index indicates, whether the $\mathbb{1}$ operators have been inserted to the left $(+)$ or the right $(-)$ of the density matrix. Since we are dealing with Markovian dynamics, the state at time $t$ only depends on the state at time $t-\delta t$ : $\boldsymbol{\rho}_{t}^{(2 R)}=\mathcal{L}\left[\boldsymbol{\rho}_{t-\delta t}^{(2 R)}\right]$. Therefore, we can replace $\boldsymbol{\rho}_{t}^{(2 R)}$ in terms of $\boldsymbol{\rho}_{t-\delta t}^{(2 R)}$ in the above expression and insert another set of identities etc.. Iterating this procedure, we finally get (see App. B for a detailed derivation) the Keldysh path integral [4, 19, 69, 188]:

$$
\begin{align*}
& \left.\left\langle\phi_{x} \phi_{y}\right\rangle \approx \int \mathcal{D}\left[\Theta_{ \pm}^{(a, r)}, \phi_{ \pm}^{(a, r)}\right] \phi_{t,+, x} \phi_{t,+, y} e^{i S}\right|_{\text {boundary conditions }}  \tag{4.119}\\
& S=S_{a}^{(0)}+S_{r}^{(0)}+\Delta S_{r, a}
\end{align*}
$$

where the boundary conditions include, e.g., the initial conditions. The path integral consists of a 'sum' over all field configurations, weighted by the complex factor $e^{i S}$ (comparable to the partition sum in equilibrium statistical mechanics). Understanding how these weights, determined by the action $S$, behave on large scales will be the main focus in the next sections. To turn this construction into a generating function, we introduce 'source fields' $J_{\sigma, X}$ :

$$
\begin{equation*}
Z[J]=\int \mathcal{D}\left[\theta_{ \pm}^{(a, r)}, \phi_{ \pm}^{(a, r)}\right] e^{i S+i \int_{X} \sum_{\sigma= \pm}^{\sigma J_{\sigma, X} \phi_{\sigma, X}},} \tag{4.120}
\end{equation*}
$$

with $X=(t, x)$. Therefore, correlation functions are obtained as, e.g.,

$$
-\left.\frac{1}{Z[0]} \frac{\delta}{\delta J_{\sigma, X}} \frac{\delta}{\delta J_{\sigma, Y}} Z\left[J_{\sigma}\right]\right|_{J=0}=\left\langle\phi_{\sigma}(X) \phi_{\sigma}(Y)\right\rangle
$$

with $Z[0]=\operatorname{tr}\left[\boldsymbol{\rho}_{t}^{(2 R)}\right]$. The form of the action $S$ can be inferred from the master equation. As an example, we consider a generalized Lindblad superoperator of the form

$$
\begin{equation*}
\mathcal{L}\left[\boldsymbol{\rho}_{t}\right]=\int d x a L\left[\boldsymbol{\phi}_{x}\right] \boldsymbol{\rho}_{t} L\left[\boldsymbol{\phi}_{x}\right]+b\left\{L^{2}\left[\boldsymbol{\phi}_{x}\right], \boldsymbol{\rho}_{t}\right\} \tag{4.121}
\end{equation*}
$$

Here, $L[\cdot]$ are functions of the operators $\boldsymbol{\phi}_{x}$ and $a, b$ are real numbers. The corresponding action reads:

$$
\begin{equation*}
i S_{\mathcal{L}}=\int d t d x\left\{a L\left[\phi_{x, t}^{+}\right] L\left[\phi_{x, t}^{-}\right]+b\left(L^{2}\left[\phi_{x, t}^{+}\right]+L^{2}\left[\phi_{x, t}^{-}\right]\right)\right\} \tag{4.122}
\end{equation*}
$$

The first two contributions in the action $S$ in (4.119) describe the individual quadratic parts for absolute and relative mode. These stem from the quadratic

[^50]Hamiltonian and the linear measurement operators (as in (4.122)). The remaining part, $\Delta S_{r, a}$, incorporates all higher order interactions (from the non-linear measurement operators). In the following, we focus on the long time, stationary limit: we assume that the system is space translation invariant as well as time translation invariant. Therefore, we can work with a single set of frequencies $(\omega)$ and a single set of momenta ( $k$ ) (instead of two in the more general case). Note that the construction of the path integral becomes tractable because the expectation values in the stationary limit are treated as numbers. In the bosonic case, they are even vanishing.

Relative mode: Information about correlations etc. are encoded in the relative dynamics, governed by (4.109) for $\boldsymbol{\rho}^{(r)}$. The master equation translates into

$$
\begin{align*}
S_{r}^{(0)}= & \int d t \int d x \sum_{\sigma= \pm}\left[\sigma\left(\Theta_{\sigma, X}^{(r)} \partial_{t} \phi_{\sigma, X}^{(r)}-\frac{\nu}{2 \pi}\left(\pi^{2} \Theta_{\sigma, X}^{(r)}\right)^{2}-\frac{\nu}{2 \pi}\left(\partial_{x} \phi_{\sigma, X}^{(r)}\right)^{2}\right)\right. \\
& \left.+i \frac{\left(\gamma_{M}+\frac{1}{2} \gamma_{B}\right)}{\pi^{2}}\left(\partial_{x} \phi_{\sigma, X}^{(r)}\right)^{2}-i \frac{\gamma_{B}}{\pi^{2}}\left(\partial_{x} \phi_{+, X}^{(r)}\right)\left(\partial_{x} \phi_{-, X}^{(r)}\right)\right] . \tag{4.123}
\end{align*}
$$

The correlations like $C_{y}$ only depend on $\phi^{(r)}$. Therefore, we construct an effective theory for $\phi^{(r)}$ alone by integrating out the field $\Theta^{(r)}$, based on:

$$
\int \mathcal{D}\left[\Theta^{(r)}\right] e^{i \int_{x, t} \sigma \Theta_{\sigma, X}^{(r)} \partial_{t} \phi_{\sigma, X}^{(r)}-\sigma \frac{\nu}{2 \pi}\left(\pi \Theta_{\sigma, X}^{(r)}\right)^{2}}=\mathcal{N} \times e^{+i \frac{\sigma}{2 \pi \nu} \int\left(\partial_{t} \phi_{\sigma, X}^{(r)}\right)^{2}}
$$

In the stationary limit, we work in Fourier space (of space and time) ${ }^{31}$, where the action reads $(Q=(k, \omega))$ :

$$
\begin{align*}
& S_{r}^{(0)}=\frac{1}{2} \int \frac{d^{2} Q}{(2 \pi)^{2}}\left(\vec{\Phi}_{-Q}^{(r)}\right)^{T} \underbrace{\left(\begin{array}{cc}
A_{+}^{(r)} & -i \gamma_{B} \frac{1}{\pi^{2}} k^{2} \\
-i \gamma_{B} \frac{1}{\pi^{2}} k^{2} & A_{-}^{(r)}
\end{array}\right)}_{G_{0, r, \text { contour }}^{-1}} \vec{\Phi}_{Q}^{(r)},  \tag{4.124}\\
& \left.\vec{\Phi}_{Q}^{(r)}:=\binom{\phi_{+, Q}^{(r)}}{\phi_{-, Q}^{(r)}}, \quad A_{\sigma}^{(r)}:=\sigma\left(\frac{1}{\nu \pi} \omega^{2}-\frac{\nu}{\pi} k^{2}\right)+\frac{i}{\pi^{2}}\left(2 \gamma_{M}+\gamma_{B}\right)\right) k^{2} .
\end{align*}
$$

As we have mentioned earlier, the presence of a bath is also indicated by an explicit symmetry breaking. At the level of the action in (4.124), this manifests as a finite coupling between the contours (off-diagonal terms). For $\gamma_{B}=0$, the unbroken replica exchange symmetry reads

$$
\phi_{+}^{(r)} \rightarrow-\phi_{+}^{(r)} \quad \text { or } \quad \phi_{-}^{(r)} \rightarrow-\phi_{-}^{(r)} .
$$

Absolute mode: Similarly, we obtain the quadratic part of the action for the

[^51]absolute mode (in Fourier space):
\[

$$
\begin{align*}
& S_{a}^{(0)}=\frac{1}{2} \int \frac{d^{2} Q}{(2 \pi)^{2}}\left(\vec{\Phi}_{-Q}^{(a)}\right)^{T} \underbrace{\left(\begin{array}{cc}
A_{+}^{(a)} \\
-i \frac{\left(\gamma_{B}+2 \gamma_{M}\right)}{\pi^{2}} k^{2} & -i \frac{\left(\gamma_{B}+2 \gamma_{M}\right)}{\pi^{2}} A_{-}^{(a)}
\end{array}\right)}_{G_{0, a, \text { contour }}^{-1}} \vec{\Phi}_{Q}^{(a)}  \tag{4.125}\\
& A_{\sigma}^{(a)}=\sigma\left(\frac{1}{\nu \pi} \omega^{2}-\frac{\nu}{\pi} k^{2}\right)+i \frac{\gamma_{B}}{\pi^{2}} k^{2} .
\end{align*}
$$
\]

The correlation functions $\left\langle\phi_{\sigma, X}^{(a)} \phi_{\sigma^{\prime}, Y}^{(a)}\right\rangle$ are determined by the Green's function $G_{0, a, \text { contour }}$. As we can see from the example in (4.129), the behavior of the correlations is determined by the poles of the Green's function, $\omega_{\text {Pol }}(k)$. One feature of the absolute mode are poles of $G_{0, a, \text { contour }}$ that lie on the real axis (similar to the 'standard' Lindblad scenario) [19]. They herald the absence of a stationary state with finite correlations.

Changing basis: Looking back at our initial example: $\left\langle\phi_{x} \phi_{y}\right\rangle$, we anticipate that there is more than one option to translate this expectation value into the field theoretic language (at least for the standard Keldysh scenario ${ }^{32}$ ). By cyclically shifting the operators $\boldsymbol{\phi}$ in (4.118) from acting both to the left of $\boldsymbol{\rho}$ to (i) one from the left and one from the right or (ii) both from the right, we get

$$
\begin{equation*}
\left\langle\phi_{x} \phi_{y}\right\rangle=\left\langle\phi_{+, x} \phi_{+, y}\right\rangle=\left\langle\phi_{-, x} \phi_{+, y}\right\rangle=\left\langle\phi_{-, x} \phi_{-, y}\right\rangle . \tag{4.126}
\end{equation*}
$$

Therefore, the contour description has some redundancies [4, 69]. An alternative basis, making use of this structure, is the Keldysh basis (c: classical, $q$ : quantum):

$$
\begin{equation*}
\phi_{c}^{(a, r)}=\frac{\phi_{+}^{(a, r)}+\phi_{-}^{(a, r)}}{\sqrt{2}}, \quad \quad \phi_{q}^{(a, r)}=\frac{\phi_{+}^{(a, r)}-\phi_{-}^{(a, r)}}{\sqrt{2}} \tag{4.127}
\end{equation*}
$$

For the replica master equation of the relative mode, the same action reads:

$$
S_{r}^{(0)}=\frac{1}{2} \int \frac{d^{2} Q}{(2 \pi)^{2}}\left(\vec{\Phi}_{-Q}^{(r)}\right)^{T} \underbrace{\left(\begin{array}{cc}
i \frac{1}{\pi^{2}} 2 \gamma_{M} k^{2} & \frac{1}{\pi \nu} \omega^{2}-\frac{\nu}{\pi} k^{2}  \tag{4.128}\\
\frac{1}{\pi \nu} \omega^{2}-\frac{\nu}{\pi} k^{2} & \frac{i}{\pi^{2}} 2\left(\gamma_{M}+\gamma_{B}\right) k^{2}
\end{array}\right)}_{=G_{0}^{-1}} \vec{\Phi}_{Q}^{(r)}
$$

In this description, the measurement couplings $\gamma_{M}$ appear symmetrically in the $c-c$ sector and $q-q$ sector. In contrast, the bath couples only to the quantum component. To reconcile this with our earlier symmetry consideration: (i) for $\gamma_{B}=0$ we can exchange $\phi_{q}^{(r)} \leftrightarrow \phi_{c}^{(r)}$, whereas for (ii) $\gamma_{B} \neq 0$ we only have the symmetry $\left\{\phi_{c}^{(r)}, \phi_{q}^{(r)}\right\} \leftrightarrow\left\{-\phi_{c}^{(r)},-\phi_{q}^{(r)}\right\}$.

Physical significance: We have seen before that the dephasing bath leads to a decay of the off-diagonal contributions in the density matrix. In the Keldysh formulation, dephasing only affects the $\phi_{q, Q} \phi_{q,-Q}$ components in the action. It results in the suppression of fluctuations away from $\phi_{q, Q}=0$ (since it qualitatively contributes a factor $\exp \left(-\gamma_{M} q^{2}\left|\phi_{q, Q}\right|^{2}\right)$ in the path integral).

[^52]
## Box 24: Accessing correlation functions

To turn the path integral, described by the quadratic action $S:=$ $\frac{1}{2} \int \frac{d^{2} Q}{(2 \pi)^{2}} \vec{\Phi}_{-Q}^{T} G^{-1} \vec{\Phi}_{Q}$, into a generating function we add source terms $J_{\sigma}$ to $i S$ according to [4]

$$
i \int \frac{d^{2} Q}{(2 \pi)^{2}} \sum_{\sigma= \pm} \sigma J_{\sigma,-Q} \phi_{\sigma, Q}=i \int d^{2} X \underbrace{\sum_{\sigma= \pm} \sigma J_{\sigma, X} \phi_{\sigma, X}}_{J_{c, X} \phi_{q, X}+J_{q, X} \phi_{c, X}}
$$

Correlators are obtained by taking derivatives with respect to the sources as given in the main text. For simplicity, we consider the case $\gamma_{B}=0$ : to obtain $Z[J]$, we integrate out the fields $\phi_{\sigma}$. To this end, we use $\tilde{\phi}_{\sigma, Q}=$ $\phi_{\sigma, Q}+J_{\sigma, Q} \frac{\pi}{\sigma\left(\frac{1}{\nu} \omega^{2}-\nu k^{2}\right)+i \frac{2 \gamma_{1}}{\pi} k^{2}}$, which constitutes a Gaussian integral. After performing the Gaussian integral, we get:

$$
Z[J] \propto \exp \left(-\frac{i}{2} \int \frac{d^{2} Q}{(2 \pi)^{2}} \sum_{\sigma= \pm} J_{\sigma, Q} G_{\sigma \sigma}(Q) J_{\sigma, Q}\right)
$$

where in this special case $G_{\sigma \sigma}$ is a diagonal matrix. Moving back to real space, we can accordingly write

$$
\begin{aligned}
& Z[J] \propto \exp \left(-\frac{i}{2} \int d^{2} X \int d^{2} Y \sum_{\sigma} J_{\sigma, X} G_{\sigma \sigma}(X-Y) J_{\sigma, Y}\right) \\
& G_{\sigma \sigma}(X-Y)=\int \frac{d^{2} Q}{(2 \pi)^{2}} \frac{\pi e^{-i \vec{Q} \vec{X}}}{\sigma\left(\frac{1}{\nu} \omega^{2}-\nu k^{2}\right)+i \frac{2 \gamma_{1}}{\pi} k^{2}}
\end{aligned}
$$

Correlators are therefore obtained as:

$$
\left\langle\phi_{\sigma, X} \phi_{\sigma, Y}\right\rangle=-\left.\frac{1}{Z[0]} \frac{\delta}{\delta J_{\sigma, X}} \frac{\delta}{\delta J_{\sigma, Y}} Z[J]\right|_{J=0}=i G_{\sigma \sigma}(X-Y)
$$

In the Keldysh basis, we get similarly for $a, b \in\{c, q\}$ :

$$
\left\langle\phi_{a, X} \phi_{b, X}\right\rangle=-\left.\frac{1}{Z[0]} \frac{\delta}{\delta J_{\bar{a}, X}} \frac{\delta}{\delta J_{\bar{b}, Y}} Z\left[J_{c}, J_{q}\right]\right|_{J=0}=i G_{a b}(X-Y),
$$

where $\bar{a}$ is the respective other index.

### 4.7.8 Dynamics of Replicas - Part 3: Non-linear Measurement Operators

At the level of $\boldsymbol{\rho}^{(2 R)}$, we have access to the density-density correlations $C_{y}$ and the subsystem parity variance, which take the following form in the bosonic
theory:

$$
\begin{align*}
& C_{y} \approx-\frac{1}{\pi^{2}}\left\langle\partial_{x} \phi_{x}^{(r)} \partial_{x} \phi_{x+y}^{(r)}\right\rangle,  \tag{4.129}\\
& P_{|A|} \approx\left\langle e^{i \sqrt{2}\left(\phi_{0}^{(r)}-\phi_{|A|}^{(r)}\right)}\right\rangle \approx e^{-\left\langle\left(\phi_{0}^{(r)}-\phi_{|A|}^{(r)}\right)^{2}\right\rangle} . \tag{4.130}
\end{align*}
$$

Both expressions depend only on the relative mode, which in hindsight is to be expected: since $\boldsymbol{\rho}^{(a)}$ heats up, the non-trivial information is encoded in the relative mode. The combination of (i) the separation $\rho^{(2 R)} \approx \rho^{(a)} \otimes \rho^{(r)}$ and (ii) the relevant information begin encoded in $\rho^{(r)}$ is reminiscent of the scenario of a weak system $(r)$ - environment (a) coupling. Even in the presence of non-linear measurement operators, we do not expect that these bounded operators qualitatively alter the heating of the absolute mode [19]. Nevertheless, they can qualitatively affect the relative mode due to coupling terms like $\cos \left(\sqrt{2}\left(\phi^{(a)}+\phi^{(r)}\right)\right)$. Similar to the system-bath scenario, $\rho^{(r)}$ is altered by the coupling to the bath, whereas the bath density matrix, here $\boldsymbol{\rho}^{(a)}$, is assumed to be stationary [16].

Therefore, the 'system' of interest is the relative part of $\rho^{(2 R)}$. In the spirit of tracing out the bath, we will focus onto $\rho^{(r)}$, defined by

$$
\begin{equation*}
\boldsymbol{\rho}^{(r)}=\operatorname{tr}_{a}\left[\boldsymbol{\rho}^{(2 R)}\right] \tag{4.131}
\end{equation*}
$$

and derive its effective master equation (including interactions). Formally, we are integrating out the absolute mode, which we perform on the path integral level in the stationary limit. Starting point is the full action

$$
\begin{equation*}
S\left[\phi^{(a)}, \phi^{(r)}\right]=S_{r}^{(0)}+S_{a}^{(0)}+\Delta S_{+,-} \tag{4.132}
\end{equation*}
$$

The corresponding path integral can be rewritten as

$$
\begin{equation*}
Z=\int \mathcal{D}\left[\phi^{(r)}\right] e^{i S_{r}^{(0)}} \underbrace{\int \mathcal{D}\left[\phi^{(a)}\right] e^{i S_{a}^{(0)}+i \Delta S_{+,-}}}_{:=\left\langle e^{\left.i \Delta S_{+,-}\right\rangle_{a}}\right.} \stackrel{!}{=} \int \mathcal{D}\left[\phi^{(r)}\right] e^{i S\left[\phi^{(r)}\right]} \tag{4.133}
\end{equation*}
$$

We will integrate out $\phi^{(a)}$ in a perturbative fashion and therefore restrict ourselves to observables depending only on $\phi^{(r)}$. The perturbative treatment is based on the formal identity

$$
\begin{equation*}
i S\left[\phi^{(r)}\right]=i S_{r}^{(0)}+\log \left(\left\langlee^{\left.\left.i \Delta S_{+,-}\right\rangle_{a}\right)}\right.\right. \tag{4.134}
\end{equation*}
$$

The perturbative input is to expand the second expression, formally assuming that corrections are small. Up to second order, the expansion reads

$$
\begin{align*}
\log \left(\left\langle e^{\left.i \Delta S_{+,-}\right\rangle_{a}}\right)\right. & \approx \log \left(1+i\left\langle\Delta S_{+,-}\right\rangle_{a}-\frac{1}{2}\left\langle\Delta S_{+,-}^{2}\right\rangle_{a}\right)  \tag{4.135}\\
& \approx i\left\langle\Delta S_{+,-}\right\rangle_{a}-\frac{1}{2}\left\langle\Delta S_{+,-}^{2}\right\rangle_{a}+\frac{1}{2}\left\langle\Delta S_{+,-}\right\rangle_{a}^{2}
\end{align*}
$$

In summary, the original quadratic action of the relative mode is complemented by a first and second order correction term:

$$
\begin{equation*}
S\left[\phi^{(r)}\right]=S_{r}^{(0)}+\underbrace{\left\langle\Delta S_{+,-}\right\rangle_{a}+\frac{i}{2}\left(\left\langle\Delta S_{+,-}^{2}\right\rangle_{a}-\left\langle\Delta S_{+,-}\right\rangle_{a}^{2}\right)}_{:=\Delta S_{r}} \tag{4.136}
\end{equation*}
$$

This approach is feasible since the diverging correlations of the heated absolute mode result in many vanishing/suppressed contributions. The full calculation is performed in App. H for our model. The result takes the form of sine-Gordon like terms

$$
\begin{align*}
\Delta S_{r} & =\int d^{2} X\left[i \lambda_{c} \cos \left(4 \phi_{c, X}^{(r)}\right)+i \lambda_{q} \cos \left(4 \phi_{q, X}^{(r)}\right)\right.  \tag{4.137}\\
& \left.+i \lambda_{c q}^{(c)} \cos \left(2 \phi_{c, X}^{(r)}\right) \cos \left(2 \phi_{q, X}^{(r)}\right)+\lambda_{c q}^{(s)} \sin \left(2 \phi_{c, X}^{(r)}\right) \sin \left(2 \phi_{q, X}^{(r)}\right)\right]
\end{align*}
$$

where the $\lambda$ 's are real-valued interaction couplings with dimension $[\lambda]=[x]^{-2}$. The action $S\left[\phi^{(r)}\right]$ is the effective description that captures the behavior of, e.g., $C_{y}$ and $P_{|A|}$. In the following, we investigate under which conditions interaction terms will become relevant.

Remark: The role of the bath non-linearities is also incorporated in (4.137): they do not lead to different couplings compared to the measurement scenario, but they modify the initial coupling strengths. The more drastic effect of the bath stems from the modified propagator.

### 4.8 Correlation Functions and RG Analysis

In the last sections, we have constructed the dynamics of the replica density matrices (in particular $\boldsymbol{\rho}^{(2 R)}$ ) and derived the path integral description in the stationary limit. In the following, we study the stability of the quadratic theory of the relative mode towards the interacting contributions (due to $\boldsymbol{L}_{x}^{(\text {nlin) }}$ ) by successively integrating out short distance modes. Many of the following line of arguments are similar to, e.g., Ref. [242] for the RG analysis of the sine-Gordon model.

In a first step, we define the fixed point theory whose stability we like to probe (in analogy to the KZM discussion in the previous chapter). We rescale $t \rightarrow \nu t$, such that space and time have the same dimension $[x]=[t]$ and the inverse propagator ${ }^{33} G_{0}^{-1}$ of the relative mode reads:

$$
G_{0}^{-1}=-\frac{1}{\pi}\left(\begin{array}{cc}
i \frac{1}{\pi} 2 \frac{\gamma_{M}}{\nu} \partial_{x}^{2} & \partial_{t}^{2}-\partial_{x}^{2}  \tag{4.138}\\
\partial_{t}^{2}-\partial_{x}^{2} & i \frac{1}{\pi} 2 \frac{\left(\gamma_{M}+\gamma_{B}\right)}{\nu} \partial_{x}^{2}
\end{array}\right)
$$

The corresponding action describes a Gaussian fixed point theory under the RG under the symmetric rescaling (note that the fields themselves are dimensionless $[\phi]=1$ ):

$$
\begin{array}{r}
x \rightarrow \tilde{x}=x / b, \quad k \rightarrow \tilde{k}=k b, \\
t \rightarrow \tilde{t}=t / b, \quad \omega \rightarrow \tilde{\omega}=\omega / b \tag{4.139}
\end{array}
$$

In line with the scale free nature of the Green's function, the equal-time correlation functions are algebraic and read in Fourier space $(a, b \in\{c, q\})$ :

$$
\left\langle\phi_{a,(0, k)}, \phi_{b,(0,-k)}\right\rangle=\chi_{a b} \frac{\alpha_{a b}}{|k|}, \quad \chi_{a b}= \begin{cases}1 & a=b  \tag{4.140}\\ -i & a \neq b\end{cases}
$$

[^53]The prefactor $\alpha_{a b}$ defined in (4.142). This scaling behavior is in line with the earlier result based on the (exact) analysis (see again Eq. (4.69)). The correlation function

$$
\begin{equation*}
C_{y} \sim\left\langle\partial_{x} \phi_{x} \partial_{x} \phi_{x+y}\right\rangle \quad \rightarrow \quad C_{k} \sim k^{2}\left\langle\phi_{(0, k)} \phi_{(0,-k)}\right\rangle \sim|k| \tag{4.141}
\end{equation*}
$$

reproduces the exact scaling behavior in the absence of a mass scale ${ }^{34}$. The coefficients of the expression above are given by

$$
\left(\begin{array}{l}
\alpha_{c c}  \tag{4.142}\\
\alpha_{q q} \\
\alpha_{c q}
\end{array}\right)=\left(\begin{array}{c}
\frac{\gamma_{M}+\gamma_{B}}{\nu_{M}} \\
\frac{\gamma_{M}}{\nu} \\
\frac{\pi}{2}\left(1-|z|^{2}\right)
\end{array}\right) \cdot f(z) .
$$

They depend on the pole of the propagator $\omega_{\text {Pol }}(k)= \pm z|k|, \pm z^{*}|k|$ (extracted from (4.138) in Fourier space) and the function $f(z)$ :

$$
\begin{equation*}
z^{2}=1+i \frac{2}{\pi} \sqrt{\frac{\gamma_{M}\left(\gamma_{M}+\gamma_{B}\right)}{\nu^{2}}}, \quad f(z)=i \frac{1}{|z|^{2}\left(z-z^{*}\right)} . \tag{4.143}
\end{equation*}
$$

### 4.8.1 Momentum Shell RG- Part 1: First Order Analysis

To derive the effective theory at long distances, we integrate out (or trace out) the short distance degrees of freedom. To this end, each field is separated into short $(<)$ and long $(>)$ distance modes relative to the momentum cutoff $\Lambda \sim \frac{1}{a}$. The separation reads $\phi_{X}=\phi_{X}^{>}+\phi_{X}^{<}$with:

$$
\phi_{X}^{>}=\int_{|k|<\Lambda / b} \frac{d k}{2 \pi} \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \phi_{Q} e^{i \vec{Q} \vec{X}}, \quad \phi_{X}^{<}=\int_{|k|>\Lambda / b} \frac{d k}{2 \pi} \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \phi_{Q} e^{i \vec{Q} \vec{X}}
$$

As a reminder: The three conceptual steps of the RG are

1. Integrate out the short distance modes, here the modes with $|k| \in[\Lambda / b, \Lambda]$, in the spirit of a partial trace $\boldsymbol{\rho}_{>}^{(r)}=\operatorname{tr}_{<}\left[\boldsymbol{\rho}^{(r)}\right]$.
2. Rescale the length scales to regain the same resolution (which makes the coarse-grained theory comparable to the initial one).
3. Renormalize the fields such that, e.g., the leading kinetic term stays invariant.

In summary, the action is transformed as $S\left[\phi,\left\{g_{i}\right\}\right] \rightarrow S\left[\phi^{(b)},\left\{g_{i}^{(b)}\right\}\right]$ with renormalized couplings $\left\{g_{i}^{(b)}\right\}$. For $b \rightarrow 0$, we can derive flow equations for the couplings.

In practice and similar to the separation of the relative and absolute mode, we split the action into three contributions:

$$
\begin{equation*}
S\left[\phi^{(r)}\right]=S_{r}^{(0)}\left[\phi_{<}^{(r)}\right]+S_{r}^{(0)}\left[\phi_{>}^{(r)}\right]+\Delta S^{(r)}\left[\phi_{<}^{(r)}, \phi_{>}^{(r)}\right]:=S_{0}^{>}+S_{0}^{<}+\Delta S \tag{4.144}
\end{equation*}
$$

[^54]The last term describes the coupling between the different fields, which we treat perturbatively. We use the same scheme as before in (4.134) and (4.136), such that the action reads ${ }^{35}$

$$
\begin{equation*}
S\left[\phi_{>}\right] \approx S_{0}^{>}+\langle\Delta S\rangle_{<}+\frac{i}{2}\left(\left\langle\Delta S^{2}\right\rangle_{<}-\langle\Delta S\rangle_{<}^{2}\right) \tag{4.145}
\end{equation*}
$$

The expectation values $\left\langle\phi_{a}^{<}(X) \phi_{b}^{<}(X)\right\rangle_{<}$are obtained by integrating over $|k| \in$ $[\Lambda / b, \Lambda]$ :

$$
\begin{align*}
\left\langle\phi_{a, X}^{<} \phi_{b, X}^{<}\right\rangle_{<} & :=\left.\int_{\Lambda / b<|k|<\Lambda} \frac{d k}{2 \pi}\left\langle\phi_{a,(t,-k)} \phi_{b,(t, k)}\right\rangle\right|_{t=0} \\
& =2 \int_{\Lambda / b}^{\Lambda} \frac{d k}{2 \pi} \frac{\alpha_{a b}}{k}=\chi_{a b} \frac{\alpha_{a b}}{\pi} \log (b) \tag{4.146}
\end{align*}
$$

The factor of 2 originates from the two $k$-regimes around $-\Lambda / b$ and $\Lambda / b$. At first order, we have to evaluate $\langle\Delta S\rangle_{<}$. It gives rise to four additional terms in the action according to the four terms in (4.137). In the following, we demonstrate the RG procedure for a single term in $\langle\Delta S\rangle_{<}$.

Integrate out: We consider the $\lambda_{c}$ term in (4.137):

$$
\begin{equation*}
\lambda_{c} \int d^{2} X\left\langle\cos \left(4\left(\phi_{c, X}^{>}+\phi_{c, X}^{<}\right)\right)\right\rangle_{<}=\lambda_{c} \int d^{2} X \cos \left(4 \phi_{c, X}^{>}\right) e^{-8\left\langle\left(\phi_{c, X}^{<}\right)^{2}\right\rangle<} \tag{4.147}
\end{equation*}
$$

The correlator appearing in the expression is evaluated according to (4.146).
Rescale: To regain the same momentum resolution, the next step in the RG is the rescaling step. Since we are expanding around the space time symmetric action, we rescale space and time symmetrically according to (4.139). This gives rise to an overall contribution

$$
\begin{equation*}
\underbrace{\lambda_{c} b^{2-\frac{8}{\pi} \alpha_{c c}}}_{=: \lambda_{c}(b)} \int d^{2} X \cos \left(4 \phi_{c, X}^{>}\right) \tag{4.148}
\end{equation*}
$$

Rewriting the factor $b=e^{s}$ with $s \ll 1$, we finally get the flow equation

$$
\begin{equation*}
\partial_{s} \lambda_{c} \approx\left(2-\frac{8}{\pi} \alpha_{c c}\right) \lambda_{c} \tag{4.149}
\end{equation*}
$$

Renormalize: The kinetic part of the action is unchanged at this order, therefore no further rescaling of the field is performed.

As anticipated, the flow of $\lambda_{c}$ is a threshold phenomenon: only once $\alpha_{c c}$ is small enough, $\lambda_{c}$ will grow. Repeating similar steps for all interaction terms

[^55](couplings: $\left.\lambda_{c}, \lambda_{q}, \lambda_{c q}^{(c)}, \lambda_{c q}^{(s)}\right)$ gives rise to the set of first order flow equations:
\[

$$
\begin{aligned}
& \partial_{s} \lambda_{c} \approx\left(2-\frac{8}{\pi} \alpha_{c c}\right) \lambda_{c}, \quad \partial_{s} \lambda_{c q}^{(c)} \approx\left(2-\frac{2}{\pi}\left(\alpha_{c c}+\alpha_{q q}\right)\right) \lambda_{c q}^{(c)}-\frac{4}{\pi} \alpha_{c q} \lambda_{c q}^{(s)}, \\
& \partial_{s} \lambda_{q} \approx\left(2-\frac{8}{\pi} \alpha_{q q}\right) \lambda_{q}, \quad \partial_{s} \lambda_{c q}^{(s)} \approx\left(2-\frac{2}{\pi}\left(\alpha_{c c}+\alpha_{c q}\right)\right) \lambda_{c q}^{(s)}+\frac{4}{\pi} \alpha_{c q} \lambda_{c q}^{(c)} .
\end{aligned}
$$
\]

Making use of the 'intra contour' couplings $\lambda_{ \pm}=\left(\lambda_{c q}^{(c)} \pm i \lambda_{c q}^{(s)}\right) / 2$, we can rewrite:

$$
\begin{align*}
& \partial_{s} \lambda_{+} \approx\left(2-\frac{2}{\pi}\left(\alpha_{c c}+\alpha_{q q}\right)+i \frac{4}{\pi} \alpha_{c q}\right) \lambda_{+},  \tag{4.150}\\
& \partial_{s} \lambda_{-} \approx\left(2-\frac{2}{\pi}\left(\alpha_{c c}+\alpha_{q q}\right)-i \frac{4}{\pi} \alpha_{c q}\right) \lambda_{-} .
\end{align*}
$$

Therefore, all flow equations have a similar structure to the first order BKT flow equations [70, 205, 242]. The important features of these flow equations are:

- In the absence of a bath $\left(\gamma_{B}=0\right)$, the intact additional symmetry: $\phi_{c} \leftrightarrow$ $\phi_{q}$ enforces $\alpha_{c c}=\alpha_{q q}$ and therefore $\lambda_{c}(s)=\lambda_{q}(s)$. Consequently, the $\lambda_{c q}{ }^{\prime}$ 's are always more relevant or become relevant earlier compared to $\lambda_{c}, \lambda_{q}$. This leads to a reduction of complexity, since the interactions $\lambda_{c}, \lambda_{q}$ can be neglected.
- In the presence of a bath, the coefficients $\alpha_{c c}$ and $\alpha_{q q}$ deviate from each other (see (4.142)). Once $\gamma_{B} \geq 2 \gamma_{M}, \lambda_{q}$ can become more relevant than the $\lambda_{c q}$ 's. This opens the possibility of a new phase, only realizable for the interplay of measurements and dephasing.
- In the limiting case $\gamma_{B}=0$ and $\gamma_{M} / \nu \rightarrow 0$, the couplings $\lambda_{c q}$ become marginal, in accord with the limit of free fermions at half filling [70]. This is reasonable since the model reduces to the unitary fermionic hopping model in this limit.

Once any of the interactions becomes relevant, their RG flow is unbounded and does not reach another fixed point. Nevertheless, we can interpret the cosine interaction terms as generating an effective mass scale. Once, e.g. ${ }^{36}$, $\left|\lambda_{q} / m^{2}\right| \gg 1$, the term $\lambda_{q} \cos \left(4 \phi_{q, X}\right)$ in the action confines $\phi_{q, X}$ to one of the extrema, say $\phi_{q, X}=0$. Approximating the term to second order ${ }^{37}$ results in an effective mass term

$$
\text { strong coupling limit: } \quad \lambda_{q} \cos \left(4 \phi_{q, X}\right) \xrightarrow{\sim}-8 \lambda_{q} \phi_{q, X}^{2}+\text { const.. }
$$

Therefore, we roughly identify a phase diagram with three different phases shown in Fig. 4.15(c) and summarized in Tab. 4.4.
The novel ingredient is phase $\left(C_{D}\right)$ with the mass term $m_{D}$ : similar to pure dephasing, it only affects the $q q$-sector of the action. In contrast to dephasing, it has no momentum dependence and is reminiscent of a finite temperature

[^56]| phase | relevant coupling | interaction | eff. quad. theory |
| :--- | :--- | :--- | :--- |
| $(C)$ | no coupling relevant | - | $G_{0}^{-1}$ |
| $(M)$ | $\lambda_{c q}^{\prime} s$ are relevant | $\cos \left(2 \phi_{c}\right) \cos \left(2 \phi_{q}\right)$ | $G_{0}^{-1}+m_{M_{r}} \sigma_{x}+i m_{M_{i}} \mathbb{1}$ |
| $\left(C_{D}\right)$ | $\lambda_{q}$ becomes relevant | $\cos \left(4 \phi_{q}\right)$ | $G_{0}^{-1}+i m_{D}\left(\mathbb{1}-\sigma_{z}\right)$ |

Table 4.4: Overview of the different qualitative phases from first order perturbation theory.
term $\sim T \phi_{q, X}^{2}$ (in the limit, where the temperature is the dominant scale in the model). In both cases, the term leads to a suppression of the fluctuations between $\phi_{+}$and $\phi_{-}$. This affects the non-diagonal terms in the density matrix in the $\phi$-basis. A major difference to a single replica equilibrium scenario is the existence of a finite entry in the $c c$-sector (which is ruled out in the common Keldysh theory, reflecting causality [4, 69]). This entry induces a pole structure of the form:

$$
\lim _{k \rightarrow 0} \omega_{\mathrm{Pol}}(k) \sim\left\{\begin{array}{l}
\text { const., }  \tag{4.151}\\
\pm|k|
\end{array} \quad \Rightarrow \quad C_{y} \sim|y|^{-2}\right.
$$

Therefore, the leading behavior of the correlation functions stays the same compared to phase $(C)$ (in the absence of $m_{D}$ ). Switching from the effective bosonic description to the fermionic description, we interpret this dephasing scenario as confining $\boldsymbol{\rho}^{(2 R)}$ onto its diagonal elements (in the occupation number basis). However, the interplay with the scrambling and measurement dynamics supports diffusional dynamics onto the diagonal, giving rise to a scaling behavior. We will consider this limit from the fermionic perspective in more detail in Sec. 4.10.

Remark: The phase boundary obtained at first order has to be considered with care. As an example: for $\gamma_{B}=0$, the Gaussian fixed point is always unstable towards the non-linear perturbation (see Fig. 4.15(c)). We have to include at least the second order corrections to get a more trustworthy prediction of the phases. The technical reason is that only at second order, the quadratic parts (derivative terms) of the theory are renormalized as well.

### 4.8.2 Momentum Shell RG- Part 2: Second Order Analysis

At second order in perturbation theory, the derivative terms in the quadratic part of the theory are renormalized (and generated) as well. Therefore, we make use of a more flexible parametrization:

$$
G_{0}^{-1}=\left(\begin{array}{cc}
i\left(\eta_{q q}^{2} k^{2}-\epsilon_{q q}^{2} \omega^{2}\right) & \epsilon_{c q}^{2} \omega^{2}-\eta_{c q}^{2} k^{2}  \tag{4.152}\\
\epsilon_{c q}^{2} \omega^{2}-\eta_{c q}^{2} k^{2} & i\left(\eta_{c c}^{2} k^{2}-\epsilon_{c c}^{2} \omega^{2}\right)
\end{array}\right) .
$$

All derivative couplings $\epsilon_{a b}$ and $\eta_{a b}$ will be renormalized, fed by the flow of the interaction couplings $\lambda$. Formally, this leads to a set of approximate flow equations for the six derivative couplings and four interaction couplings (neglecting less relevant contributions generated at second order). We give the explicit
expressions and full derivation in App. I and discuss the implications in the following. The tentative phase diagram ${ }^{38}$, extracted by tracking the most strongly growing couplings, is shown in Fig. 4.15 with exemplary $s$-resolved flows.

Gaussian fixed point: First of all, there is a stable, extended phase $(C)$, described by a Gaussian fixed point in the RG. Here, all interaction terms are irrelevant at large scales, indicating the stability of the Gaussian fixed point.
Phase ( $M$ ): For $\gamma_{B}=0$, the transition towards an interaction dominated regime $(M)$ takes place at a finite value of $\gamma_{M} / \nu$. In this regime, the couplings $\lambda_{c q}$ 's are most dominant, but all $\lambda$ 's are growing. For finite $\gamma_{B} / \nu<1.5$, the transition point is shifted towards smaller $\gamma_{M} / \nu$ as expected (though beyond $\gamma_{M} / \nu, \gamma_{B} / \nu \sim 1$ the analysis becomes questionable) ${ }^{39}$. This behavior supports the idea that strong dephasing enhances the measurement-induced pinning onto number eigenstates (by suppressing the scrambling dynamics). The corresponding interaction terms can be interpreted as generating an effective mass scale $m_{M}: G^{-1}=G_{0}^{-1}+m_{M_{r}} \sigma_{x}+i m_{M_{i}} \mathbb{1}$, inducing a finite length scale and exponentially decaying correlations with

$$
\lim _{k \rightarrow 0} \omega_{\mathrm{Pol}}(k)=\text { const. } .
$$

Phase $\left(C_{D}\right)$ : The left half of the phase diagram, on top of phase $(C)$, is dominated by phase $\left(C_{D}\right)$. It is characterized by either $\lambda_{c}$ or $\lambda_{q}$ being most relevant (with the other couplings remaining small). Therefore, in contrast to phase $(M)$, only a single interaction term is growing in magnitude, generating a mass term of the form $i\left(\mathbb{1} \pm \sigma_{z}\right) m_{D}$. As already mentioned before, the evolution of $\boldsymbol{\rho}^{(r)}$ is not of Lindblad type (e.g. there is a finite entry in the $c c$-sector) and the clear physical distinction between $\phi_{c}$ and $\phi_{q}$ is not given. Accordingly, we interpret the growth of either $\lambda_{c}$ or $\lambda_{q}$ as belonging to the same physical scenario.

Summary: The overall scenario is qualitatively in line with the findings of the quantum trajectory simulations for small systems. However, the precise form and position of the phase boundary are varying (compared to a complementary numerical analysis of larger systems in Sec. 4.9). To recapitulate, the derivation of these second order flow equations is based on two major approximations: (i) Integrating out the absolute mode perturbatively and (ii) treating the interactions in $S^{(r)}$ perturbatively. The second approximation is controlled for $\left|\lambda / m^{2}\right| \ll 1$, a condition that depends on the initial couplings provided by the approximation in (i). Due to the perturbative treatment of the absolute-relative coupling, the initial couplings $\lambda$ are also perturbative in $\gamma_{M} / \nu, \gamma_{B} / \nu$. This restricts the predictive power of the perturbative RG to $\gamma_{M} / \nu, \gamma_{B} / \nu \ll 1$.

Remark (1): An additional feature of the RG flow equations is the possibility that the complex poles (encode in $z$ ) of the propagator also flow (on contrast to the case with $\gamma_{B}=0$ [19]). In the regions with larger $\gamma_{B} / \nu$, this additional flow results in a breakdown of the RG flow due to the poles wandering onto the real axis (such that the correlator is not well defined anymore). Real poles also emerge in the presence of pure dephasing, where they indicate the divergence of

[^57]

Figure 4.15: (a) Phase diagram from solving the second order $R G$ flow equations up to $s=s_{f}$, Eq. (I.34), indicating, whether some coupling (brighter colors) or no coupling (light orange) becomes relevant (see App. I. 8 for more details). (b) Examples of the resolved flows with case (1): no interaction becomes relevant, corresponding to (C); case (2): only $\lambda_{q}$ grows significantly, indicating $\left(C_{D}\right)$ (the flow breaks down at some $s<s_{f}$, where real poles in the propagator emerge); case (3): multiple couplings are growing in magnitude, corresponding to (M); case (4): blurred, oscillatory regime on top of (C). If the flow breaks down early, the most relevant coupling is estimated from the largest (absolute) change $|\dot{\lambda}(s)|$. (c) First order phase diagram: the orange region corresponds to no relevant interaction, in ( $C_{D}$ ) only $\lambda_{q}$ is relevant and in ( $M$ ) only $\lambda_{c q}$ 's are relevant. In the upper right corner, multiple interactions are relevant.
$\phi$ fluctuations (as discussed in, e.g., Ref. [243]). They herald a strongly mixed, infinite temperature state. Comparing this scenario to the RG flow, it is not a priori clear whether the emergence of real poles corresponds to (i) a physical meaningful (heating) behavior or (ii) is an indicator that higher order terms are needed in the RG to compensate this effect (a formidable task though).

Remark (2): The blurred region above phase ( $C$ ) can be associated with another numerical instability. During the flow in this region, the interaction couplings become very small at some scale, in line with asymptotically vanishing values. However, for sufficiently long integration times, the near-vanishing couplings start to grow again and result in an oscillatory behavior (Fig. 4.15(b)4).

## Box 25: Symmetric case

In the limiting case $\gamma_{B}=0$, the $\pm$-contours decouple ${ }^{a}$. At the quadratic level, this is the effect of the additional symmetry (see again (4.106)). Including interactions, it is not a priori obvious that no contour couplings are generated or become relevant (like $\cos \left(2 \sqrt{2} \phi_{+, X}\right) \cos \left(2 \sqrt{2} \phi_{-, X}\right)$ related to $\left.\cos \left(4 \phi_{c, X}\right), \cos \left(4 \phi_{q, X}\right)\right)$. Nevertheless, the first order equations already indicate that these interactions are always less relevant than $\cos \left(2 \sqrt{2} \phi_{ \pm, X}\right)$, which preserve the decoupling. This in turn supports the evolution into a (pure) dark state and the flow equations can be massively simplified (less couplings; reduction to a single contour; no flow of the poles) and we only need to track the flow of the interaction $\lambda_{+}$ and the derivative couplings $\epsilon_{+}$and $\eta_{+}$. We can also interpret this as reducing the problem to a Feynman path integral for the state

$$
\left|\psi^{(r)}(t)\right\rangle=e^{-i \boldsymbol{H}_{\mathrm{eff}} t}\left|\psi_{0}^{(r)}\right\rangle
$$

turning the necessity of two Keldysh contours obsolete. By introducing the effective derivative coupling ${ }^{b} K_{+}:=\frac{i \epsilon_{+} \eta_{+}}{\alpha_{+}}$, they reduce to two equations of BKT type:

$$
\begin{equation*}
\partial_{s} \lambda_{+}=\left(2-\frac{2}{\pi} \frac{1}{K_{+}}\right) \lambda_{+}, \quad \partial_{s} K_{+}^{2}=64 \lambda_{+}^{2} A_{2} \tag{4.153}
\end{equation*}
$$

see App. I. 6 for more details. In contrast to the equilibrium case, the couplings are complex [19]. Therefore, the interaction coupling will become less relevant at second order (for $\gamma_{M} / \nu \ll 1$ ), stabilizing the Gaussian fixed point. This is comparable to a sine-Gordon model with imaginary couplings [244] (see also Ref. [19] for an extended discussion).

[^58]In the following, we pair this long distance, analytical perspective with a numerical investigation based on quantum trajectories. As a physical reminder: we can think of the dynamics under consideration as coupling each lattice site at each time step to two ancillary qubits. One of them is measured and we keep
track of the record (measurement-induced dynamics) and the other one is left entangled with the system and has to be traced out (bath dynamics).

### 4.9 Fermionic numerical Investigation: Ensemble of Quantum Trajectories

In the presence of measurements and unitary evolution, an initially pure state $\boldsymbol{\rho}^{(c)}$ stays pure. Furthermore, unitary hopping as well as measuring the local particle number leave a Gaussian state Gaussian. Therefore, the states can be described efficiently, e.g., in terms of a $L \times N$ matrix $U$ and the correlation matrix $D=U U^{\dagger}$ (see App. A.2)[17, 18, 176, 178, 188, 198, 199]. For those states, correlation functions and, e.g., the entanglement entropy can be efficiently calculated from the correlation matrix [17]. In the presence of an additional bath, each $\boldsymbol{\rho}^{(c)}$ will inevitably involve into a mixed state. Nonetheless, for suitable initial conditions, they can be written as an ensemble of Gaussian states:

$$
\boldsymbol{\rho}_{t}^{(c)}=\sum_{\alpha} p_{\alpha}(t)\left|\psi_{t}^{(\alpha)}\right\rangle\left\langle\psi_{t}^{(\alpha)}\right|, \quad \sum_{\alpha} p_{\alpha}(t)=1
$$

Here, the members $\left|\psi_{t}^{(\alpha)}\right\rangle$ are are not necessarily mutually orthogonal. In the following, we derive the approximate evolution of such a state and discuss the advantages and disadvantages of this approach. One advantage of this representation is that a sum of Gaussian states still gives access to quantities like

$$
\left(\operatorname{tr}\left[\mathcal{O} \boldsymbol{\rho}^{(c)}\right]\right)^{2}=\left(\sum_{\alpha} p_{\alpha}\langle\mathcal{O}\rangle_{\alpha}\right)^{2}, \quad\langle\mathcal{O}\rangle_{\alpha}:=\left\langle\psi^{(\alpha)}\right| \mathcal{O}\left|\psi^{(\alpha)}\right\rangle
$$

where $\langle\mathcal{O}\rangle_{\alpha}$ can be calculated from the correlation matrices $D_{\alpha}$ of the individual Gaussian states. However, there are two drawbacks: (i) the overall state is not Gaussian anymore, which means that, e.g., the purity or entanglement measures like the entanglement negativity are numerically more expensive to evaluate ${ }^{40}$; (ii) depending on the initial condition, $\boldsymbol{\rho}^{(c)}$ might involve a huge number of states ${ }^{41}$. From a practical perspective, we have to limit the size of the ensemble to some finite value, which in turn implies that strongly mixed states cannot be (reliably) represented in this approach.

Technical derivation: To derive the time evolution of the ensemble, we follow the approach introduced in Refs. [23, 239]. In Sec. 4.5.2, we have already derived the evolution of (mixed) states $\boldsymbol{\rho}^{(c)}$ under measurement dynamics. In contrast, the evolution due to a dephasing bath corresponds to the sum over the different measurement trajectories $\rho^{(c)}$ (corresponding to our ignorance about the outcomes):

$$
\begin{equation*}
\overline{\boldsymbol{\rho}^{(c)}}=\sum_{\beta} p_{\beta} \cdot \boldsymbol{\rho}_{\beta}^{(c)} . \tag{4.154}
\end{equation*}
$$

[^59]This sum runs over all possible sets of measurements outcomes $\left\{m_{1}, m_{2}, \ldots\right\}$, labelled by $\beta$. However, the full set of possible 'measurement paths' will grow exponentially ${ }^{42}$. Therefore, we restrain the sum to a finite number of trajectories ${ }^{43} n_{\text {ens }}$. Starting from an initially pure state, the individual measurement trajectories $\left|\psi_{t}^{(\alpha)}\right\rangle$ stay pure and the density matrix $\overline{\boldsymbol{\rho}_{t+\delta t}^{(c)}}$, summed over the measurement outcomes, is approximated as:

$$
\begin{align*}
& \overline{\boldsymbol{\rho}_{t+\delta t}^{(c)}} \approx \frac{1}{n_{\mathrm{ens}}} \sum_{\alpha=1}^{n_{\mathrm{ens}}} \boldsymbol{U}_{\alpha}\left|\psi_{t}^{(\alpha)}\right\rangle\left\langle\psi_{t}^{(\alpha)}\right| \boldsymbol{U}_{\alpha}^{\dagger}  \tag{4.155}\\
& \boldsymbol{U}_{\alpha}=\exp \left[\sum_{j} \sqrt{\gamma_{B}} \Delta W_{j}^{(\alpha)}\left(\boldsymbol{n}_{j}-\left\langle\boldsymbol{n}_{j}\right\rangle_{\alpha}\right)-\gamma_{B} \delta t\left(\boldsymbol{n}_{j}-\left\langle\boldsymbol{n}_{j}\right\rangle_{\alpha}\right)^{2}\right] .
\end{align*}
$$

Each $\boldsymbol{U}_{\alpha}$ describes an independent measurement process with $\overline{\Delta W_{j}^{(\alpha)} \Delta W_{j^{\prime}}^{\left(\alpha^{\prime}\right)}}=$ $\delta_{\alpha, \alpha^{\prime}} \delta_{j, j^{\prime}} \delta t$. It is important to note that there can be many different measurement protocols that give rise to the same dephasing Lindblad dynamics.

Technical summary: The infinitesimal evolution of the ensemble of pure states under unitary evolution, measurements and a dephasing bath is given by the direct combination of the individual processes (see also again Eq. (4.64)):

$$
\begin{aligned}
& \text { measurement : }|\psi\rangle\langle\psi| \\
& \rightarrow \boldsymbol{V}|\psi\rangle\langle\psi| \boldsymbol{V}^{\dagger}, \\
& \boldsymbol{\rho}_{t+\delta t}^{(c)} \approx \boldsymbol{V} \boldsymbol{\rho}_{t}^{(c)} \boldsymbol{V}^{\dagger}, \\
& \approx \sum_{\alpha=1}^{n_{\text {ens }}} \boldsymbol{U}_{\alpha}\left|\psi^{(\alpha)}\right\rangle\left\langle\psi^{(\alpha)}\right| \boldsymbol{U}_{\alpha}^{\dagger} \\
& \hline \text { bath : } \quad \boldsymbol{\rho}_{t+\delta t} \approx \boldsymbol{\rho}_{t}-\frac{\gamma_{B}}{2} \delta t \sum_{i}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}\right]\right] \\
& \text { combination : } \quad \boldsymbol{\rho}^{(c)} \approx \sum_{\alpha=1}^{n_{\text {ens }}} \boldsymbol{U}_{\alpha} \boldsymbol{V}\left|\psi^{(\alpha)}\right\rangle\left\langle\psi^{(\alpha)}\right| \boldsymbol{V} \boldsymbol{U}_{\alpha}^{\dagger} \\
& \approx \sum_{\alpha=1}^{n_{\text {ens }}} p_{\alpha}\left|\psi_{\alpha}\right\rangle\left\langle\psi_{\alpha}\right|,
\end{aligned}
$$

where $\boldsymbol{V}$ describes the read out measurement and the $\boldsymbol{U}_{\alpha}$ 's describe measurements, where the outcome is unknown to us. In summary, the
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weights and states in the ensemble get updated according to:

$$
\begin{align*}
\boldsymbol{\rho}_{t+\delta t}^{(c)} & =\sum_{\alpha} p_{\alpha}(t+\delta t)\left|\psi_{t+\delta t}^{(\alpha)}\right\rangle\left\langle\psi_{t+\delta t}^{(\alpha)}\right|, \\
\left|\psi_{t+\delta t}^{(\alpha)}\right\rangle & =\frac{e^{-i \boldsymbol{H} \delta t} \boldsymbol{V} \boldsymbol{U}_{\alpha}\left|\psi_{t}^{(\alpha)}\right\rangle}{\sqrt{\left\langle\psi_{t}^{(\alpha)}\right| \boldsymbol{U}_{\alpha}^{\dagger} \boldsymbol{V}^{2} \boldsymbol{U}_{\alpha}\left|\psi_{t}^{(\alpha)}\right\rangle}},  \tag{4.156}\\
p_{\alpha}(t+\delta t) & =p_{\alpha}(t)\left\langle\psi_{t}^{(\alpha)}\right| \boldsymbol{U}_{\alpha}^{\dagger} \boldsymbol{V}^{2} \boldsymbol{U}_{\alpha}\left|\psi_{t}^{(\alpha)}\right\rangle
\end{align*}
$$

The interplay of unitary evolution, measurements and dephasing in terms of the ensemble description is sketched in Fig. 4.16. Measurements tend to purify the ensemble onto a single member, which itself will wander around in the Hilbert space due to the unitary part. Dephasing instead leads to an ensemble of diverse states.


Figure 4.16: Sketch of different scenarios in the ensemble approach, where points correspond to states in the Hilbert space $\mathcal{H}$ (vertical axis): (i) In the presence of measurements (orange lines), even an initially mixed state will purify; (ii) under dephasing (gray lines) the state becomes more mixed and the ensemble consists of many different states; (iii) measurements and dephasing compete and will either keep the states in the ensemble close by (strong measurements) or will lead to a broadening (strong dephasing).

Remark: The operators $\boldsymbol{V}$ describe a specific, here particle number sensitive, interaction between the system $\boldsymbol{\rho}^{(c)}$ and the ancillary qubits. Therefore, the form of $\boldsymbol{V}$ is fixed by the choice of interactions. The operators $\boldsymbol{U}_{\alpha}$ instead describe independent measurement processes for the different ensemble members. The requirement for $\boldsymbol{U}_{\alpha}$ is that summing over the different measurement
outcomes results in the dephasing bath dynamics. Therefore, a dephasing bath based on Lindblad operators $\boldsymbol{L}_{i}=\boldsymbol{n}_{i}$ does not fix the operators $\boldsymbol{U}_{\alpha}$ uniquely. There can be different unravellings that give rise to the same dephasing bath dynamics. An alternative measurement process that gives rise to dephasing are measurements where the measurement outcomes are random and state independent. They give rise to a random unitary evolution in the form of:

$$
\begin{equation*}
\boldsymbol{U}_{\alpha}^{(I)}=\exp \left[i \sum_{j} \sqrt{\gamma_{B}} \Delta W_{j}^{(\alpha)} \boldsymbol{n}_{j}\right] . \tag{4.157}
\end{equation*}
$$

Here, $\overline{\Delta W_{j}}=0$ and $\overline{\Delta W_{j} \Delta W_{j^{\prime}}}=\delta_{j, j^{\prime}} \delta t$. We make use of this unravelling for the dephasing bath dynamics to avoid an artificial bias towards the measurementinduced phase. In Sec. 4.10.2, we will discuss this alternative measurement scenario in more detail.

### 4.9.1 Quantum Trajectory Picture in the Presence of a Bath

To compare the predictions of the effective bosonic theory with the fermionic model, we use the ensemble of quantum trajectories for system sizes $L=$ $128-256$ and $n_{\text {ens }}=500$ if not stated differently (see also App. A.3). In the ensemble approach, two factors determine the numerical complexity. Firstly, all $n_{\text {ens }}$ states in the ensemble have to be updated simultaneously for each time step. This is necessary since the evolution depends on $\left\langle\left\langle\boldsymbol{n}_{i}\right\rangle\right\rangle$, which in turn depends on all ensemble members. Secondly, the simulations have to be repeated $n_{\text {avg }}$ times to perform a stochastic average of observables. Therefore, the numerical complexity is increased compared to the 'standard' quantum trajectory approach used, e.g., to simulate the Lindblad equation ${ }^{44}$. In the following, we focus on qualitative features in the different parameter regimes. However, we cannot make definite statements about sharp phase transitions due to the limited system sizes. Accessible quantities are the density-density correlations $C_{l}$, the subsystem parity variance $P_{|A|}$, and the distribution of $\left\langle\boldsymbol{n}_{i}\right\rangle$. We identify two different regimes: (i) $C_{l} \sim|l|^{-2}$ and $P_{|A|} \sim|A|^{-K}$ (phase $(C),\left(C_{D}\right)$ ) and (ii) a regime with more strongly decaying correlations and a flattening $P_{|A|}$ (phase $(M)$ ). The numerical method is not well-suited to describe, e.g., the purity, which would require $n_{\text {ens }} \sim \operatorname{dim}[\mathcal{H}]$ in the worst case. Therefore, we do not attempt to separate phase $(C)$ and $\left(C_{D}\right)$ in this approach. In the following, we consider the two related scenarios of (i) measurements and a dephasing bath and (ii) imperfect measurements.

Measurement and bath: To get a first orientation in the $\left(\gamma_{M} / J, \gamma_{B} / J\right)$ phase diagram, we plot the subsystem parity variance $P_{|A|}$ for $|A|=L / 2$ in Fig. 4.17(a) on a logarithmic scale. Qualitatively, a bipartition of the phase diagram can be identified with a regime of strongly suppressed subsystem parity variance. However, different phases have to be classified according to the scaling of $P_{|A|}$ with the subsystem size. To complement this analysis, we plot the density-density correlations $C_{l}$ as a function of the rescaled length $L \sin (\pi l / L) / \pi$ (in expectation of a conformal behavior). At $\gamma_{M} / J=0.3$ and $\gamma_{B} / J=0.5$ ( $L \leq 256$ ), the density-density correlations are still approximately decaying as

[^61]$C_{l} \sim|l|^{-2}$. In contrast, increasing the bath strength to $\gamma_{B} / J \gg 1$ indicates a more rapid decay $\left(\sim|l|^{-5 / 2}\right.$ shown as a reference) for $L=192$. Due to the limited system size, we cannot make a definite statement about the long distance behavior of the decay. At these intermediate system sizes, the behavior could indicate (i) an algebraic behavior or (ii) correspond to a transient towards an exponential decay. A qualitative change is supported by the $\left\langle\boldsymbol{n}_{i}\right\rangle$ distributions: they change from being unimodal with $\left\langle\boldsymbol{n}_{i}\right\rangle \approx 0.5$ in phase $(C)$ towards a (more) bimodal distribution for $\gamma_{B} / J \gg 1$ (in line with a more pronounced pinning scenario).


Figure 4.17: Quantum trajectory results for measurements and a dephasing bath: (a) half-system parity variance $(|A|=L / 2)$ for $L=128$; (b) densitydensity correlations $C_{l}$ (log-log) for different $\gamma_{B} / J$ and fixed $\gamma_{M} / J=0.3$ for system sizes $L=192$ (and additionally $L=256$ (triangles) for $\gamma_{B} / J=0.5$ ). (c) Distribution $\rho\left(\left\langle\boldsymbol{n}_{i}\right\rangle\right)$ of the local particle number for $L=192$, turning from unimodal $\left(\gamma_{B} / J=0.5\right)$ towards a more bimodal distribution $\left(\gamma_{B} / J=4.0\right)$.

### 4.9.2 Quantum Trajectory Picture in the Presence of imperfect Measurements

As we have mentioned before, the interplay of measurements of the local particle number and dephasing ( $\gamma_{M} / \nu$ vs. $\gamma_{B} / \nu$ ) are directly related to imperfect measurements. In the second case, we only have partial access to the measurement outcomes ( $\gamma$ vs. measurement probability of the ancillas $\eta$ ). In Fig. 4.18, the numerical results for small and large system sizes are summarized. For $\gamma / J \sim 1$ and $\eta \approx 1$, we observe the measurement-dominated phase. The conditional states are close to number eigenstates with a subsystem parity variance $P_{|A|}$, which flattens for large subsystem sizes $|A| \rightarrow L / 2$ (see Fig. 4.18(a') with $L=128,192$ ). Once $\eta$ is reduced, a decay of $P_{|A|}$ becomes notable on larger subsystem sizes, most pronounced for $\eta=0.2$ in Fig. 4.18(a'). Complementary, the density-density correlation decays rapidly for $\eta=1$, but approaches $C_{l} \sim|l|^{-2}$ for smaller $\eta$. This qualitative behavior is again reflected in the $\left\langle\boldsymbol{n}_{i}\right\rangle$ distributions, which evolves from a bimodal distribution at $\eta=1$ into a distribution with a single peak around $\left\langle\boldsymbol{n}_{i}\right\rangle \approx 0.5$ for $\eta=0.2$. To translate this back into the language of $\left(\gamma_{M}, \gamma_{B}\right)$ : In the limit $\eta \rightarrow 0$, we are approximately


Figure 4.18: Overview of the imperfect measurement scenario, described by $(\gamma, \eta)$. (top) Solving the master equation for small systems ( $L=10$ ); (bottom) quantum trajectory approach for $L=128,192$. (a) Half-system parity variance for $L=10$ and ( $a^{\prime}$ ) subsystem resolved parity variance for $L=128,192$ (triangles, circles) for $\gamma / J=1.0$. (b) Overview of density-density correlations for $|A|=L / 2$ and ( $b^{\prime}$ ) subsystem resolved for fixed $\gamma / J=1.0$ and $L=128,192$ (triangles, circles). (c) Averaged purity of $\boldsymbol{\rho}^{(c)}$. (d), (d') Distribution $\rho\left(\left\langle\boldsymbol{n}_{i}\right\rangle\right)$ of the expected local particle number for $\gamma / J=1.0(L=10$ and $L=192)$.
working at a fixed $\gamma_{B} \approx \gamma$, but reducing $\gamma_{M} \rightarrow 0$. Therefore, by reducing $\eta$, we are entering the phase $(C)$ or $\left(C_{D}\right)$.

### 4.10 Outlook: Effective (fermionic) Descriptions

In the last sections, we used three different approaches to study the interplay of unitary evolution, measurements and dephasing: (i) numerically exact solution for small systems (fermionic), (ii) long wavelength effective replica theory (bosonic) and (iii) quantum trajectory simulations (fermionic). From these approaches, we extracted indicators for three different regimes $(C),\left(C_{D}\right)$ and $(M)$. In the following subsections, we zoom in onto phase $\left(C_{D}\right)$, which is absent in the absence of dephasing. We focus onto the limit $\gamma_{B} / J \gg 1$, where we can treat the fermion dynamics perturbatively. We argue that (i) an effective description of the dynamics in the dephasing-free subspace can be found, and (ii) depending on the observables, a reduction to a simplified Gaussian model is plausible.

### 4.10.1 Dynamics in the dephasing-free Subspace

The novel aspect of the fermionic measurement dynamics in the presence of a bath is the predicted regime $\left(C_{D}\right)$ (featuring algebraic correlations, while $\boldsymbol{\rho}^{(c)}$
is strongly mixed/dephased). The guiding idea is that the strong $\left(\gamma_{B} / J \gg 1\right)$ dephasing Lindblad dynamics suppresses the off-diagonal contributions in the density matrix $\rho^{(c)}$ (in the occupation number basis). Therefore, the remaining dynamics can be effectively described as taking place on the diagonal (the dephasing-free subspace). We make this point more precise by performing a perturbative analysis ${ }^{45}$, starting from the evolution operator for the conditional density matrix:

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}^{(c)}=\underbrace{\mathcal{L}_{H}\left[\boldsymbol{\rho}^{(c)}\right]}_{\text {unitary }}+\underbrace{\mathcal{L}_{M}^{\prime}\left[\boldsymbol{\rho}^{(c)}\right]}_{\text {stochsatic }}+\underbrace{\eta \mathcal{L}_{B}\left[\boldsymbol{\rho}^{(c)}\right]}_{\text {Lindblad }}, \quad \eta:=\frac{\gamma_{M}+\gamma_{B}}{J} . \tag{4.158}
\end{equation*}
$$

Here, $\mathcal{L}_{M}^{\prime}\left[\boldsymbol{\rho}^{(c)}\right]$ describes the stochastic, non-linear part of the evolution and $\mathcal{L}_{B}\left[\boldsymbol{\rho}^{(c)}\right]$ collects all Lindblad-type contributions. In the following, we consider the limit $\eta \gg 1$, corresponding to strong dephasing. The non-trivial dynamics is therefore confined to the dephasing-free subspace, here the diagonal elements of the density matrix. Therefore, we split $\boldsymbol{\rho}^{(c)}$ into a diagonal part $\boldsymbol{\rho}_{\|}^{(c)}$ and an off-diagonal part $\boldsymbol{\rho}_{\perp}^{(c)}$. With the perturbative ansatz of the form $\boldsymbol{\rho}^{(c)}=$ $\boldsymbol{\rho}_{0}^{(c)}+\eta^{-1} \boldsymbol{\rho}_{1}^{(c)}+\eta^{-2} \boldsymbol{\rho}_{2}^{(\bar{c})}+\ldots$, we can find the perturbative dynamics on this subspace [182]. As a second order effect, the Hamiltonian part induces an effective diffusion on the diagonal of order $\eta^{-1}$ (see App. G):

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{\|}^{(c)} \stackrel{\eta \gg 1}{\approx} \frac{\gamma_{M}}{J} \sum_{l} d W_{l}\left\{\boldsymbol{n}_{l}-\left\langle\boldsymbol{n}_{l}\right\rangle, \boldsymbol{\rho}_{\|}^{(c)}\right\}+2 \eta^{-1}\left(\mathcal{L}_{1}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]+\mathcal{L}_{2}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]\right) . \tag{4.159}
\end{equation*}
$$

The dynamics is composed of two parts: (i) a measurement-induced stochastic part and (ii) two Lindblad operators describing incoherent hopping:

$$
\mathcal{L}_{j}[\boldsymbol{\rho}]:=\sum_{l} \boldsymbol{L}_{l}^{(j)} \boldsymbol{\rho}\left(\boldsymbol{L}_{l}^{(j)}\right)^{\dagger}-\frac{1}{2}\left\{\left(\boldsymbol{L}_{l}^{(j)}\right)^{\dagger} \boldsymbol{L}_{l}^{(j)}, \boldsymbol{\rho}\right\} \quad\left\{\begin{array}{l}
\boldsymbol{L}_{l}^{(1)}:=\boldsymbol{c}_{l+1}^{\dagger} \boldsymbol{c}_{l} \\
\boldsymbol{L}_{l}^{(2)}:=\boldsymbol{c}_{l}^{\dagger} \boldsymbol{c}_{l+1} .
\end{array}\right.
$$

These Lindblad parts are a quantum analog of a simple symmetric exclusion process (SSEP) [181]. They lead to an (undirected) diffusion of, e.g., the occupation number as we have seen before:

$$
\begin{equation*}
\text { only Lindblad evolution: } \partial_{t} \boldsymbol{n}_{m}=2 \eta^{-1} \underbrace{\left(\boldsymbol{n}_{m-1}-2 \boldsymbol{n}_{m}+\boldsymbol{n}_{m+1}\right)}_{=: \Delta_{x} \boldsymbol{n}_{m}} . \tag{4.160}
\end{equation*}
$$

Including the measurement-induced dynamics, the expectation values evolve as

$$
\begin{equation*}
\partial_{t}\left\langle\boldsymbol{n}_{m}\right\rangle=\frac{2 \gamma_{M}}{J} \sum_{l} d W_{l}\left(\left\langle\boldsymbol{n}_{m} \boldsymbol{n}_{l}\right\rangle-\left\langle\boldsymbol{n}_{m}\right\rangle\left\langle\boldsymbol{n}_{l}\right\rangle\right)+2 \eta^{-1} \Delta_{x}\left\langle\boldsymbol{n}_{m}\right\rangle, \tag{4.161}
\end{equation*}
$$

being part of a hierarchy of equations. The diffusion due to the Lindblad operators, controlled by $\eta^{-1}$, is strongly suppressed if either $\gamma_{B} / J \gg 1$ and/or $\gamma_{M} / J \gg 1$. For $\gamma_{B} \neq 0$, this opens the possibility to suppress $\eta^{-1}$ without requiring $\gamma_{M} / J \gg 1$. Therefore, a competition of the terms in (4.159) becomes possible. For very weak measurements $\gamma_{M} / J \ll \eta^{-1}$, the dynamics is dominated by the diffusion, being randomly stirred by the stochastic term. For

[^62]strong measurements, the stochastic term tends to pin the states to number eigenstates. An open question is whether the above model can indeed describe a phase transition.

Summary: In the perturbative regime $\eta \gg 1$, we get diffusional dynamics competing with the pinning dynamics of the measurements. For $\gamma_{M} / J \ll \eta^{-1}$, we still expect the diffusional dynamics to be relevant up to

$$
\begin{equation*}
\frac{\gamma_{B}^{*}}{J} \stackrel{\gamma_{M} / J \ll 1}{\sim}\left(\frac{\gamma_{M}}{J}\right)^{-1} . \tag{4.162}
\end{equation*}
$$

For $\gamma_{B} \gg \gamma_{B}^{*}$, regime $(M)$ is expected. Such a behavior of $\gamma_{B}^{*}$ is qualitatively in line with the numerical findings, see again Fig. 4.17(a).

### 4.10.2 Random Unitary Evolution as a Proxy for a Bath

A numerical challenge in the presence of a dephasing bath is the loss of the Gaussian nature of the density matrix $\boldsymbol{\rho}^{(c)}$. For this reason, we made use of an ensemble of Gaussian states to approximate $\boldsymbol{\rho}^{(c)}$. In the ensemble approach, the bath dynamics is described by summing up a set of trajectories (unravelling), corresponding to an unknown set of measurement outcomes. The unravelling is not unique and we used a random unitary unravelling, which we will discuss in more detail in the following. The guiding question for this section is: (1) To what extent does a single member of the ensemble entails properties of the full ensemble? Related to that: (2) Is there an approximation or a substitute for the bath dynamics in terms of a Gaussian evolution? The answer to both questions is a tentative yes, but with a restriction onto a class of observables that only depend on $\boldsymbol{n}_{i}$.

Random unitary evolution: The random unitary unravelling is based on an alternative measurement protocol, which bears the same resemblance of the dephasing bath dynamics. Starting point is again the coupling of a single fermionic lattice site to an ancilla qubit as in Sec. 4.2. The ancilla is prepared in the initial state $|a\rangle=|0\rangle$, but is measured in the $x$-basis [21]. The corresponding operators describing the state evolution are (see again Ref. [21]):

$$
\begin{equation*}
\boldsymbol{M}_{+}^{(j)}=\frac{1}{\sqrt{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+e^{-i \theta} \boldsymbol{n}_{j}\right], \quad \boldsymbol{M}_{-}^{(j)}=\frac{1}{\sqrt{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+e^{i \theta} \boldsymbol{n}_{j}\right] . \tag{4.163}
\end{equation*}
$$

Both operators $\boldsymbol{M}_{\alpha}^{(j)}$ have the property $\boldsymbol{M}_{\alpha}^{\dagger} \boldsymbol{M}_{\alpha}=\frac{1}{2} \mathbb{1}$. Since the measurement probability is given by $p_{\alpha}=\operatorname{tr}\left[\boldsymbol{\rho}^{(c)} \boldsymbol{M}_{\alpha}^{\dagger} \boldsymbol{M}_{\alpha}\right]$, both measurement outcomes are equally likely: $p_{0}=p_{1}=\frac{1}{2}$. In contrast to the measurements discussed before, the probabilities are independent of the state $\boldsymbol{\rho}^{(c)}$. Therefore, we also refer to this as a non-informative measurement. The evolution equation for $\theta=\sqrt{\gamma_{I} \delta t}$ follows as:

$$
\begin{align*}
& \left|\psi^{(c) \prime}\right\rangle-\left|\psi^{(c)}\right\rangle \approx \mp i \sqrt{\gamma_{I}} \Delta Z_{j} \boldsymbol{n}_{j}\left|\psi^{(c)}\right\rangle-\frac{1}{2} \gamma_{I} \delta t \boldsymbol{n}_{j}\left|\psi^{(c)}\right\rangle,  \tag{4.164}\\
& \Delta Z_{j}= \pm \sqrt{\delta t} \text { (with equal probabilities). }
\end{align*}
$$

Notably, the evolution does not depend on expectation values. Therefore, we can interpret the evolution as stemming from a random unitary operator for a
time step $\delta t$

$$
\begin{equation*}
\boldsymbol{U}_{j}^{(I)}=\exp \left(i \sqrt{\gamma_{I}} \Delta Z_{j} \boldsymbol{n}_{j}\right) \tag{4.165}
\end{equation*}
$$

Comparing this expression with the non-linear measurement operator in (4.64), we can think of the noise in (4.165) as being imaginary. Therefore we use the superscript $I$, see App. F for more details. So far, we have used $\boldsymbol{U}^{(I)}$ as an unravelling of the dephasing bath. In the following, we first analyze the properties of individual trajectories that evolve under $\boldsymbol{U}^{(I)}$ and $\exp (-i \boldsymbol{H} \delta t)$. Afterwards, we consider the interplay with measurements.

Properties of the random unitary evolution: The describe the dephasing Lindblad dynamics with the help of $\boldsymbol{U}^{(I)}$, we have to sum over the individual trajectories to obtain $\boldsymbol{\rho}_{S}$. However, also individual trajectories display partly similar behavior as the mixed state, as we will consider in the following. Individual trajectories evolve according to:

$$
\begin{equation*}
d \boldsymbol{\rho}^{(c)}=-i\left[\boldsymbol{H}, \boldsymbol{\rho}^{(c)}\right] d t-\frac{\gamma_{I}}{2} \sum_{i=1}^{L}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}^{(c)}\right]\right] d t+i \sqrt{\gamma_{I}} \sum_{i=1}^{L} d Z_{i}(t)\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}^{(c)}\right] . \tag{4.166}
\end{equation*}
$$

Notable feature of this evolution in case of pure states are:

- The stationary entanglement entropy follows a volume law: $\overline{S_{\mathrm{vN}}}(L / 2) \sim L$. The entanglement grows as $\sim \sqrt{t}$, analyzed in Ref. [17] (see also Ref. [246]). See also Fig. 4.19(a).
- Density-density correlations $C_{l}$ become flat and are of the order of $\mathcal{O}\left(L^{-1}\right)$. For an initial Néel state, $C_{l}$ reaches values comparable to an infinite temperature state, see Fig. 4.19(b),(c).
- In the limit $\gamma_{I} / J \gg 1$, the model is equivalent to models studied in, e.g., Refs. [182, 186]. Leading properties are determined by the non-random equilibrium state. However, the coherent evolution gives rise to subleading corrections as was shown in Ref. [182]. The states $\boldsymbol{\rho}_{t \rightarrow \infty}^{(c)}$ still have structure: since the random unitary evolution is Gaussian, the information about the state is encoded in $D_{i j}$. Since the evolution is unitary as well, the quantities $\operatorname{tr}\left[D^{m}\right]$ with $m \in \mathbb{N}$ are constant under the evolution (see also the info box below). The stationary properties are determined by these invariant quantities.

In summary, the evolution due to additional random unitary evolution features similarities with the infinite temperature state, but with subleading corrections (see also Ref. [183]).
Individual ensemble members: In the context of measurements and dephasing, we can roughly interpret the individual trajectories resulting from $\boldsymbol{U}^{(I)}$ as single members of the ensemble ${ }^{46}$. In the following, we analyze to what extent we can use quantum trajectories without averaging over non-informative
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Figure 4.19: Evolution due to hopping Hamiltonian with additional random unitary evolution: (a) Entanglement entropy $S_{v N}(L / 2)$ growth over time. (b) Time evolution of the density-density correlations for different distances $l$ and $L=256$. (c) Stationary density-density correlations for system sizes $L=$ $32-256\left(\gamma_{I} / J=0.5\right.$ with $\left.n_{\text {avg }}=400\right)$.
measurement outcomes to approximate the measurement+dephasing dynamics. Without averaging, the states evolve under (i) unitary evolution from the Hamiltonian, (ii) random unitary evolution due to the non-informative measurements and (ii) non-unitary, non-linear evolution due to measurements:

$$
\begin{align*}
d \boldsymbol{\rho}^{(c)}= & -i\left[\boldsymbol{H}, \boldsymbol{\rho}^{(c)}\right] d t-\frac{\gamma_{I}+\gamma_{M}}{2} \sum_{i=1}^{L}\left[\boldsymbol{n}_{i},\left[\boldsymbol{n}_{i}, \boldsymbol{\rho}^{(c)}\right]\right] d t \\
& +i \sqrt{\gamma_{I}} \sum_{i=1}^{L} d Z_{i}(t)\left[\boldsymbol{n}_{i}-\left\langle\boldsymbol{n}_{i}\right\rangle, \boldsymbol{\rho}^{(c)}\right]  \tag{4.167}\\
& +\sqrt{\gamma_{M}} \sum_{i=1}^{L} d W_{i}(t)\left\{\boldsymbol{n}_{i}-\left\langle\boldsymbol{n}_{i}\right\rangle, \boldsymbol{\rho}^{(c)}\right\} .
\end{align*}
$$

Qualitative picture: The interplay of the two processes is shown in Fig. 4.9 for the example of a single fermion on two lattice sites. For $\gamma_{M}=0$, the dynamics due to the random unitary evolution is strongly fluctuating without a preferred direction (Fig. 4.9(b)). However, once weak measurements are present $\gamma_{M} / J \ll 1$, the additional random unitary evolution will enhance localization, see Fig. 4.9(c).
In hindsight, this bears a resemblance with the interplay of the dephasing bath with measurements. In the limit $\gamma_{B} / J \gg 1$, dephasing enhances phase $(M)$. In the following, we address the question to what extent the resemblance is quantitative. We argue that in the limit $\gamma_{B} / J \gg 1$ and $\gamma_{I} / J \gg 1$, the dynamics on the diagonal of $\boldsymbol{\rho}^{(c)}$ is approximately the same for (i) measurements and dephasing and (ii) measurements and random unitary evolution. Therefore, observables that only depend on the operators $\boldsymbol{n}_{i}$ are comparable in both cases.

## Box 26: Random unitary evolution

The measurement scenario we have discussed in the previous chapters is based on non-linear stochastic Schrödinger equations. In case of the

$$
\begin{array}{cll}
\text { +random unitary: } & + \text { weak non-lin.: } \\
\gamma_{I} / J \gg 1 & \text { (b) } & \gamma_{M} / J \ll 1
\end{array}
$$

(c)




Figure 4.20: Interplay of unitary evolution and different measurements. (a) Unitary evolution; (b) Adding non-informative measurements $\left(\gamma_{M} / J=\right.$ $0, \gamma_{I} / J=10$ ) accompanied by a random unitary evolution. (c) Adding weak informative measurements $\left(\gamma_{M} / J>0\right)$ will lead to a pinning scenario (here: $\left.\gamma_{M} / J=0.2, \quad \gamma_{I} / J=12\right)$.

## continued from page before

random unitary evolution, the dynamics, (4.166), is linear and preserves Gaussian states. See also Ref. [182] for a directly related model. The dynamics of the correlation matrix takes the form

$$
\begin{equation*}
d D_{t}=-i\left[h, D_{t}\right]+i \gamma_{I}\left[D_{t}, d Z_{t}\right] \tag{4.168}
\end{equation*}
$$

where $d Z_{t}=\operatorname{diag}\left(d Z_{1, t}, \ldots, d Z_{N, t}\right)$. The evolution of $D_{t}$ is described by unitary operators $U_{t}$ (here in discrete time):

$$
\begin{equation*}
D_{t+\delta t} \approx e^{-i h \delta t} e^{i \gamma_{I} \Delta Z} D_{t} e^{-i \gamma_{I} \Delta Z_{t}} e^{i h \delta t}=U_{t} D_{t} U_{t}^{\dagger} \tag{4.169}
\end{equation*}
$$

The unitary evolution implies that $\operatorname{tr}\left[D_{t}\right]=$ const., as well as $\operatorname{tr}\left[D_{t}^{m}\right]=$ const. [182]. Therefore, partial information about the initial state is preserved during the evolution. Parallel to the discussion before, we can access the properties of correlation functions by studying replicas. The two replica evolution equation reads (compare also to $[183,186]$ ):

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{t}^{(2 R)}=-i\left[\boldsymbol{H}^{(1)}+\boldsymbol{H}^{(2)}, \boldsymbol{\rho}_{t}^{(2 R)}\right]+\frac{\gamma_{I}}{2} \sum_{i} \mathcal{L}_{\boldsymbol{n}_{i}^{(1)}+\boldsymbol{n}_{i}^{(2)}}\left[\boldsymbol{\rho}_{t}^{(2 R)}\right] . \tag{4.170}
\end{equation*}
$$

In contrast to the previous case, this is a Lindblad-type equation and does not involve a coupling to higher replicas. It is reminiscent of the dephasing fermion model with an additional internal degree of freedom. An in depth analysis for a closely related model can be found in Ref. [186].

### 4.10.3 Effective Dynamics due to additional random unitary Evolution

An important difference between (i) the evolution in the presence of dephasing and measurements and (ii) random unitary evolution and measurements is the
purity of the state. In the first case, the evolved states are mixed, whereas in the second case the states are (or can be) pure. However, observables that are not sensitive to these global features might be comparable in both cases. This is reminiscent of a thermalizing closed quantum system, where we evaluate local observables either with respect to the (globally) pure state or the thermal Gibbs state.

Along this line of thought, we argue that observables like $C_{x}$ and $P_{|A|}$ are comparable within both approaches and the limit $\gamma_{B} / J=\gamma_{I} / J \gg 1$. Both observables only depend on the diagonal entries of $\boldsymbol{\rho}^{(c)}$ as well as $\boldsymbol{\rho}^{(2 R)}$. In the limit $\gamma_{B} / J \gg 1$, the resulting effective dynamics of the diagonal of $\boldsymbol{\rho}^{(c)}$ takes the form in (4.159). Along the same lines, we can derive the effective dynamics on the diagonal for random unitary evolution and measurements for $\gamma_{I} / J \gg 1$. Using the same perturbative approach, the evolution on the diagonal is the same as the one of a dephasing bath ${ }^{47}$. The technical reason is that the additional stochastic term in (4.167) does not act onto the diagonal elements. Furthermore, it does not produce a second order contribution (in contrast to the Hamiltonian) in the perturbation theory. Therefore, the dynamics on the diagonal takes the form (compare again to (4.159)):

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{\|}^{(c)} \approx \frac{\gamma_{M}}{J} \sum_{l} d W_{l}\left\{\boldsymbol{n}_{l}-\left\langle\boldsymbol{n}_{l}\right\rangle, \boldsymbol{\rho}_{\|}^{(c)}\right\}+\frac{2 J}{\gamma_{I}+\gamma_{M}}\left(\mathcal{L}_{1}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]+\mathcal{L}_{2}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]\right) . \tag{4.171}
\end{equation*}
$$

This suggests that in the limit $\gamma_{I} / J \gg 1$, the dynamics relevant for operators depending on $\boldsymbol{n}_{j}$, is approximately the same compared to the dephasing scenario in (4.159) once $\gamma_{I} / J=\gamma_{B} / J \gg 1$.

Remark: Using a different approach to calculate the perturbative dynamics is based on using the interaction picture (discussed in App. G). The result, (G.18), deviates in that it still contains a stochastic, coherent contribution.

Numerical investigation: In Fig. 4.21, the density-density correlations, entanglement entropy and the distribution of $\left\langle\boldsymbol{n}_{i}\right\rangle$ are shown in case of the proxy model (random unitary evolution with measurements). The correlations and the $\left\langle\boldsymbol{n}_{i}\right\rangle$ distributions show the same behavior we have seen for the first model (compare to Fig. 4.17). For $\gamma_{I} / J \gg 1$ and $L=512$, the algebraic scaling in $C_{l}$ is only a transient phenomenon, turning into stronger decay. This behavior could not be resolved in the ensemble approach due to the limitation to $L \leq 256$. Since we are dealing with pure, Gaussian states we also have direct access to the entanglement entropy $S_{\mathrm{vN}}(L / 2)$. For $\gamma_{I} / J \gg 1$, it deviates from the log-law, in accord with the more strongly decaying correlations.

Bosonic description: The aforementioned analysis was focusing on the realm of phase $\left(C_{D}\right)$. Adding random unitary evolution to the QSD dynamics does not spoil an effective description in terms of bosons. Therefore, we study the role of random unitary evolutions (instead of a bath) in the $\left(\gamma_{M}, \gamma_{I}\right)$-phase diagram.
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Figure 4.21: (a) Density-density correlations $C_{l}$ for $\gamma_{I} / J=0,4,7$ and $\gamma_{M} / J=0.2$ (log-log scale for $L=512$ ). (b) Entanglement entropy $\overline{S_{v N}}(L / 2)$ for $\gamma_{I} / J=4,7$ and $\gamma_{M} / J=0.2$, indicating a deviation from the log law (semi-log scale). (c) Distribution of $\left\langle\boldsymbol{n}_{i}\right\rangle$ for $\gamma_{I} / J=4,5,7$ and $\gamma_{M} / J=0.2$ (indicating a trend towards a bimodal distribution for increasing $\gamma_{I} / J ; L=128$ ).

In contrast to dephasing, the random unitary evolution does not enter the inverse propagator $G_{0}^{-1}$ of the relative mode. However, it does affect the initial couplings $\lambda_{ \pm} / m^{2} \rightarrow \frac{1}{2}\left(\frac{\gamma_{M}}{\nu}-\frac{\gamma_{I}}{\nu}\right)$ and therefore modifies the phase diagram (see App. I. 7 for further details ${ }^{48}$ ).

Including the random unitary evolution to the measurement dynamics leads to the same RG equations (4.153). However, the initial couplings depend on $\gamma_{I}$ as well and the phase diagram is shown in Fig. 4.22. In contrast to the bath scenario, the regime $(C)$ (or rather: the combination of $(C)$ and $\left(C_{D}\right)$ in the bath case) is compact, although we expect $\mathrm{a} \sim 1 / \gamma_{M}$ behavior without a transition at finite $\gamma_{B} / J$. The phase diagram depends on the initial coupling strengths, which we have calculated perturbatively for $\gamma_{M} / \nu, \gamma_{I} / \nu \ll 1$. Therefore, we do not expect the analysis to hold beyond $\gamma_{M} / \nu, \gamma_{I} / \nu \ll$ 1.


Figure 4.22: Phase diagram (2nd order $R G$ ) for a bosonic model with measurements $\left(\gamma_{M} / \nu\right)$ and random unitary evolutiopn $\left(\gamma_{I} / \nu\right)$. A darker color indicates the growth of couplings under the $R G$ and a lighter color indicates a shrinking of the couplings. The darker island for $\gamma_{M} / \nu \leq 0.1$ corresponds to a regime of slowly growing couplings (which finally diverge).

Remark: The modified initial couplings depend on $\left(\gamma_{M}-\gamma_{I}\right) / \nu$, which can become small in the blue island region

[^65]in Fig. 4.22. Here, the second order corrections are larger than the first order corrections.

### 4.11 Summary, Limitations and Outlook

In this chapter, we have discussed four different approaches to measurementinduced dynamics in the presence of dephasing, each having its advantages and shortcomings. Before discussing each individually, we outline the implications of the results. One challenging question in the area of measurement-induced transitions is how to extract 'observables' like $\overline{\langle\boldsymbol{\mathcal { O }}\rangle^{2}}$ experimentally. Formally, this would require multiple copies of the same state or differently put: multiple experiments with the same measurement outcomes. To circumvent this issue, one can ask if $\langle\boldsymbol{\mathcal { O }}\rangle$ can be approximated by using $n$ trajectories with only partly agreeing measurement outcomes $\vec{m}$. Using such a subset of trajectories to approximate $\langle\boldsymbol{\mathcal { O }}\rangle$ is related to using the 'effective' conditional state $\boldsymbol{\rho}_{\vec{m}}^{(c)}$ :

$$
\begin{equation*}
\langle\mathcal{O}\rangle \approx \frac{1}{n} \sum_{i=1}^{n}\left\langle\psi_{\vec{m}}^{(i)}\right| \mathcal{O}\left|\psi_{\vec{m}}^{(i)}\right\rangle \approx \operatorname{tr}\left[\boldsymbol{\mathcal { O }} \boldsymbol{\rho}_{\vec{m}}^{(c)}\right] \quad \text { with } \quad \boldsymbol{\rho}_{\vec{m}}^{(c)} \approx \frac{1}{n} \sum_{i=1}^{n}\left|\psi_{\vec{m}}^{(i)}\right\rangle\left\langle\psi_{\vec{m}}^{(i)}\right| . \tag{4.172}
\end{equation*}
$$

However, since only a fraction of the measurement outcomes are equivalent, the conditional state corresponds to an imperfect measurement with $\eta<1$ (or $\gamma_{B} \neq 0$ ). If we treat $\boldsymbol{\rho}_{\vec{m}}^{(c)}$ as a proxy for a perfect measurement scenario $(\eta=1)$, we can be misguided since $\langle\mathcal{O}\rangle_{\eta>0} \neq\langle\mathcal{O}\rangle_{\eta=0}$. Even taking $\eta<1$ into account can still hinder us from analyzing the ideal measurement-induced transition, since the phase described by $\eta \ll 1$ can be different from the phase at $\eta \sim 1$. Nevertheless, this is another variant of the issue we raised at the beginning of the chapter: How to experimentally detect the transitions? A possibility is the aforementioned post-selection, which becomes intractable for large systems/long time evolutions. An alternative approach are pre-selections as recently investigated [169] or the use of only a few ancilla systems for tracking the purification dynamics (as we have discussed for $\gamma_{B}=0$ ) [33, 165].

In the following, we briefly collect some of the more technical issues and open questions from the different fermionic and bosonic approaches used in this chapter.

Fermionic approaches: The first fermionic approach (numerical solution of the conditional master equation) is limited to small system sizes, but gives access to correlations as well as entanglement measures. The complementary quantum trajectory approach for large systems already involves further approximations (e.g. the restriction of the number of ensemble members) and only grants efficient access to quantities like $C_{i j}$ and $P_{|A|}$ and is not well controlled. In the last approach, we considered a perturbative treatment in the limit $\gamma_{B} / J \gg 1$ of strong dephasing. We compared the perturbative dynamics with the dynamics due to random unitary evolutions replacing the bath dynamics. In the limit $\gamma_{B} / J \gg 1$, both approaches give rise to the same dynamics on the diagonal of $\boldsymbol{\rho}^{(c)}$. This in turn justifies the usage of a finite ensemble of quantum trajectories. As long as we focus onto observables which are functions of $\boldsymbol{n}_{j}: f\left(\left\{\boldsymbol{n}_{j}\right\}\right)$, also individual pure states in the ensemble behave similar to $\boldsymbol{\rho}^{(c)}$. The perturbative treatment also reveals a competition between 'localizing' measurements and diffusion on the diagonal. Nevertheless, it is an open question if this perturbative
model can capture the transition from phase $\left(C_{D}\right)$ to $(M)$.

Bosonic approach: We described the long distance physics for $L \rightarrow \infty$ in terms of an effective bosonic model, which is amenable to a momentum shell RG [19, 188]. It is an effective description with the same universal properties as the fermionic model. In this description, also fermionic interactions like [70]

$$
\begin{aligned}
& \boldsymbol{n}_{ \pm, x} \boldsymbol{n}_{ \pm, x} \rightarrow\left(\partial_{x} \boldsymbol{\phi}_{x} \mp \partial_{x} \boldsymbol{\theta}_{x}\right)^{2}, \\
& \boldsymbol{n}_{+, x} \boldsymbol{n}_{-, x} \rightarrow\left(\partial_{x} \boldsymbol{\phi}_{x}\right)^{2}-\left(\partial_{x} \boldsymbol{\theta}_{x}\right)^{2},
\end{aligned}
$$

can be incorporated and only modify the quadratic sector of the bosonic model. Nonetheless, this approach also has shortcomings. In the presence of heating, the description will eventually break down for long times (see Refs. [218, 243]) and will not be able to describe the heating of the fermionic system anymore. This is plausible since the bosonic model is based on the bosonization of the Dirac model. The Dirac model in turn can be seen as an effective description of the fermionic lattice model close to $\pm k_{F}$, but with an infinite set of non-physical states added. This becomes problematic once these modes get excited, as the heating dynamics will eventually do. In the absence of a bath, this can affect the heating absolute mode, which nevertheless will not change the overall physical picture. However, in the presence of a bath and in the regime $\left(C_{D}\right)$, the effect onto the relative mode might not be ignored anymore.

Role of purity: Physically, we distinguished three different phases: $(C),\left(C_{D}\right)$ and $(M)$. We associated phase $\left(C_{D}\right)$ with a strong suppression of the offdiagonal elements in $\rho^{(2 R)}$ (in accord with the emergence of a term $\sim T_{\text {eff }} \phi_{q}^{(r) 2}$ in the bosonic replica action). As we have already noted in passing, for monitored bosonic CFT's, the purity was extracted in Ref. [193]. In case of imperfect measurements $(\eta<1)$, the purity is exponentially suppressed in the system size. Since we expect phase $(C)$ to be described effectively by a CFT, it seems doubtful to use the purity as a measure to distinguish this phase from $\left(C_{D}\right)$ in the thermodynamic limit. From the symmetry point of view, it was argued in other models that the explicit breaking of replica exchange symmetries due to bulk decoherence (can) lead to (i) a volume law scaling in $\overline{S_{\mathrm{vN}}}$ [20] and/or (ii) even the maximally mixed state [173]. This would be in line with an extensive scaling of the Renyi entropy $\overline{S^{(2)}}$ and an exponentially suppressed purity in the whole phase diagram. However, this does not automatically imply the washing out of measurement-induced phases in the presence of a bath (as, e.g., in Ref. [175]). In the presence of additional physical symmetries, as is the case for the fermionic model at hand or the $\mathbb{Z}_{2}$ symmetric models studied in Refs. [20, 172], different phases can stay intact. To characterize the phases from an information theoretical point of view and to circumvent the above mentioned issue, the entanglement negativity could be a valuable tool [173, 174, 193, 219, 240, 241]. However, it can be a challenging task to extract if from a (bosonic) field theory (but was achieved for, e.g., boundary driven models by mapping to a statistical physics model [173]). In this light, it is an open question how to relate the new emergent mass/'temperature' scale in the relative mode and phase $\left(C_{D}\right)$ to observable consequences and/or information theoretical measures.

Quality of phase transitions: From the analysis above, the RG gives evidence
for the stability of phase $(C)$ in a finite parameter region. Less clear instead (from the RG perspective) are the properties and transitions between the other phases, which we expect to be partly rooted in the insufficiency of the bosonic model (see discussion before). Due to the numerical challenges for strongly mixed and non-Gaussian states, we cannot make a sharp prediction about these transitions (or crossovers) in the thermodynamic limit based on simulations. However, some limitations might be overcome with alternative methods like, e.g., matrix product states [216, 218, 247, 248]. Nevertheless, strong dephasing can also lead to a simplification by reducing the quantum dynamics onto dynamics on the diagonal of the density matrix (as outlined in the last section). It is an interesting but open question if a transition between $\left(C_{D}\right)$ and $(M)$ can be effectively described in this setup and whether a 'classical' phase transition is emerging.

Dynamical perspective: In the absence of a bath, the dynamical purification can be used to identify possible phase transitions [31, 165] (see Sec. 4.5.2). We expect that a similar strategy should be possible in the presence of a bath: the mutual information $I_{m}$ (or similar quantities) between one or a few ancillas, initially entangled with the system, can be tracked. For an example, see Fig. 4.23. For long times, system and ancilla 'decorrelate' with an exponential decay of $\overline{I_{m}}(t)$. Adapting the findings for $\gamma_{B}=0$, we hypothesize that the corresponding decay time scale in $\overline{I_{m}}(t)$ should have a $L$-dependent scaling for phase (C).


Figure 4.23: Mutual information $\overline{I_{m}(S, B)}$ between an ancilla qubit ( $B$ ) and an imperfectly ( $\eta=0.9$ ) monitored fermion system $(S)$ of size $L$ and $L / 2$ fermions for $\gamma / J=$ 0.2 .

Relation to other methods: The measurement-induced transitions are based on the properties of the individual quantum trajectories. In earlier works, the statistical properties of quantum (jump) trajectories have been studied in [249251] based on the probability $P_{t}(K)=\operatorname{tr}\left[\boldsymbol{\rho}^{(K)}(t)\right]$ to find $K$ events/quantum jumps induced by the dynamics at time $t$. This question can be mapped onto a generalized quantum master equation. The leading properties of the dynamics are described by the largest eigenvalue of this master equation. This approach is still based on a single 'replica', therefore it is not clear whether this strategy can be adapted to measurement-induced transitions where the transition is masked at the level of linear averages.

## 5 Conclusion

In the last chapters, we have investigated (dynamic) settings in quantum systems ranging from ground state settings for static Hamiltonians $\boldsymbol{H}$, to timedependent Hamiltonians $\boldsymbol{H}(t)$ and environmental dephasing and measurements. In all these scenarios, as well as their interplay, a collective behavior like phase transitions and universality can emerge. The models we have discussed are directly or indirectly related to elementary spin models with Hamiltonian $\boldsymbol{H}$, measured operators $\boldsymbol{M}_{l}$ (with projection operators $\boldsymbol{P}_{l, \pm}$ ) and Lindblad operators $\boldsymbol{L}_{l}$ :

$$
\begin{align*}
\text { Hamiltonian: } & \boldsymbol{H}=-g \sum_{l} \boldsymbol{\sigma}_{l}^{z}-J_{x} \sum_{l} \boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+1}^{x}-J_{y} \sum_{l} \boldsymbol{\sigma}_{l}^{y} \boldsymbol{\sigma}_{l+1}^{y},  \tag{5.1}\\
\text { measurements: } & \boldsymbol{M}_{l}=\boldsymbol{\sigma}_{l}^{z}, \quad \boldsymbol{P}_{l, \pm}=\frac{1}{2}\left(\mathbb{1} \pm \boldsymbol{\sigma}_{l}^{z}\right),  \tag{5.2}\\
\text { dephasing: } & \boldsymbol{L}_{l}=\frac{1}{2}\left(\mathbb{1}-\boldsymbol{\sigma}_{l}^{z}\right) . \tag{5.3}
\end{align*}
$$

Phase transitions and universality are closely related to the symmetries of the (competing) terms. In the ground state and driven scenario, the competition is rooted in the non-commuting transversal field term $(g)$ and the XY terms $\left(J_{x} \neq J_{y}\right)$ with a shared $\mathbb{Z}_{2}$ symmetry. In case of measurements, the competition is similar, but the model features a $U(1)$ symmetry $^{1}\left(J_{x}=J_{y}, g=0\right)$.

In case of a slow drive, we have shown that the universal breaking of adiabaticity (and connected observable behavior) can result from equilibrium relevant and irrelevant couplings at the level of the model (5.1). Drives along or across a phase boundary can reveal different scaling, but universal, exponents associated with the different driven couplings. This analysis complements the RG analysis in Ref. [41]. However, the quadratic setting hints at two challenges. Firstly, there are indications that long drives are needed to make the scaling from equilibrium irrelevant couplings observable. Secondly, the associated scalings become observable only for drives that run nearly parallel to the phase boundary. Therefore, it seems that an experimental realization requires good control of the parameters involved and long coherence times. However, these are in parts model-dependent properties. So far, we confined the model-based analysis to quadratic (fermion) models. The RG analysis instead also applies for interacting theories. Therefore, a further step to substantiate the possibilities

[^66]and limitations of the generalized KZM should be the investigation of interacting models. Complementarily, the investigation of the generalized KZM in quantum simulations of the transverse XY or similar models would be interesting. An alternative implementation for drives of irrelevant couplings could be based on Ising Hamiltonians ( $J_{y}=0$ ) with additional controllable terms like $g_{2}(t) \sum_{l} \boldsymbol{\sigma}_{l}^{z} \boldsymbol{\sigma}_{l+1}^{z}$. The coupling $g_{2}$ is as well irrelevant at equilibrium [2].

Making use of unitary evolution and measurements, an extended critical phase can be stabilized in (free) fermion models [18]. We have shown that this phase is also stable against weak dephasing. On the one hand, dephasing can emerge due to the coupling to, e.g., a bosonic (e.g., phonon) bath or in the context of optical lattices [51]. On the other hand, it describes imperfect measurements where a fraction of the measurement outcomes are not known to the observer. Therefore, the stability against weak dephasing also implies the robustness against some imperfections in the measurements. For strong dephasing and weak measurements, we found indicators for a new phase, still displaying scale invariant behavior for the dynamics on the diagonal of $\boldsymbol{\rho}^{(c)}$. In contrast, we hypothesize that measures like the entanglement negativity are suppressed in this phase. However, the numerical as well as analytical methods we chose are challenged by the strongly mixed properties and the non-Gaussian ones in the presence of strong dephasing. Therefore, the properties of this new phase and the quality of the phase transition (or crossover) are still not fully settled.

In the above setting, the measurement and bath operators commute (similar to the case discussed in Ref. [32]). However, depending on, e.g., the NISQ devices under consideration, other sources of decoherence might become important, which do not necessarily commute with either the Hamiltonian nor the measurement operators. This in turn can enrich the competitions and possible phases. Finally, one challenge in the realm of measurement-induced transitions is the detection in experiments. Approaches to make active use of the measurement outcomes in the form of outcome-dependent feedback is an interesting (and open) investigation [169, 171, 252].

Acknowledgements: First of all, I would like to thank Sebastian for the chance to work in his group and dive into diverse topics in the realm of nonequilibrium physics. I am glad that we often had the chance for extended and helpful discussions. Here, Sebastian always provided the bigger picture (not my personal strength to be honest). Furthermore, he supported my decision and plans to go into a teaching direction. I am very grateful for that.

Staying some years at the institute also gave me the chance to teach many different tutorials, where I discovered my enthusiasm for teaching. Therefore, the time during the doctorate was not only a scientific experience, but also clarified for me what I would like to do afterwards.

Furthermore, I like to thank Steven for the collaboration on the KibbleZurek project and for the countless and fruitful discussions we had regarding its details (over a cup of tea). Another thanks goes to Nico, Bernhard, Ori and all other members of our office and the group during the time - in particular for moral support. Similarly, I like to thank my parents and my brother for constant support and interest in what (and how) I am doing.

There are two persons, who I like to mention explicitly: Michael and Clara. The collaboration with Michael taught me a lot about (non-equilibrium) physics and how to think more physically about the problems at hand. Michael always had an open ear for my (detail) questions. Furthermore, and maybe even more importantly, he could always calm be down when I was running into another problem that seemed to be unsolvable. Many thanks for the support and also helpful comments during the last stages of the doctorate. Here, I also like to thank Petra for prove reading the thesis. Finally, I like to thank Clara. I am not (always) a simple person, in particular in regard to physics/work. Clara always kept a clear head and structured mine. Without her there would presumably be no thesis (yet).

## A Gaussian States

Even though the (typical) time evolution of a quantum mechanical state is linear, a complexity arises due to the exponentially large (in the number of particles) Hilbert space, which can make it difficult to access large system sizes. One class of states, which withstands this problem, are 'Gaussian' states, where a parametrization in terms of a polynomial number of parameters is possible. In the following, we will summarize some of the important properties of Gaussian states, used in the main text. A very readable reference, which will use throughout is Ref. [63].

The discussions in Secs. A.1-A. 3 are partly adapted and extended from the publications [42, 147].

Similarly as a Gaussian distribution, fermionic Gaussian states are fully characterized by the second moments of the basic operators, the creation and annihilation operators $\boldsymbol{c}_{i}^{\dagger}, \boldsymbol{c}_{i}:\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle,\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}^{\dagger}\right\rangle,\left\langle\boldsymbol{c}_{i} \boldsymbol{c}_{j}\right\rangle$. Higher moments are entirely determined by these expectation values (Wicks' theorem).
Field theory: One form we encounter in Sec. 2.2.2 are Gaussian field theories. Here, the action is quadratic in terms of Grassmann fields:

$$
\begin{equation*}
S=\overrightarrow{\vec{\psi}}^{T} M \vec{\psi} \tag{A.1}
\end{equation*}
$$

with some matrix $M$. In this case, the calculation of expectation values is reduced to calculating Gaussian integrals (see, e.g., Ref. [52]).

Operator perspective: At the operator level, a fermionic Gaussian state is defined as [63]:

$$
\begin{align*}
& \boldsymbol{\rho}=\frac{1}{Z} \exp \left(-\overrightarrow{\boldsymbol{c}}^{\dagger} h \overrightarrow{\boldsymbol{c}}\right), \quad Z=\operatorname{tr}\left[\exp \left(-\overrightarrow{\boldsymbol{c}}^{\dagger} h \overrightarrow{\boldsymbol{c}}\right)\right],  \tag{A.2}\\
& \overrightarrow{\boldsymbol{c}}^{T}=\left(\boldsymbol{c}_{1}, \ldots \boldsymbol{c}_{l}, \boldsymbol{c}_{1}^{\dagger}, \ldots, \boldsymbol{c}_{L}^{\dagger}\right) \tag{A.3}
\end{align*}
$$

for some given hermitian matrix $h$. We can interpret $\boldsymbol{\rho}$ as the thermal state of the effective Hamiltonian $\beta \boldsymbol{H}=\frac{1}{2} \overrightarrow{\boldsymbol{c}}^{\dagger} h \overrightarrow{\boldsymbol{c}}$. Its properties are encoded in the correlation matrix $G$ :

$$
G_{c, m n}=\left(\begin{array}{ll}
\left\langle\boldsymbol{c}_{m} \boldsymbol{c}_{n}^{\dagger}\right\rangle & \left\langle\boldsymbol{c}_{m} \boldsymbol{c}_{n}\right\rangle  \tag{A.4}\\
\left\langle\boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{n}^{\dagger}\right\rangle & \left\langle\boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{n}\right\rangle
\end{array}\right) .
$$

To relate $G_{c, m n}$ with the matrix $h$, we can first use a Bogoliubov/fermionic
transformation $U$ to diagonalize the Hamiltonian:

$$
\begin{equation*}
\overrightarrow{\boldsymbol{c}}^{\dagger} h \overrightarrow{\boldsymbol{c}}=\sum_{l} \epsilon_{l}\left(\chi_{l}^{\dagger} \chi_{l}-\chi_{l} \chi_{l}^{\dagger}\right), \quad \tilde{D}=U^{\dagger} h U \tag{A.5}
\end{equation*}
$$

In terms of the $\chi$ fermions, the correlation matrix is given by

$$
G_{\chi, m n}=\left(\begin{array}{cc}
\left\langle\boldsymbol{\chi}_{m} \boldsymbol{\chi}_{n}^{\dagger}\right\rangle & \left\langle\boldsymbol{\chi}_{m} \boldsymbol{\chi}_{n}\right\rangle  \tag{A.6}\\
\left\langle\boldsymbol{\chi}_{m}^{\dagger} \boldsymbol{\chi}_{n}^{\dagger}\right\rangle & \left\langle\boldsymbol{\chi}_{m}^{\dagger} \boldsymbol{\chi}_{n}\right\rangle
\end{array}\right)=\left(\begin{array}{cc}
\delta_{m n}\left(1-\left\langle\boldsymbol{\chi}_{m}^{\dagger} \boldsymbol{\chi}_{m}\right\rangle\right) & 0 \\
0 & \delta_{m n}\left\langle\boldsymbol{\chi}_{m}^{\dagger} \boldsymbol{\chi}_{m}\right\rangle
\end{array}\right) .
$$

Therefore, all information is encoded in the occupations $\left\langle\boldsymbol{\chi}_{m}^{\dagger} \boldsymbol{\chi}_{m}\right\rangle$. They are related to the energies of the Hamiltonian according to [63]:

$$
\begin{equation*}
\left\langle\boldsymbol{\chi}_{m}^{\dagger} \boldsymbol{\chi}_{m}\right\rangle=\frac{1}{1+e^{2 \epsilon_{m}}} \tag{A.7}
\end{equation*}
$$

To obtain the correlation matrix $G_{c, m n}$ of the original fermions, the same transformation $U$ can be used: $G_{c}=U G_{\chi} U^{\dagger}$.

- Purity: The density matrix is pure in the limit $\epsilon_{m} \rightarrow \pm \infty$. In terms of the correlation matrix, this translates into [63]:

$$
\begin{equation*}
\text { purity condition: } \quad G^{2}=G \tag{A.8}
\end{equation*}
$$

In case of particle number conservation (relevant for our measurement discussion) and $\left\langle\boldsymbol{c}_{i} \boldsymbol{c}_{j}\right\rangle \equiv 0$, all information is encoded in

$$
\begin{equation*}
D_{i j}:=\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle \tag{A.9}
\end{equation*}
$$

Here, $D_{i j}$ is the correlation matrix used in the main text. The purity condition is similarly given by $D^{2}=D$.

- Wick's theorem: The aforementioned Wick's theorem allows us to express arbitrary expectation values with respect to the 2-operator correlation functions.

Field theory: In case of the expectation values of $2 N$ fields [52]:

$$
\left\langle\psi_{m_{1}} \psi_{m_{2}} \ldots \psi_{m_{N}} \bar{\psi}_{l_{N}} \ldots \bar{\psi}_{l_{1}}\right\rangle=\sum_{P} \operatorname{sgn}(P) M_{m_{1} l_{P 1}}^{-1} \ldots M_{m_{N} l_{P N}}^{-1}
$$

the result is given by the sum (all possible permutations $P$ ) over the product of pairings $\left\langle\psi_{m} \bar{\psi}_{l}\right\rangle=M_{m l}^{-1}$ (see Ref. [52] for more details).

Operator perspective: Given a set of creation and annihilation operators, a similar results holds. For example, the expectation value of four operators gives rise to all terms where two operators are paired up (taking into account possible signs in case of fermions) [17, 253]. In case of number conservation, this example reads:

$$
\begin{equation*}
\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{l}\right\rangle=\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle\left\langle\boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{l}\right\rangle+\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{l}\right\rangle\left\langle\boldsymbol{c}_{j} \boldsymbol{c}_{k}^{\dagger}\right\rangle \tag{A.10}
\end{equation*}
$$

In case of bosons, a similar strategy can be applied (though additional possible signs are absent). However, some care has to be taken once the expectation
values like $\langle\boldsymbol{b}\rangle \neq 0$ in the bosonic case.

- Time evolution with quadratic Hamiltonians: The important feature of Gaussian states is that they stay Gaussian during the time evolution with a (time-dependent) quadratic Hamiltonian: $\boldsymbol{U}(t)=\boldsymbol{T} \exp \left(-i \int^{t} \boldsymbol{H}\left(t^{\prime}\right) d t^{\prime}\right)$ (where $\boldsymbol{T}$ denotes the time ordering operator) (see also Ref. [63]). The time evolved state takes the form $\boldsymbol{U} \boldsymbol{\rho} \boldsymbol{U}^{\dagger}$, though it is enough to consider the one product of exponentials of the form $e^{\boldsymbol{X}} e^{\boldsymbol{Y}}=e^{\boldsymbol{Z}}$, with $e^{\boldsymbol{X}}=\boldsymbol{U}, e^{\boldsymbol{Y}}=\boldsymbol{\rho}$. Both $\boldsymbol{X}, \boldsymbol{Y}$ are quadratic in the creation and annihilation operators. According to the Baker-Campbell-Hausdorff formula, the operator $\boldsymbol{Z}$ is built from commutators of $\boldsymbol{X}, \boldsymbol{Y}$, which in turn can always be reduced to the form $[\boldsymbol{A B}, \boldsymbol{C D}]$ with $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}, \boldsymbol{D} \in\left\{\boldsymbol{c}_{i}, \boldsymbol{c}_{j}^{\dagger}\right\}$. Due to the canonical (anti-)commutation relations, any such commutator remains quadratic in the creation/annihilation operators:

$$
\begin{equation*}
[\boldsymbol{X}, \boldsymbol{Y}] \rightarrow[\boldsymbol{A B}, \boldsymbol{C} \boldsymbol{D}]=\left((\text { at most }) \text { quadratic in } \boldsymbol{c}, \boldsymbol{c}^{\dagger}\right) . \tag{A.11}
\end{equation*}
$$

Therefore, any further commutator also fulfills:

$$
\begin{equation*}
\left[\boldsymbol{E} \boldsymbol{F},[\boldsymbol{A B}, \boldsymbol{C} \boldsymbol{D}]=\left((\text { at most }) \text { quadratic in } \boldsymbol{c}, \boldsymbol{c}^{\dagger}\right) .\right. \tag{A.12}
\end{equation*}
$$

Together with the Baker-Campbell-Hausdorff formula, this guarantees that $\boldsymbol{Z}$ in $e^{\boldsymbol{X}} e^{\boldsymbol{Y}}=e^{\boldsymbol{Z}}$ is a quadratic operator as well: a Gaussian state stays Gaussian.

Entanglement entropy (for the transverse XY model): Since the ground state for the transverse XY model is a Gaussian state, all information is contained in the covariance or correlation matrix. In terms of the quasi-particles in momentum space, the correlation matrix takes a simple form, which can afterwards be transformed into the one for the original fermions:

$$
G_{\chi, k}=\left(\begin{array}{cc}
1 & 0  \tag{A.13}\\
0 & 0
\end{array}\right), \quad G_{c, k}=U_{k} G_{\chi, k} U_{k}^{\dagger}=\left(\begin{array}{ll}
\left|u_{k}\right|^{2} & u_{k} v_{k}^{*} \\
u_{k}^{*} v_{k} & \left|v_{k}\right|^{2}
\end{array}\right)
$$

In real space, the correlations are obtained as (see, e.g., Ref. [12, 176]):

$$
G_{c, m n}=\left(\begin{array}{ll}
\left\langle\boldsymbol{c}_{m} \boldsymbol{c}_{n}^{\dagger}\right\rangle & \left\langle\boldsymbol{c}_{m} \boldsymbol{c}_{n}\right\rangle \\
\left\langle\boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{n}^{\dagger}\right\rangle & \left\langle\boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{n}\right\rangle
\end{array}\right)\left\{\begin{array}{l}
\left\langle\boldsymbol{c}_{m} \boldsymbol{c}_{n}^{\dagger}\right\rangle=\frac{1}{L} \sum_{k}\left\langle\boldsymbol{c}_{k} \boldsymbol{c}_{k}^{\dagger}\right\rangle e^{i k a(m-n)}, \\
\left\langle\boldsymbol{c}_{m} \boldsymbol{c}_{n}\right\rangle=\frac{e^{i \pi / 2}}{L} \sum_{k}\left\langle\boldsymbol{c}_{k} \boldsymbol{c}_{-k}\right\rangle e^{i k a(m-n)}
\end{array}\right.
$$

Knowledge of the correlation functions in real space is sufficient to further determine, e.g., the entanglement between two subsystems. Following Ref. [63], for Gaussian states the information about a subsystem $A$ for an observer limited to that subsystem is given by the correlation matrix restricted to $A$. In case of $G$ or $D$ we write $\left.G\right|_{A}$ or $\left.D\right|_{A}$ respectively. Therefore, the reduced density matrix $\boldsymbol{\rho}_{A}$ is itself a Gaussian state. The entanglement entropy in turn only depends on the eigenvalues of $\rho_{A}$, which we can obtain from the known correlation matrix. In terms of the 'diagonalized' form of $\boldsymbol{\rho}_{A}$ (with occupations $\left\langle\boldsymbol{\chi}_{l}^{\dagger} \boldsymbol{\chi}_{l}\right\rangle$ ), the entropy is given by $[8,63])$ :

$$
\begin{equation*}
S_{\mathrm{vN}}(A)=-\sum_{l \in A}\left(\left\langle\boldsymbol{\chi}_{l}^{\dagger} \boldsymbol{\chi}_{l}\right\rangle \ln \left(\left\langle\boldsymbol{\chi}_{l}^{\dagger} \boldsymbol{\chi}_{l}\right\rangle\right)+\left(1-\left\langle\boldsymbol{\chi}_{l}^{\dagger} \boldsymbol{\chi}_{l}\right\rangle\right) \ln \left(1-\left\langle\boldsymbol{\chi}_{l}^{\dagger} \boldsymbol{\chi}_{l}\right\rangle\right)\right) . \tag{A.14}
\end{equation*}
$$

Practically, this means that we can calculate $S_{\mathrm{vN}}(A)$ by diagonalizing the correlation matrix $\left.G\right|_{A}$ and inserting the eigenvalues (= occupations) in (A.14).

## A. 1 Jordan-Wigner Transformation

The Jordan-Wigner transformation [254] (see also Refs. [2, 11, 55-57, 60, 141, 142, 255-258]) describes spin- $\frac{1}{2}$ operators in terms of non-local strings of fermion operators. The spin operators are $\boldsymbol{\sigma}_{l}^{x}, \boldsymbol{\sigma}_{l}^{y}, \boldsymbol{\sigma}_{l}^{z}$ at lattice site $l$. They fulfill the commutation relations $\left[\boldsymbol{\sigma}_{l}^{\alpha}, \boldsymbol{\sigma}_{m}^{\beta}\right]=2 i \epsilon_{\alpha \beta \gamma} \boldsymbol{\sigma}_{l}^{\gamma} \delta_{l m}$. Equivalently, we can use the operators $\boldsymbol{\sigma}_{l}^{ \pm}, \boldsymbol{\sigma}_{l}^{z}$ with

$$
\left.\begin{array}{l}
\boldsymbol{\sigma}_{l}^{+}=\frac{1}{2}\left(\boldsymbol{\sigma}_{l}^{x}+i \boldsymbol{\sigma}_{l}^{y}\right),  \tag{A.15}\\
\boldsymbol{\sigma}_{l}^{-}=\frac{1}{2}\left(\boldsymbol{\sigma}_{l}^{x}-i \boldsymbol{\sigma}_{l}^{y}\right),
\end{array}\right\} \quad\left[\boldsymbol{\sigma}_{l}^{ \pm}, \boldsymbol{\sigma}_{m}^{z}\right]=\mp 2 \boldsymbol{\sigma}_{l}^{ \pm} \delta_{l m} .
$$

The fermionic operators instead are defined by

$$
\begin{equation*}
\left\{\boldsymbol{c}_{l}, \boldsymbol{c}_{m}^{\dagger}\right\}=\delta_{l m}, \quad\left\{\boldsymbol{c}_{l}, \boldsymbol{c}_{m}\right\}=\left\{\boldsymbol{c}_{l}^{\dagger}, \boldsymbol{c}_{m}^{\dagger}\right\}=0 \tag{A.16}
\end{equation*}
$$

Locally, spins and fermions behave similarly though spin operators at different lattice sites commute whereas fermion operators anti-commute. To reinstall commutation relations, a string $\prod_{m<n}\left(1-2 \boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{m}\right)$ is added. It takes the number parity to the left of the fermion into account, such that the spin operators are expressed as

$$
\left.\begin{array}{l}
\boldsymbol{\sigma}_{n}^{z}=1-2 \boldsymbol{c}_{n}^{\dagger} \boldsymbol{c}_{n},  \tag{A.17}\\
\boldsymbol{\sigma}_{n}^{x}=\left(\boldsymbol{c}_{n}^{\dagger}+\boldsymbol{c}_{n}\right) \prod_{m<n}\left(1-2 \boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{m}\right), \\
\boldsymbol{\sigma}_{n}^{y}=i\left(\boldsymbol{c}_{n}^{\dagger}-\boldsymbol{c}_{n}\right) \prod_{m<n}\left(1-2 \boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{m}\right),
\end{array}\right\} \quad \boldsymbol{\sigma}_{n}^{-}=\boldsymbol{c}_{n}^{\dagger} \prod_{m<n}\left(1-2 \boldsymbol{c}_{m}^{\dagger} \boldsymbol{c}_{m}\right)
$$

Alternatively, we can express fermions in terms of spins:

$$
\begin{equation*}
\boldsymbol{c}_{l}^{\dagger}=\boldsymbol{\sigma}_{l}^{-} \prod_{m<l} \boldsymbol{\sigma}_{m}^{z}, \quad \boldsymbol{c}_{l}=\boldsymbol{\sigma}_{l}^{+} \prod_{m<l} \boldsymbol{\sigma}_{m}^{z} . \tag{A.18}
\end{equation*}
$$

The relevant scenarios for our discussion are interaction between nearest-neighbor (or second-nearest-neighbor) spins. The typical terms take the following form in the fermionic representation:

$$
\begin{array}{ll}
\text { real space } & \text { mom. space } \\
\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j+1}+\boldsymbol{c}_{j+1}^{\dagger} \boldsymbol{c}_{j}=\frac{1}{2}\left[\boldsymbol{\sigma}_{j}^{x} \boldsymbol{\sigma}_{j+1}^{x}+\boldsymbol{\sigma}_{j}^{y} \boldsymbol{\sigma}_{j+1}^{y}\right] & \rightarrow 2 \cos (k a) \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{k} \\
\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j+1}^{\dagger}+\boldsymbol{c}_{j+1} \boldsymbol{c}_{j}=\frac{1}{2}\left[\boldsymbol{\sigma}_{j}^{x} \boldsymbol{\sigma}_{j+1}^{x}-\boldsymbol{\sigma}_{j}^{y} \boldsymbol{\sigma}_{j+1}^{y}\right] & \rightarrow \sin (k a)\left(\boldsymbol{c}_{-k}^{\dagger} \boldsymbol{c}_{k}^{\dagger}+\boldsymbol{c}_{k} \boldsymbol{c}_{-k}\right) \\
\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j+2}+\text { h.c. }=\frac{1}{2}\left[\boldsymbol{\sigma}_{j}^{x} \boldsymbol{\sigma}_{j+2}^{x}+\boldsymbol{\sigma}_{j}^{y} \boldsymbol{\sigma}_{j+2}^{y}\right] \boldsymbol{\sigma}_{j+1}^{z} & \rightarrow 2 \cos (2 k a) \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{k} \\
\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j+2}^{\dagger}+\text { h.c. }=\frac{1}{2}\left[\boldsymbol{\sigma}_{j}^{x} \boldsymbol{\sigma}_{j+2}^{x}-\boldsymbol{\sigma}_{j}^{y} \boldsymbol{\sigma}_{j+2}^{y}\right] \boldsymbol{\sigma}_{j+1}^{z} & \rightarrow \sin (2 k a)\left(\boldsymbol{c}_{-k}^{\dagger} \boldsymbol{c}_{k}^{\dagger}+\boldsymbol{c}_{k} \boldsymbol{\boldsymbol { c } _ { - k }}\right) \tag{A.19}
\end{array}
$$

## A. 2 Gaussian States in Measurement Scenarios

Time evolution in the presence of measurements:
In the following, we briefly list the kind of states we are dealing with depending on the scenario:

- An initial Gaussian state stays Gaussian under the unitary evolution due to a quadratic Hamiltonian. Furthermore, if we add additional measurements, the evolved state is still Gaussian. For the model discussed in Sec. 4.4, we first sort the dynamic contributions according to trivial operators and non-trivial ones with $\boldsymbol{n}_{j}^{2}=\boldsymbol{n}_{j}$. The time evolution operator reads

$$
\begin{equation*}
\boldsymbol{U}_{j, t}^{(R)} \approx(\text { factor }) \cdot \exp \left(\left[\Delta W_{j} \sqrt{\delta t}-\delta t\left(1-2\left\langle\boldsymbol{n}_{j}\right\rangle\right)\right] \boldsymbol{n}_{j}\right) \tag{A.20}
\end{equation*}
$$

where the prefactor only changes the overall norm of the state (not relevant for single trajectories). In summary, this operator also preserves the Gaussian character (up to a normalization).

- If we are dealing with a dephasing bath instead, the Gaussian property is lost, though we can still efficiently simulate $D_{i j}=\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle$.
- Combining measurements and a dephasing bath also leads to a loss of this last property - the evolution is non-Gaussian and the hierarchy of correlation functions does not decouple.

Gaussian state scenario: In case of a Gaussian evolution, we only need to keep track of the correlation matrix $D$, though it is advantageous to keep track of $|\psi\rangle$ directly, as pioneered in Ref. [17]. The state evolves as:

$$
\begin{equation*}
\left|\psi_{t+\delta t}\right\rangle \approx \boldsymbol{U}_{j, t}^{(R)} e^{-i \boldsymbol{H} \delta t}\left|\psi_{t}\right\rangle \tag{A.21}
\end{equation*}
$$

and the state can be parametrized in terms of $N$ fermions at all times (due to particle number conservation). This means that at each point in time there is a set of fermions created by $\left\{\boldsymbol{\chi}_{j, t}^{\dagger}\right\}_{j=1}^{N}$ with $\left\{\boldsymbol{\chi}_{j}, \boldsymbol{\chi}_{l}^{\dagger}\right\}=\delta_{j, l}$, or differently put: the single particles states $\chi_{j}^{\dagger}|0\rangle$ are orthonormal to each other. A parametrization is given in terms of the $L \times N$ matrix $U_{t}$ :

$$
\begin{equation*}
\left|\psi_{t}\right\rangle=\prod_{i=1}^{N}\left(\sum_{j=1}^{L} U_{j i, t} \boldsymbol{c}_{j}^{\dagger}\right)|0\rangle=\prod_{i=1}^{N} \chi_{i}^{\dagger}|0\rangle . \tag{A.22}
\end{equation*}
$$

The requirement for $\langle 0| \chi_{l} \chi_{j}^{\dagger}|0\rangle=\delta_{l j}$ translates into $U_{t}^{\dagger} U_{t}=\mathbb{1}$. The time evolution in terms of the matrix $U_{t}$ can be approximately written as [17]

$$
\begin{align*}
& \text { time evolution: } \tilde{U}_{t+\delta}=M e^{-i h \delta t} U_{t} \\
& \text { matrices: } h_{i j}=J \delta_{|i-j|, 1}, \quad M_{i j}=\delta_{i j} e^{\Delta W_{j} \sqrt{\delta t}-\delta t\left(1-2\left\langle\boldsymbol{n}_{j}\right\rangle\right)}, \tag{A.23}
\end{align*}
$$

though the state, parametrized by $\tilde{U}_{t+\delta t}$, is not yet normalized. At time $t+\delta t$ we still have $N$ orthogonal modes, which requires that the columns of $U_{t+\delta t}$ have to be orthonormal to each other. Therefore, we perform a Gram-Schmidt decomposition and only keep the orthonormal contributions in $\tilde{U}_{t+\delta t}$. In this context, this amounts to a $Q R$-decomposition: $Q$ is a $L \times L$ unitary matrix and $R$ an $L \times N$ upper triangular matrix:

$$
\begin{equation*}
\tilde{U}_{t+\delta t}=Q R=Q_{1} R_{1} \tag{A.24}
\end{equation*}
$$

The second equality is an equal rewriting with the $L \times N$ matrix $Q_{1}$ with orthonormal columns and the upper triangular $N \times N$ matrix $R_{1}$. This matrix product corresponds to the decomposition of the columns ('vectors') in $\tilde{U}_{t+\delta t}$ into the sum of orthonormal states (encoded in $Q_{1}$ ) with the weights in the sum given by the entries in $R_{1}$. Therefore, $Q_{1}$ is the desired matrix with the property $Q_{1}^{\dagger} Q_{1}=\mathbb{1}$ and we choose $U_{t+\delta t}=Q_{1}$ (see also Ref. [17]). The correlation matrix is the matrix product:

$$
\begin{equation*}
U_{t+\delta t} U_{t+\delta t}^{\dagger}=D_{t+\delta t} \tag{A.25}
\end{equation*}
$$

Comparison: conditional master equation (non-Gaussian states) To solve the conditional master equations, we restrict ourselves to the fixed particle number Hilbert space $\mathcal{H}$ with $N=L / 2$ fermions and $\operatorname{dim}[\mathcal{H}]=\binom{L}{L / 2}$. All operators are therefore $\operatorname{dim}[\mathcal{H}] \times \operatorname{dim}[\mathcal{H}]$ matrices and we trotterize and reexponentiate the time evolution (valid up to order $\delta t$ ):

$$
\left.\begin{array}{l}
\boldsymbol{U}_{H}=\exp (-i \boldsymbol{H} \delta t),  \tag{A.26}\\
\boldsymbol{O}_{i j}:=\left(\sum_{l=1}^{L} n_{l}^{(i)} n_{l}^{(j)}\right)\left|\{n\}_{i}\right\rangle\left\langle\{n\}_{j}\right|, \\
\boldsymbol{D}=\exp \left(\left(\boldsymbol{O}-\frac{L}{2} \mathbb{1}\right) \gamma_{B} \delta t\right), \\
\boldsymbol{V}_{i j}=\delta_{i j} \exp \left(\left(\left[\Delta W_{j} \sqrt{\delta t}-\delta t\left(1-2\left\langle\boldsymbol{n}_{j}\right\rangle\right)\right]\right)\right),
\end{array}\right\} \boldsymbol{\rho}_{t+\delta t}^{(c)} \approx \boldsymbol{D} \cdot\left(\boldsymbol{V} \boldsymbol{U}_{H} \boldsymbol{\rho}_{t}^{(c)} \boldsymbol{U}_{H}^{\dagger} \boldsymbol{V}^{\dagger}\right)
$$

Here, $n_{l}^{(i)}$ is the number of particles at site $l$ in state $\left|\{n\}_{i}\right\rangle$. The dephasing of off-diagonal matrix elements is given by the element-wise $(\cdot)$ multiplication with the dephasing matrix $\boldsymbol{D}$.

Observables from Gaussian states: Given the description of the Gaussian states in terms of the matrix $U$ and $D=U U^{\dagger}[17,18,176]$, we can directly access the density-density correlations $C_{i j}$, as well as the subsystem parity variance $P_{|A|}$ :

$$
\begin{align*}
& C_{i j}=\overline{\left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle-\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle}=\overline{\left|\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle\right|^{2}}  \tag{A.27}\\
& P_{|A|}=\overline{\operatorname{det}\left(\left.2 \cdot D\right|_{A}-\left.\mathbb{1}\right|_{A}\right)^{2}} \tag{A.28}
\end{align*}
$$

Here, $\left.D\right|_{A}$ is the subset of the matrix $D$ with indices in region $A$ and the overline indicates the average over different measurement trajectories. For the expression $C_{i j}$, we used Wick's theorem:

$$
\begin{equation*}
\left\langle\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j} \boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{k}\right\rangle=\left\langle\boldsymbol{n}_{j}\right\rangle\left\langle\boldsymbol{n}_{k}\right\rangle-\left\langle\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{k}\right\rangle\left\langle\boldsymbol{c}_{k}^{\dagger} \boldsymbol{c}_{j}\right\rangle-\left\langle\boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{k}\right\rangle \delta_{j, k} \tag{A.29}
\end{equation*}
$$

Observables from sums of Gaussian states: Once $\boldsymbol{\rho}^{(c)}$ is described by a convex sum of (Gaussian) states, the density-density correlations are given by

$$
\begin{equation*}
C_{i j}=\overline{\left\langle\left\langle\boldsymbol{n}_{i}\right\rangle\right\rangle \cdot\left\langle\left\langle\boldsymbol{n}_{j}\right\rangle\right\rangle-\left\langle\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle\right\rangle}, \quad\langle\langle\boldsymbol{\mathcal { O }}\rangle\rangle:=\operatorname{tr}\left[\mathcal{O} \boldsymbol{\rho}^{(c)}\right]=\sum_{\alpha=1}^{n_{\text {ens }}} p_{\alpha}\langle\boldsymbol{\mathcal { O }}\rangle_{\alpha} \tag{A.30}
\end{equation*}
$$

In the following, we derive the relationship of $C_{i \neq j}$ with the correlation function of the individual Gaussian ensemble members:

$$
D^{(\alpha)}=U^{(\alpha)} U^{(\alpha) \dagger}, \quad D_{i j}^{(\alpha)}=\left\langle\psi^{(\alpha)}\right| \boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\left|\psi^{(\alpha)}\right\rangle=\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{j}\right\rangle_{\alpha}
$$

The first part in the correlator can be written as

$$
\begin{equation*}
\overline{\left\langle\left\langle\boldsymbol{n}_{i}\right\rangle\right\rangle \cdot\left\langle\left\langle\boldsymbol{n}_{j}\right\rangle\right\rangle}=\overline{\sum_{\alpha, \alpha^{\prime}} p_{\alpha} p_{\alpha^{\prime}} D_{i i}^{(\alpha)} D_{j j}^{\left(\alpha^{\prime}\right)}}, \tag{A.31}
\end{equation*}
$$

where $D_{i j}^{(\alpha)}$ corresponds to the correlation function of the individual ensemble members. The remaining part of the correlator:

$$
\begin{equation*}
\overline{\left\langle\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle\right\rangle}=\overline{\left\langle\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{i} \boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j}\right\rangle\right\rangle}=\overline{\sum_{\alpha} p_{\alpha}\left\langle\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{i} \boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j}\right\rangle_{\alpha}} \tag{A.32}
\end{equation*}
$$

can be simplified (using Wicks theorem as in (A.29)):

$$
\begin{equation*}
\overline{\left\langle\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle\right\rangle}=\overline{\sum_{\alpha} p_{\alpha}\left(D_{i i}^{(\alpha)} D_{j j}^{(\alpha)}-\left|D_{i j}^{(\alpha)}\right|^{2}+D_{i i}^{(\alpha)} \delta_{i j}\right)} \tag{A.33}
\end{equation*}
$$

In summary, the density-density correlation function is given by

$$
\begin{equation*}
C_{i j}=\overline{\sum_{\alpha, \alpha^{\prime}} p_{\alpha} p_{\alpha^{\prime}} D_{i i}^{(\alpha)} D_{j j}^{\left(\alpha^{\prime}\right)}}-\overline{\sum_{\alpha} p_{\alpha}\left(D_{i i}^{(\alpha)} D_{j j}^{(\alpha)}-\left|D_{i j}^{(\alpha)}\right|^{2}+D_{i i}^{(\alpha)} \delta_{i j}\right)}, \tag{A.34}
\end{equation*}
$$

only requiring the knowledge of the probabilities $p_{\alpha}$ and the corresponding correlation matrices $D^{(\alpha)}$.

Remark: In the limit of $\gamma_{B} / J \sim \mathcal{O}(1)$ or $\gamma_{M} / J \sim \mathcal{O}(1)$, fluctuations between the different ensemble members become large. For a finite number of trajectories, this can even result in negative values for $C_{i j}$ (see, e.g., Fig. 4.17(b) for the visible effect of those fluctuations at $\gamma_{B} / J=4$ ). We assume that a larger ensemble size could mitigate this issue, which nevertheless is not a practical option.

Limiting the ensemble size: For any practical purposes, we have to limit the ensemble size to some finite number $n_{\text {ens }}$ of states, each coming with a weight $p_{\alpha}$. During the time evolution, these weights are updated, eventually resulting in some weights becoming vanishingly small, 'depleting' the ensemble. To counteract this effect, we use a recycling procedure, introduced in Ref. [239] (for this context). Initially, we set some threshold $p_{\text {thres }}\left(p_{\text {thres }}=10^{-4}\right.$ for $n_{\text {ens }}=500$ if not stated differently):

1. Identify the states with $p_{\alpha}<p_{\text {thres }}$.
2. Identify the most likely state with $p_{\beta}=p_{\max }$ and replace $\left|\psi^{(\alpha)}\right\rangle$ by a copy of $\left|\psi^{(\beta)}\right\rangle$.
3. Change the weights of the original state $\left|\psi^{(\beta)}\right\rangle$ and its copy to half its value: $p_{\alpha}, p_{\max } \rightarrow p_{\alpha}=p_{\beta}=p_{\max } / 2$.
4. Normalize the full set of probabilities.

The idea is that by 'recycling' the most likely state, the ensemble is essentially unchanged without reducing the ensemble size:

$$
p_{\alpha}\left|\psi^{(\alpha)}\right\rangle\left\langle\psi^{(\alpha)}\right|+p_{\beta}\left|\psi^{(\beta)}\right\rangle\left\langle\psi^{(\beta)}\right| \approx \frac{p_{\beta}}{2}\left|\psi^{(\beta)}\right\rangle\left\langle\psi^{(\beta)}\right|+\frac{p_{\beta}}{2}\left|\psi^{(\beta)}\right\rangle\left\langle\psi^{(\beta)}\right| .
$$

## A. 3 Numerical Parameters

The numerical simulations of the fermion systems are based on the parameters: $L$ (system size), $J \delta t$ (time step), $J T$ (running time), $n_{\text {avg }}$ (number of independent runs) and $n_{\text {ens }}$ (ensemble size, if applicable). The initial state is chosen to be $\boldsymbol{\rho}_{t=0}^{(c)}=|\psi\rangle\langle\psi|$ with $|\psi\rangle=|0101 \ldots\rangle$.

|  | $L$ | $J \delta t$ | $J T$ | $n_{\text {avg }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Fig. 4.12 | 10 | 0.01 | 40 | 400 |
| Fig. 4.18(top) | 10 | 0.02 | $20-80$ | 400 |
| Fig. 4.13 | 8 | 0.01 | 40 | 400 |

Table A.1: Numerical parameters used for the simulation of the full conditional density matrix where longer times corresponds to $\gamma_{M} / J=0.1,0.2$.

|  | $L$ | $J \delta t$ | $J T$ | $n_{\text {ens }}$ | $n_{\text {avg }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fig. 4.17(a) (top) | 128 | 0.05 | 200 | 500 | 50 |
| Fig. 4.17(b),(c) (top) | 192 | 0.05 | $200-300$ | 500 | 400 |
|  | 256 | 0.05 | 200 | 500 | 200 |
| Fig. 4.18(bottom) | 128,192 | 0.05 | 200 | 500 | 50 |
| Fig. 4.10(a) | $256-512$ | 0.05 | 300 | - | 400 |
|  | 768 | 0.05 | 300 | - | 200 |

Table A.2: Numerical parameters for the ensemble simulations with the initial condition given in the text, where only for Fig. 4.17(a) top an ensemble of random number eigenstates has been used.

Technical remark: For this work, the following programs/languages have been used:

- Wolfram Mathematica (in particular in the context of the AIA approximation)
- Programming language Julia with different packages (in particular for the trajectory simulations and for solving the RG equations)


## B Keldysh Field Theory for a (bosonic) Master Equation

In the following we will derive the path integral representation of a master equation for real bosonic operators (see also, e.g., Ref. [4]). Irrespective of the kinds of operators which are used, the strategy is always the same: use eigenstates of the basic operators (e.g. coherent states for annihilation operators) and insert identity operators, constructed from these eigenstates at proper places. For the real bosonic operators which we consider here, we make use of canonical commutation relations and the eigenstates of $\boldsymbol{\phi}_{x}$ and $\boldsymbol{\Theta}_{x}=\frac{\partial_{x} \boldsymbol{\theta}_{x}}{\pi}$ :

$$
\left[\boldsymbol{\Theta}_{x}, \boldsymbol{\phi}_{x^{\prime}}\right]=-i \delta\left(x-x^{\prime}\right) \quad\left\{\begin{array}{l}
\boldsymbol{\phi}_{x}\left|\phi_{x}\right\rangle=\phi_{x}\left|\phi_{x}\right\rangle,  \tag{B.1}\\
\boldsymbol{\Theta}_{x}\left|\Theta_{x}\right\rangle=\Theta_{x}\left|\Theta_{x}\right\rangle, \\
\left\langle\phi_{x} \mid \Theta_{x}\right\rangle=e^{i \Theta_{x} \phi_{x}}
\end{array}\right.
$$

Starting point is the (time discrete) quantum master equation for hermitian Lindblad operators $\boldsymbol{L}=\boldsymbol{L}^{\dagger}$ and a density matrix $\boldsymbol{\rho}_{N}$ at time step $N$ (for simplicitly we just consider a single one, the generalization is straightforward):

$$
\begin{equation*}
\boldsymbol{\rho}_{N}=\boldsymbol{\rho}_{N-1}+\delta t\left(-i\left[\boldsymbol{H}, \boldsymbol{\rho}_{N-1}\right]+\boldsymbol{L} \boldsymbol{\rho}_{N-1} \boldsymbol{L}-\frac{1}{2}\left(\boldsymbol{L}^{2} \boldsymbol{\rho}_{N-1}+\boldsymbol{\rho}_{N-1} \boldsymbol{L}^{2}\right)\right) . \tag{B.2}
\end{equation*}
$$

We are finally interested in calculating expectation values $\langle\boldsymbol{\mathcal { O }}\rangle=\operatorname{tr}\left[\mathcal{O} \boldsymbol{\rho}_{N}\right]$. To do so, we start by going into a new basis using completeness relations for $\phi$ and $\boldsymbol{\Theta}$. With the index $\pm$ we indicate whether the identities have been inserted to the right $(+)$ or to the left $(-)$ of $\boldsymbol{\rho}$ :

$$
\begin{aligned}
\boldsymbol{\rho}_{N} & =\mathbb{1}_{\Theta_{N,+}} \mathbb{1}_{\phi_{N,+}} \boldsymbol{\rho}_{N} \mathbb{1}_{\phi_{N,-}} \mathbb{1}_{\Theta_{N,-}} \\
& =\int d \Theta_{N,+} d \Theta_{N,-} d \phi_{N,+} d \phi_{N,-} e^{-i \Theta_{N,+} \phi_{N,+}} e^{+i \Theta_{N,-} \phi_{N,-}}\left\langle\phi_{N,+}\right| \boldsymbol{\rho}_{N}\left|\phi_{N,-}\right\rangle\left|\Theta_{N,+}\right\rangle\left\langle\Theta_{N,-}\right|
\end{aligned}
$$

We can iterate this procedure by expressing $\boldsymbol{\rho}_{N}$ in terms of $\boldsymbol{\rho}_{N-1}$ using the rhs of (B.2). Afterwards, we insert an additional set of identities (this time with index $N-1)$. All resulting terms are of the form $(\boldsymbol{A}, \boldsymbol{B}$ some arbitrary operators
depending on $\boldsymbol{\Theta}, \boldsymbol{\phi})$ :

$$
\begin{aligned}
& \left\langle\phi_{N,+}\right| \boldsymbol{A} \boldsymbol{\rho}_{N-1} \boldsymbol{B}\left|\phi_{N,-}\right\rangle=\left\langle\phi_{N,+}\right| \mathbb{1}_{\Theta_{N-1,+}} \boldsymbol{A} \mathbb{1}_{\phi_{N-1},+} \boldsymbol{\rho}_{N-1} \mathbb{1}_{\phi_{N-1,-}} \boldsymbol{B} \mathbb{1}_{\Theta_{N-1,-}}\left|\phi_{N,-}\right\rangle \\
& =e^{i \Theta_{N-1,+}\left(\phi_{N,+}-\phi_{N-1,+}\right)} e^{-i \Theta_{N-1,-}\left(\phi_{N,-}-\phi_{N-1,-}\right)} \times \\
& A\left(\phi_{N-1,+}, \Theta_{N-1,+}\right) B\left(\phi_{N-1,-}, \Theta_{N-1,-}\right)\left\langle\phi_{N-1,+}\right| \boldsymbol{\rho}_{N-1}\left|\phi_{N-1,-}\right\rangle .
\end{aligned}
$$

Using this expression together with (B.2), we get

$$
\begin{aligned}
\boldsymbol{\rho}_{N}= & \int d(\ldots) e^{i \Theta_{N-1,+}\left(\phi_{N,+}-\phi_{N-1,+}\right)} e^{-i \Theta_{N-1,-}\left(\phi_{N,-}-\phi_{N-1,-}\right)} \\
& \times\left(1+\delta t\left[-i H\left(\Theta_{N-1,+}, \phi_{N-1,+}\right)+i H\left(\Theta_{N-1,-}, \phi_{N-1,-}\right)+2 L\left(\phi_{N-1,+}\right) L\left(\phi_{N-1,-}\right)\right.\right. \\
& \left.\left.-\frac{1}{2}\left(L^{2}\left(\phi_{N-1,+}\right)+L^{2}\left(\phi_{N-1,-}\right)\right)\right]\right) \\
& \times\left\langle\phi_{N-1,+}\right| \boldsymbol{\rho}_{N-1}\left|\phi_{N-1,-}\right\rangle e^{-i \Theta_{N,+} \phi_{N,+}} e^{+i \Theta_{N,-} \phi_{N,-}}\left|\Theta_{N,+}\right\rangle\left\langle\Theta_{N,-}\right|
\end{aligned}
$$

where $d(\ldots)$ contains all the integration elements from $\mathbb{1}_{N}, \mathbb{1}_{N-1}$ insertions. Repeating this construction, we can compactly write down a path integral representation of the density matrix (valid in the limit $\delta t \rightarrow 0$ ):

$$
\begin{aligned}
\boldsymbol{\rho}_{N} & \approx \int \mathcal{D}\left[\phi_{ \pm}, \Theta_{ \pm}\right] e^{i S} \underbrace{\left\langle\phi_{0,+}\right| \boldsymbol{\rho}_{0}\left|\phi_{0,-}\right\rangle}_{\text {initial condition }} e^{-i \Theta_{N,+} \phi_{N,+}} e^{+i \Theta_{N,-} \phi_{N,-}}\left|\Theta_{N,+}\right\rangle\left\langle\Theta_{N,-}\right| \\
S & :=\sum_{j=1}^{N} \delta t \sum_{\sigma= \pm}\left(+\sigma\left(\Theta_{j-1, \sigma} \Delta_{t} \phi_{j, \sigma}-H_{j-1, \sigma}\right)+\frac{i}{2} L_{j-1, \sigma}^{2}\right)-2 i L_{j-1,+} L_{j-1,-} .
\end{aligned}
$$

Here, $H_{j-1, \sigma}$ corresponds to the Hamiltonian where the operators have been replaced with the fields at time step $j-1$ and contour index $\sigma$.

## C AIA vs. exact Results, Fitting and adiabatic nonperturbative Contributions

This discussion is adapted from the publication [42].

For the minimal (spin) model with $z=3$, we can directly compare the exact result (Landau-Zener) for $\hat{t}_{i}=$ $-\infty$ and $\hat{t}_{f}=+\infty$ with the AIA approximation, which in this case is based on $p_{k}=\left|\left\langle-\left(\hat{t}_{k}^{*}\right) \mid+\left(-\hat{t}_{k}^{*}\right)\right\rangle_{k}\right|^{2}$. The adiabaticity breaking time $\hat{t}_{k}^{*}$ is extracted from the same expression, (3.68), discussed before with $\hat{\mu}_{k}=$ 0 . As anticipated, the agreement is quite good, also for the generalized drive scenario with two drive scales. The Landau-Zener result indicates that the (asymptotic) contribution to the excitation density is non-analytic. This is also the case for higher order drives in the limit


Figure C.1: Excitation density (loglog) for the minimal model $(z=3)$ : AIA approximation (full lines) vs. the exact results (dashed lines) for $\phi-\pi / 2=$ $10^{-2}, 10^{-5}, 10^{-8}$ (from top to bottom). $\hat{t}_{k, f} \rightarrow+\infty$ and a slow drive $\hat{v}_{k} \rightarrow 0$. The leading contribution stems from complex zeros of the energy difference $\mathcal{E}\left(\hat{t}_{k}^{c, l}, k\right)$ ( $n$ zeros for an order $n$ drive) in the complex time plane:

$$
\mathcal{E}\left(\hat{t}_{k}^{c, l}, k\right)=0, \quad\left(\hat{t}_{k}^{c, l}\right)^{n}=\left(\frac{-\hat{\mu}_{k} \pm i}{\hat{v}_{k}}\right) .
$$

The excitation density at momentum $k$ is given by a sum of the non-analytic
contributions [85, 86]:
Dykhne-Davis-Pechukas (DDP) approximation :

$$
\begin{align*}
p_{k} & \approx\left|\sum_{l=1}^{n} \sigma_{l} \exp \left(i \mathcal{D}\left(\hat{t}_{k}^{c, l}\right)\right)\right|^{2}, \quad \mathcal{D}\left(\hat{t}_{k}\right):=2 \int_{0}^{\hat{t}_{k}} \mathcal{E}\left(\tau^{\prime}\right) d \tau^{\prime},  \tag{C.1}\\
\sigma_{l} & =4 i \lim _{\hat{t}_{k} \rightarrow \hat{t}_{c}^{l}}\left(\hat{t}_{k}-\hat{t}_{c}^{l}\right) \gamma\left(\hat{t}_{k}\right)= \pm 1 .
\end{align*}
$$

From $\mathcal{D}\left(\hat{t}_{k}\right)$, we can extract the leading scaling. By rescaling time $\hat{v}_{k} \hat{t}^{n}=y^{n}$, we get

$$
\begin{equation*}
\mathcal{D}\left(\hat{t}_{c}\right)=\hat{v}_{k}^{-\frac{1}{n}} 2 \int_{0}^{y\left(\hat{t}_{c}\right)} \mathcal{E}(y) d y=: \hat{v}_{k}^{-\frac{1}{n}} \mathcal{I}\left(\hat{\mu}_{k}\right) \tag{C.2}
\end{equation*}
$$

The integral $\mathcal{I}\left(\hat{\mu}_{k}\right)$ only depends on $\hat{\mu}_{k}$. If the integral is a constant (as a function of $k$ ) to good approximation, the behavior of $\hat{v}_{k}$ determines the scaling of $n_{E}$. It takes the role of an adiabaticity parameter (see also Ref. [140] for the quadratic case): once $\hat{v}_{k} \gtrsim 1$ the excitation is of order $\mathcal{O}(1)$ in agreement with adiabaticity breaking. This approximation reproduces the exact Landau-Zener-Majorana-Stückelberg [46-48] for $n=1$. In this case, only one pole contributes and we get

$$
\begin{equation*}
p_{k}\left(\hat{t}_{k, f} \rightarrow \infty\right) \approx \exp \left(-2 \operatorname{Im} \mathcal{D}\left(\hat{t}_{k}^{c}\right)\right)=\exp \left(-\pi \hat{v}_{k}^{-1}\right) \tag{C.3}
\end{equation*}
$$

Fitting approach: In the main text, we used the fitting function

$$
\begin{equation*}
n_{\mathrm{fit}}(\hat{v})=A\left(\left(1+\left(\frac{\hat{v}}{\hat{v}^{*}}\right)^{\frac{\alpha_{\perp}-\alpha_{\|}}{p}}\right) \hat{v}^{\frac{\alpha_{\|}}{p}}\right)^{p} \tag{C.4}
\end{equation*}
$$

to extract (i) the scaling exponents from $\alpha_{\perp}$ and $\alpha_{\|}$and (ii) the crossover velocity $\hat{v}^{*}$. In Fig. C.2, examples of $n_{E}(\hat{v} ; \phi)$ and the fits for the transverse XY model are shown (compare also to Fig. 3.8 again). The fits are in good agreement with the AI data. Note that we keep the parameter $p$ as a free parameter as well. Its values are shown in Fig. C.2(b).


Figure C.2: Transverse $X Y$ model: (a) AI approximation for $n_{E}(\hat{v} ; \phi)$ for different angles (orange dots) and the numerical fits $f(\hat{v})$ (gray lines).
(b) Extracted parameter p for different angles. The red marked dots correspond to the $\phi$ values used in (a) (from left to right in (b) corresponds to top to bottom in (a)). The values of $\phi$ correspond to the ones used in the main text Fig. 3.8.

## D Bosonization

## General Construction \& Linear Dispersion

We discuss the idea of bosonization and follow Ref. [202] due to its technical clarity (though we leave out some fine details), but also keep notational connection to Ref. [205]. We use a Hamiltonian with a linear dispersion although the bosonization identities do not rely on the linear nature of the dispersion. Note that in our notation the length of the system is La (L: number of lattice sites, $a$ : lattice distance). There is an infinite, but discrete, set of momenta $k=\frac{2 \pi}{L a} \cdot m$ with $m \in \mathbb{Z}$.

As we have already mentioned in the main text (see (4.8)), we consider the full field operator for $\eta$-fermions in real space (where $\eta$ can, e.g., correspond to a replica index or contour index etc.):

$$
\begin{equation*}
\boldsymbol{\psi}_{\eta, x} \approx e^{-i k_{F} x} \frac{1}{\sqrt{L a}} \sum_{k=-\infty}^{\infty} e^{i k x} \boldsymbol{c}_{-, \eta, k}+e^{+i k_{F} x} \frac{1}{\sqrt{L a}} \sum_{k=-\infty}^{\infty} e^{-i k x} \boldsymbol{c}_{+, \eta, k} \tag{D.1}
\end{equation*}
$$

The ground state $|\mathrm{GS}\rangle$ is given by the state with all $k<0(\sigma, \eta)$-fermion states filled. The basic particle-hole excitations on top of this state are given by

$$
\left.\begin{array}{l}
\boldsymbol{b}_{\sigma, \eta, q>0}^{\dagger}=i\left(\frac{2 \pi}{L a|q|}\right)^{1 / 2} \sum_{k=-\infty}^{\infty} \boldsymbol{c}_{\sigma, \eta, k+q}^{\dagger} \boldsymbol{c}_{\sigma, \eta, k},  \tag{D.2}\\
\boldsymbol{b}_{\sigma, \eta, q}=-i\left(\frac{2 \pi}{L a|q|}\right)^{1 / 2} \sum_{k=-\infty}^{\infty} \boldsymbol{c}_{\sigma, \eta, k-q}^{\dagger} \boldsymbol{c}_{\sigma, \eta, k},
\end{array}\right\}\left[\boldsymbol{b}_{\sigma, \eta, q}, \boldsymbol{b}_{\sigma^{\prime}, \eta^{\prime}, q^{\prime}}^{\dagger}\right]=\delta_{q q^{\prime}} \delta_{\sigma \sigma^{\prime}} \delta_{\eta \eta^{\prime}} .
$$

The structural relation between the fermionic Hilbert/Fock space and the bosonic creation/annihilation operators is summarized in Fig. D.1. One key ingredient is that for a fixed number of $(\sigma, \eta)$-fermions, collected in $\vec{N}$ (relative to the ground state), each state $\left|\psi_{\vec{N}}\right\rangle \in \mathcal{H}_{\vec{N}}$ can be reached by applying a proper function of bosonic creation operators: $\left|\psi_{\vec{N}}\right\rangle=f\left(\boldsymbol{b}^{\dagger}\right)|\vec{N}\rangle_{0}$ [202] onto the bosonic vaccum state $|\vec{N}\rangle_{0}\left(\boldsymbol{b}_{\sigma, \eta, q}|\vec{N}\rangle_{0}=0\right)$. To transfer between different fermion numbers, the Klein factor is introduced as

$$
\boldsymbol{U}_{\sigma, \eta}^{\dagger}\left|\psi_{\vec{N}}\right\rangle=f\left(\boldsymbol{b}^{\dagger}\right) \boldsymbol{c}_{q_{\min }, \sigma, \eta}^{\dagger}\left|\vec{N}_{0}\right\rangle
$$

where $\boldsymbol{c}_{q_{\text {min }}, \sigma, \eta}^{\dagger}$ creates a $(\sigma, \eta)$-fermion in the lowest unoccupied mode.

## Full fermionic Fock space



Figure D.1: Schematic relations between the fermionic operators $\boldsymbol{\psi}_{\sigma, \eta, q}$ in Fock space $\mathcal{F}$ and the bosonic ones (which span the entire Hilbert space for a fixed fermion number $\vec{N}$ (including different species of fermions, labelled by $\sigma, \eta$ )). Notation partly adapted from Ref. [202, 205].

Actual construction: Similarly to the heuristic discussion, we like to define a field operator $\phi_{\sigma, \eta, x}$ by looking at the fermionc density:

$$
\begin{equation*}
\boldsymbol{\rho}_{\sigma, \eta, x} \stackrel{!}{=} \underbrace{\boldsymbol{\rho}_{0, \sigma, \eta}}_{\text {mean density }}-\underbrace{\frac{1}{\pi} \partial_{x} \phi_{\sigma, \eta, x}}_{\text {fluctuations }} \tag{D.3}
\end{equation*}
$$

Due to the infinite amount of occupied states, a meaningful density is the normal-ordered ${ }^{1}$ one, denoted by ${ }^{2}{ }_{*}^{*} \ldots{ }_{*}^{*}$ :

$$
\begin{align*}
\boldsymbol{\rho}_{\sigma, \eta, x} & ={ }_{*}^{*} \boldsymbol{\psi}_{\sigma, \eta, x}^{\dagger} \boldsymbol{\psi}_{\sigma, \eta, x *}^{*}=\frac{1}{L a} \sum_{q} e^{-i \sigma q x} \sum_{k=-\infty}^{\infty}{ }_{*}^{*} \boldsymbol{c}_{\sigma, \eta, k-q}^{\dagger} \boldsymbol{c}_{\sigma, \eta, k}{ }_{*}^{*}  \tag{D.4}\\
& =\underbrace{\frac{i}{L a} \sum_{q>0} \sqrt{\frac{L a|q|}{2 \pi}}\left(e^{-i \sigma q x} \boldsymbol{b}_{\sigma, \eta, q}-e^{+i \eta q x} \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}\right)}_{=--\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{\sigma, \eta, x}}+\frac{1}{L a} \underbrace{\sum_{k=-\infty}^{\infty}{ }_{*}^{*} \boldsymbol{c}_{\sigma, \eta, k}^{\dagger} \boldsymbol{c}_{\sigma, \eta, k} * *}_{=: \boldsymbol{N}_{\sigma, \eta}} \tag{D.5}
\end{align*}
$$

The operators $\phi_{\sigma, \eta, x}$ are defined as:

$$
\begin{equation*}
\boldsymbol{\phi}_{\sigma, \eta, x}=+\lim _{A \rightarrow 0} \frac{\sigma \pi}{L a} \sum_{q>0} \sqrt{\frac{L a|q|}{2 \pi}} e^{-A q / 2} \frac{1}{q}\left(e^{-i \sigma q x} \boldsymbol{b}_{\sigma, \eta, q}+e^{+i \sigma q x} \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}\right) \tag{D.6}
\end{equation*}
$$

which are regularized by $A$, an effective inverse momentum scale (e.g. $\Lambda^{-1}$ ) [202]. For a model, where modes had to be artificially added, the allowed values of $q$ in $\boldsymbol{b}_{\sigma, \eta, q}^{\dagger}$ have to be restricted. Otherwise non-physical modes would play a role. This is achieved by the exponential factor, limiting the range $q \lesssim 1 / A$

[^67](though formally the limit $A \rightarrow 0$ has to be taken). These fields have the property ${ }^{3}$ (for $A \rightarrow 0$ )
\[

$$
\begin{align*}
{\left[\boldsymbol{\phi}_{\sigma, \eta, x}, \partial_{x^{\prime}} \boldsymbol{\phi}_{\sigma^{\prime}, \eta^{\prime} x^{\prime}}\right] } & =\delta_{\sigma \sigma^{\prime}} \delta_{\eta \eta^{\prime}} \frac{1}{2} \pi i \sigma\left(\sum_{m \in \mathbb{Z}} \delta\left(x-x^{\prime}-m L a\right)-\frac{1}{L a}\right)  \tag{D.7}\\
& \stackrel{L \rightarrow \infty}{\rightarrow} \delta_{\sigma \sigma^{\prime}} \delta_{\eta \eta^{\prime}} \frac{1}{2} \pi i \sigma \delta\left(x-x^{\prime}\right) . \tag{D.8}
\end{align*}
$$
\]

As we have already argued heuristically, the fermionic operators should be an exponential function of bosonic operators: $\boldsymbol{\psi} \sim \exp \left(B\left(\boldsymbol{b}, \boldsymbol{b}^{\dagger}\right)\right)$. By checking the commutators with $\boldsymbol{b}, \boldsymbol{b}^{\dagger}$

$$
\begin{align*}
{\left[\boldsymbol{b}_{\sigma, \eta, q}^{\dagger}, \boldsymbol{\psi}_{\sigma, \eta, x}\right] } & =-i \sqrt{\frac{2 \pi}{L a|q|}} e^{-i \sigma q x} \boldsymbol{\psi}_{\sigma, \eta, x} \\
{\left[\boldsymbol{b}_{\sigma, \eta, q}, \boldsymbol{\psi}_{\sigma, \eta, x}\right] } & =\left(-i \sqrt{\frac{2 \pi}{L a|q|}} e^{-i \sigma q x}\right)^{*} \boldsymbol{\psi}_{\sigma, \eta, x} \tag{D.9}
\end{align*}
$$

we can find the expression for $\boldsymbol{\psi}_{\sigma, \eta, x}$. First, we probe these commutators onto the bosonic ground states $|\vec{N}\rangle_{0}$. We see that $\boldsymbol{\psi}_{\sigma, \eta, q}|\vec{N}\rangle_{0}$ is an eigenstate of $\boldsymbol{b}$ [202]:

$$
\begin{equation*}
\boldsymbol{b}_{\sigma, \eta, q}\left(\boldsymbol{\psi}_{\eta, x}|\vec{N}\rangle_{0}\right)=i \sqrt{\frac{2 \pi}{L a|q|}} e^{i \sigma q x}\left(\psi_{\sigma, \eta, x}|\vec{N}\rangle_{0}\right) \tag{D.10}
\end{equation*}
$$

Therefore, it is a coherent state (see again info box in Sec. 2.1.2). In terms of $\boldsymbol{b}^{\dagger}$, it takes the (anticipated) form

$$
\begin{equation*}
\boldsymbol{\psi}_{\sigma, \eta, x}|\vec{N}\rangle_{0}=\boldsymbol{U}_{\sigma, \eta} \boldsymbol{\lambda}_{\sigma, \eta} \exp \left[\sum_{q>0} i \sqrt{\frac{2 \pi}{L a|q|}} e^{i \sigma q x} \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}\right]|\vec{N}\rangle_{0} \tag{D.11}
\end{equation*}
$$

Here, $\boldsymbol{U}_{\sigma, \eta}$ decreases the fermion number by one and $\boldsymbol{\lambda}_{\sigma, \eta}$ is some phase factor (operator) (which we determine later). This fits to a refined ansatz of the form $\boldsymbol{\psi} \sim \exp \left(i \boldsymbol{\varphi}^{\dagger}\left(\boldsymbol{b}^{\dagger}\right)\right) \exp \left(i \boldsymbol{\varphi}^{\prime}(\boldsymbol{b})\right)$, since the last factor only contributes a factor of 1 once acting onto $|\vec{N}\rangle_{0}$. To find the general form of $\psi_{\sigma, \eta, x}$ we use this ansatz and the identity

$$
\begin{equation*}
\left[\boldsymbol{A}, e^{\boldsymbol{B}}\right]=\boldsymbol{C} e^{\boldsymbol{B}}, \quad \boldsymbol{C}:=[\boldsymbol{A}, \boldsymbol{B}] \quad \text { valid for }[\boldsymbol{A}, \boldsymbol{C}]=[\boldsymbol{B}, \boldsymbol{C}]=0, \tag{D.12}
\end{equation*}
$$

and find from Eq. (D.9):

$$
\begin{equation*}
\boldsymbol{\varphi}_{\sigma, \eta, x}^{\dagger}=\sum_{q} \sqrt{\frac{2 \pi}{L a|q|}} e^{+i \sigma q x} \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}, \quad \boldsymbol{\varphi}_{\sigma, \eta, x}^{\prime}=\boldsymbol{\varphi}_{\sigma, \eta, x} \tag{D.13}
\end{equation*}
$$

(compare to Eq. (D.6)). Therefore, we get ${ }^{4}$

$$
\begin{equation*}
\boldsymbol{\psi}_{\sigma, \eta, x}=\boldsymbol{U}_{\sigma, \eta} \boldsymbol{\lambda}_{\sigma, \eta} e^{+i \varphi_{\sigma, \eta, x},} e^{+i \varphi_{\sigma, \eta, x}^{\dagger}}=\left(\frac{L a}{2 \pi A}\right)^{1 / 2} \boldsymbol{U}_{\sigma, \eta} \boldsymbol{\lambda}_{\sigma, \eta} e^{i \sigma 2 \boldsymbol{\phi}_{\sigma, \eta, x}} . \tag{D.14}
\end{equation*}
$$

[^68]In the second equality, we have used the Baker-Campbell-Hausdorff ${ }^{5}$ relation to identify $\phi_{\sigma, \eta, x}$. Finally, we need to identify the operator $\boldsymbol{\lambda}_{\sigma, \eta}$ and therefore the missing (exact) prefactor, where we only need to consider $|\vec{N}\rangle_{0}$ and [202]

$$
{ }_{0}\langle\vec{N}| \boldsymbol{U}_{\sigma, \eta}^{\dagger} \boldsymbol{c}_{\sigma, \eta, k}|\vec{N}\rangle_{0}= \begin{cases}1 & k=\frac{2 \pi}{L a} N_{\sigma, \eta},  \tag{D.15}\\ 0 & \text { otherwise } .\end{cases}
$$

Here, $N_{\sigma, \eta}$ is the number of $(\sigma, \eta)$-fermions in the state $|\vec{N}\rangle_{0}$. Therefore, the combination $\boldsymbol{U}_{\sigma, \eta}^{\dagger} \boldsymbol{\psi}_{\sigma, \eta, x}$ leaves the fermion number unchanged, and the overlap reads

$$
\begin{equation*}
{ }_{0}\langle\vec{N}| \boldsymbol{U}_{\sigma, \eta}^{\dagger} \boldsymbol{\psi}_{\sigma, \eta, x}|\vec{N}\rangle_{0}=\lambda_{\sigma, \eta}=\frac{1}{\sqrt{L a}} e^{-i \sigma \frac{2 \pi}{L a} N_{\sigma, \eta} x} . \tag{D.16}
\end{equation*}
$$

Updating the number $\lambda_{\sigma, \eta}$ to an operator, the fermion operator is exactly identical to

$$
\begin{equation*}
\boldsymbol{\psi}_{\sigma, \eta, x}=\frac{1}{\sqrt{2 \pi A}} \boldsymbol{U}_{\sigma, \eta} e^{-i \sigma \frac{2 \pi}{L a} \boldsymbol{N}_{\sigma, \eta} x} e^{i \sigma 2 \phi_{\sigma, \eta, x}} . \tag{D.17}
\end{equation*}
$$

Based on these operators and the commutation relation (D.8) (in the $L \rightarrow \infty$ limit), we can construct the operators $\boldsymbol{\phi}_{\eta, x}$ and $\boldsymbol{\theta}_{\eta, x}$, which fulfill $\left[\boldsymbol{\phi}_{\eta, x}, \partial_{x} \boldsymbol{\theta}_{\eta^{\prime}, x^{\prime}}\right]=$ $\delta_{\eta \eta^{\prime}} i \pi \delta\left(x-x^{\prime}\right)$ [205]:

$$
\begin{equation*}
\boldsymbol{\phi}_{\eta, x}:=\left(\phi_{+, \eta, x}+\phi_{-, \eta, x}\right), \quad \boldsymbol{\theta}_{\eta, x}:=\left(\phi_{+, \eta, x}-\boldsymbol{\phi}_{-, \eta, x}\right) . \tag{D.18}
\end{equation*}
$$

Using these, the fermion operators takes the form

$$
\begin{equation*}
\boldsymbol{\psi}_{\sigma, \eta, x}=\frac{1}{\sqrt{2 \pi A}} \boldsymbol{U}_{\sigma, \eta} e^{-i \sigma \frac{2 \pi}{L a} \boldsymbol{N}_{\sigma, \eta} x} e^{-i \sigma \boldsymbol{\phi}_{\eta, x}+i \boldsymbol{\theta}_{\eta, x}} \tag{D.19}
\end{equation*}
$$

## Bosonized Hamiltonian: Linear Dispersion

As we have already argued, the bosonic modes are particle-hole excitations. For a linear model

$$
\begin{equation*}
\boldsymbol{H}=\sum_{\sigma, \eta} \sum_{k=-\infty}^{\infty} v_{F} k_{*}^{*} \boldsymbol{c}_{\sigma, \eta, k}^{\dagger} \boldsymbol{c}_{\sigma, \eta, k *}^{*}, \tag{D.20}
\end{equation*}
$$

with energy eigenstate $|\epsilon\rangle$ we have:

$$
\begin{equation*}
\left[\boldsymbol{H}, \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}\right]=v_{F} q \boldsymbol{b}_{\sigma, \eta, q}^{\dagger} \quad \Rightarrow \quad \boldsymbol{H} \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}|\epsilon\rangle=\left(\epsilon+v_{F} q\right) \boldsymbol{b}_{\sigma, \eta, q}^{\dagger}|\epsilon\rangle, \tag{D.21}
\end{equation*}
$$

meaning that by acting with $\boldsymbol{b}^{\dagger}$ 's, we can create (arbitrary) energy eigenstates (actually all of them). From this we can already anticipate the form of the Hamiltonian in bosonic terms:

$$
\begin{equation*}
\boldsymbol{H}=\sum_{\sigma, \eta} \sum_{q>0} v_{F} q \boldsymbol{b}_{\sigma, \eta, q}^{\dagger} \boldsymbol{b}_{\sigma, \eta, q}+(\text { ground state contribution }) . \tag{D.22}
\end{equation*}
$$

[^69]The second contribution can be determined by looking at the bosonic vaccum states $|\vec{N}\rangle_{0}$ containing no excitiations [202]. Since the Hamiltonian does not change the number of $(\sigma, \eta)$-fermions, the states $|\vec{N}\rangle_{0}$ are indeed eigenstates with an energy (where the $k$ 's are multiples of $\frac{2 \pi}{L a}$ ):

$$
\begin{equation*}
{ }_{0}\langle\vec{N}| \boldsymbol{H}|\vec{N}\rangle_{0}=\frac{2 \pi}{L a} v_{F} \sum_{\sigma, \eta} \frac{1}{2} N_{\sigma, \eta}\left(N_{\sigma, \eta}+1\right) . \tag{D.23}
\end{equation*}
$$

Therefore, in terms of bosonic creation and annihilation operators we have

$$
\begin{equation*}
\boldsymbol{H}=\sum_{\sigma, \eta}\left[v_{F} \sum_{q>0} q \boldsymbol{b}_{\sigma, \eta, q}^{\dagger} \boldsymbol{b}_{\sigma, \eta, q}+\frac{2 \pi}{L a} \frac{v_{F}}{2} \boldsymbol{N}_{\sigma, \eta}\left(\boldsymbol{N}_{\sigma, \eta}+1\right)\right] . \tag{D.24}
\end{equation*}
$$

The first term is just equivalent to

$$
\begin{equation*}
\int d x \frac{v_{F}}{\pi} *\left(\partial_{x} \boldsymbol{\phi}_{\sigma, \eta, x}\right)^{2 *}=\int d x \frac{v_{F}}{2 \pi} *\left[\left(\partial_{x} \boldsymbol{\phi}_{\eta, x}\right)^{2}+\left(\partial_{x} \boldsymbol{\theta}_{\eta, x}\right)^{2}\right] *, \tag{D.25}
\end{equation*}
$$

which gives rise to the familiar bosonized form of the (Dirac) Hamiltonian (the normal ordering for bosons refers to $\left.|\vec{N}\rangle_{0}\right)$.

Remark (full density): The full density operator is expressed as

$$
\begin{aligned}
\boldsymbol{\psi}_{\eta, x}^{\dagger} \boldsymbol{\psi}_{\eta, x} & =\boldsymbol{\psi}_{+, \eta, x}^{\dagger} \boldsymbol{\psi}_{+, \eta, x}+\boldsymbol{\psi}_{-, \eta, x}^{\dagger} \boldsymbol{\psi}_{-, \eta, x}+\left(e^{2 i k_{F} x} \boldsymbol{\psi}_{-, \eta, x}^{\dagger} \boldsymbol{\psi}_{+, \eta, x}+\text { h.c. }\right) \\
& =-\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{\eta, x}+\frac{1}{2 \pi A}\left(\boldsymbol{U}_{+, \eta}^{\dagger} \boldsymbol{U}_{-, \eta} e^{2 i k_{F} x} e^{-i \frac{2 \pi}{L a}\left(\boldsymbol{N}_{+, \eta}+\boldsymbol{N}_{-, \eta}\right)} e^{2 i \boldsymbol{\phi}_{\eta, x}}+\text { h.c. }\right),
\end{aligned}
$$

where we already see that the second term, corresponding to a conversion of $(+\leftrightarrow-)$ fermions, cannot be entirely expressed in terms of bosonic operators. Furthermore, since $\boldsymbol{U}_{+}^{\dagger} \boldsymbol{U}_{-} \neq \boldsymbol{U}_{-}^{\dagger} \boldsymbol{U}_{+}$, the term cannot simply be identified as a $\cos \left(2 \phi_{\eta, x}+\ldots\right)$. Nevertheless, in many cases it might be acceptable to make such an identification (see, e.g., Ref. [206] for a discussion).

## E | Heating Dynamics

## E. 1 Lindblad Dynamics from weak System-Bath Coupling

The derivation, leading to the Lindblad equation, in the main text is based on a simplified model. A more 'physical' approach is presented here, even though it parallels much of the original discussion (following Refs. [16, 50]). The overall model is $\boldsymbol{H}=\boldsymbol{H}_{S}+\boldsymbol{H}_{B}+\boldsymbol{H}_{\text {int }}$ and we work in the interaction picture

$$
\begin{equation*}
\tilde{\boldsymbol{H}}_{\mathrm{int}}=\sum_{l} \tilde{\boldsymbol{S}}_{l} \otimes \tilde{\boldsymbol{B}}_{l} \tag{E.1}
\end{equation*}
$$

with $\tilde{\boldsymbol{S}}_{l}$ and $\tilde{\boldsymbol{B}}_{l}$ hermitian operators on $\mathcal{H}_{S}$ and $\mathcal{H}_{B}$. The time evolution of the system-bath density matrix $\tilde{\boldsymbol{\rho}}$ is given by the exact von Neumann equation:

$$
\begin{equation*}
\partial_{t} \tilde{\boldsymbol{\rho}}=-i\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}, \tilde{\boldsymbol{\rho}}(t)\right]=-i\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}, \tilde{\boldsymbol{\rho}}(0)\right]-\int_{0}^{t} d s\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}(t),\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}(s), \tilde{\boldsymbol{\rho}}(s)\right]\right] . \tag{E.2}
\end{equation*}
$$

We initially assume that $\boldsymbol{\rho} \approx \boldsymbol{\rho}_{S} \otimes \boldsymbol{\rho}_{B}$ and $\left[\boldsymbol{\rho}_{B}, \boldsymbol{H}_{B}\right]=0$. Furthermore, we assume that

$$
\begin{equation*}
\text { Born approx.: } \quad \tilde{\boldsymbol{\rho}}(t) \approx \tilde{\boldsymbol{\rho}}_{S}(t) \otimes \tilde{\boldsymbol{\rho}}_{B} \tag{E.3}
\end{equation*}
$$

Loosely speaking, this approximation incorporates that the time scale of the bath $t_{B}$ is smaller than our resolution time scale. The dynamics of the reduced density matrix $\tilde{\boldsymbol{\rho}}_{S}$ is given by $\left(\left\langle\mathcal{O}_{B}\right\rangle_{B}:=\operatorname{tr}\left[\mathcal{O}_{B} \tilde{\boldsymbol{\rho}}_{B}\right]\right)$ :

$$
\begin{align*}
\partial_{t} \tilde{\boldsymbol{\rho}}_{S}(t) & \approx \underbrace{-i \sum_{k}\left\langle\tilde{\boldsymbol{B}}_{k}(t)\right\rangle_{B}\left[\tilde{\boldsymbol{S}}_{k}, \tilde{\boldsymbol{\rho}}_{S}(t)\right]}_{\text {will be neglected }}-\operatorname{tr}_{B}\left[\int_{0}^{t} d s\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}(t),\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}(s), \tilde{\boldsymbol{\rho}}_{S}(s) \otimes \tilde{\boldsymbol{\rho}}_{B}\right]\right]\right] \\
& \approx-\int_{0}^{t} \sum_{k, l}\left\langle\tilde{\boldsymbol{B}}_{k}(0) \tilde{\boldsymbol{B}}_{l}(t-s)\right\rangle_{B}\left(\tilde{\boldsymbol{S}}_{k}(t) \tilde{\boldsymbol{S}}_{l}(s) \tilde{\boldsymbol{\rho}}_{S}(s)-\tilde{\boldsymbol{S}}_{l}(s) \tilde{\boldsymbol{\rho}}_{S}(s) \tilde{\boldsymbol{S}}_{k}(t)\right)+\text { h.c. } \tag{E.4}
\end{align*}
$$

The expression is non-local in time, the right hand side depends on $\tilde{\boldsymbol{\rho}}_{S}(s)$. However, the contributions of the bath depend on $(t-s)$ and we assume that
they decay on a time scale $t_{B}$ faster than the time time scales relevant for the system $(S)$. Therefore, we approximate $\tilde{\boldsymbol{\rho}}_{S}(s) \rightarrow \tilde{\boldsymbol{\rho}}_{S}(t)$ and, for the same reason, extend the integration to infinity [16]:

Born-Markov approx.: $\partial_{t} \tilde{\boldsymbol{\rho}}_{S}(t) \approx-\operatorname{tr}_{B}\left[\int_{0}^{\infty} d s\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}(t),\left[\tilde{\boldsymbol{H}}_{\mathrm{int}}(t-s), \tilde{\boldsymbol{\rho}}_{S}(t) \otimes \tilde{\boldsymbol{\rho}}_{B}\right]\right]\right]$.
This amounts to replacing $\tilde{\boldsymbol{\rho}}_{S}(s) \rightarrow \tilde{\boldsymbol{\rho}}_{S}(t)$ and $\tilde{\boldsymbol{S}}_{l}(s) \rightarrow \tilde{\boldsymbol{S}}_{l}(t-s)$ in (E.4). To further evaluate the expression, we assume that the $\boldsymbol{H}_{S}$ has discrete and non-degenerate eigenvalues. The idea is that we are interested in time scales (compared to the inverse gap of $\boldsymbol{H}_{S}$ ) and will neglect terms that oscillate fast compared to this time scale. To this end, we use the eigenstates $\left\{\left|\epsilon_{\alpha}\right\rangle\right\}$ as a basis, such that the time dependence of the remaining operators becomes:

$$
\begin{aligned}
\boldsymbol{H}_{S} & =\sum_{\alpha} \epsilon_{\alpha}\left|\epsilon_{\alpha}\right\rangle\left\langle\epsilon_{\alpha}\right|, \\
\boldsymbol{S}_{l} & =\sum_{\alpha, \beta}\left\langle\epsilon_{\alpha}\right| \boldsymbol{S}_{l}\left|\epsilon_{\beta}\right\rangle\left|\epsilon_{\alpha}\right\rangle\left\langle\epsilon_{\beta}\right| \\
& =\sum_{\omega} \underbrace{\sum_{\epsilon_{\beta}-\epsilon_{\alpha}=\omega}\left\langle\epsilon_{\alpha}\right| \boldsymbol{S}_{l}\left|\epsilon_{\beta}\right\rangle\left|\epsilon_{\alpha}\right\rangle\left\langle\epsilon_{\beta}\right|}_{=: \boldsymbol{S}_{l}(\omega)}, \\
\tilde{\boldsymbol{S}}_{l}(t) & =\sum_{\omega} e^{-i \omega t} \boldsymbol{S}_{l}(\omega)=\sum_{\omega} e^{+i \omega t} \boldsymbol{S}_{l}^{\dagger}(\omega) .
\end{aligned}
$$

If we use the expressions for $\tilde{\boldsymbol{S}}_{l}(t), \tilde{\boldsymbol{S}}_{k}(t-s)$ in the updated version of (E.4), the time dependence appears in terms of $e^{i\left(\omega^{\prime}-\omega\right) t} e^{i \omega s}$ for the combination of operators $\boldsymbol{S}_{k}(\omega)$ and $\boldsymbol{S}_{l}^{\dagger}\left(\boldsymbol{\omega}^{\prime}\right)$ [16,50]. Assuming that we are only interested in time scales much larger than the largest scale set by $\boldsymbol{H}_{S}\left(\sim 1 / \min _{\omega \neq \omega^{\prime}}\left[\omega-\omega^{\prime}\right]\right)$, oscillatory terms in time can be ignored [50]

$$
\text { Rotating-wave/secular approx.: } \quad \sum_{\omega, \omega^{\prime}} e^{i\left(\omega-\omega^{\prime}\right) t} f\left(\omega, \omega^{\prime}\right) \approx \sum_{\omega} f(\omega, \omega)
$$

This finally leaves us with the Lindblad master equation [50]:

$$
\begin{aligned}
\partial_{t} \tilde{\boldsymbol{\rho}}_{S}(t) & \approx \sum_{k, l, \omega} \underbrace{\int_{0}^{\infty} d s e^{i \omega s}\left\langle\tilde{\boldsymbol{B}}_{k}(s) \tilde{\boldsymbol{B}}_{l}(0)\right\rangle_{B}}_{=: \frac{1}{2} \gamma_{k l}(\omega)+i h_{k l}(\omega)}\left[\boldsymbol{S}_{l}(\omega) \tilde{\boldsymbol{\rho}}_{S}(t) \boldsymbol{S}_{k}^{\dagger}(\omega)-\boldsymbol{S}_{k}^{\dagger}(\omega) \boldsymbol{S}_{l}(\omega) \tilde{\boldsymbol{\rho}}_{S}(t)\right]+\text { h.c. } \\
& =-i\left[\tilde{H}_{\mathrm{LS}}, \tilde{\boldsymbol{\rho}}_{S}(t)\right]+\sum_{k, l, \omega} \gamma_{k l}(\omega)\left[\boldsymbol{S}_{l}(\omega) \tilde{\boldsymbol{\rho}}_{S}(t) \boldsymbol{S}_{k}^{\dagger}(\omega)-\frac{1}{2}\left\{\boldsymbol{S}_{k}^{\dagger}(\omega) \boldsymbol{S}_{l}(\omega), \tilde{\boldsymbol{\rho}}_{S}(t)\right\}\right]
\end{aligned}
$$

where the first term is an effective Hamiltonian (based on the hermitian matrix $h_{k l}$ ) and $\gamma_{k l}$ is a positive matrix [50]. In a last step, we can diagonalize the matrix $\gamma$, define new Lindblad operators $\boldsymbol{L}_{k}(\omega)$ (as in the main text) and go
back to the Schrödinger picture:

## Lindblad master equation

$\partial_{t} \boldsymbol{\rho}_{S}(t) \approx-i\left[\boldsymbol{H}_{S}+\boldsymbol{H}_{\mathrm{LS}}, \boldsymbol{\rho}_{S}(t)\right]+\sum_{k, \omega}\left[\boldsymbol{L}_{k}(\omega) \boldsymbol{\rho}_{S}(t) \boldsymbol{L}_{k}^{\dagger}(\omega)-\frac{1}{2}\left\{\boldsymbol{L}_{k}^{\dagger}(\omega) \boldsymbol{L}_{k}(\omega), \boldsymbol{\rho}_{S}(t)\right\}\right]$.

## E. 2 Heating under Lindblad Dynamics

Following the analysis in Ref. [243], we consider the heating dynamics due to density operators $\boldsymbol{L}=-\frac{1}{\pi} \partial_{x} \phi_{x}$ with $\boldsymbol{\phi}_{x}=\phi_{+, x}+\phi_{-, x}$. We show that $\phi_{x}^{2}$ and $\boldsymbol{\theta}_{x}^{2}$ are growing (linearly) in time:

$$
\begin{align*}
\frac{1}{L a} \int d x_{*}^{*} \boldsymbol{\phi}_{\sigma, x}^{2}(t)_{*}^{*} & =\frac{1}{L a} \sum_{q>0} \frac{\pi}{q} e^{-A q} \boldsymbol{n}_{\sigma, q}(t) \sim \gamma t, \\
\frac{1}{L a} \int d x \boldsymbol{\phi}_{+, x} \boldsymbol{\phi}_{-, x} & =-\frac{1}{L a} \sum_{q>0} \frac{\pi}{2 q} e^{-A q}\left(\boldsymbol{b}_{+, q} \boldsymbol{b}_{-, q}+\boldsymbol{b}_{+, q}^{\dagger} \boldsymbol{b}_{-, q}^{\dagger}\right) \tag{E.6}
\end{align*}
$$

$\sim$ (oscillating).
Therefore, we first consider the individual densities $\boldsymbol{n}_{\sigma, q}$ of the $\pm$ bosons in momentum space and show that they increase linearly in time (making use of the Heisenberg picture):

$$
\begin{equation*}
\partial_{t} \boldsymbol{n}_{\sigma, q}=+i\left[\boldsymbol{H}, \boldsymbol{n}_{\sigma, q}\right]+\gamma_{B} \mathcal{L}_{-\frac{1}{\pi} \partial_{x} \boldsymbol{\phi}_{x}}^{*}\left[\boldsymbol{n}_{\sigma, q}\right]=+\gamma_{B} \frac{q}{2 \pi} \tag{E.7}
\end{equation*}
$$

(where the same heating would result if we had $\boldsymbol{L} \sim \partial_{x} \boldsymbol{\phi}_{\sigma, q}$ individually). Similarly, we can calculate the evolution of the off-diagonal contribution $\boldsymbol{m}_{q}=$ $\boldsymbol{b}_{+, q}^{\dagger} \boldsymbol{b}_{-, q}^{\dagger}$ :

$$
\begin{equation*}
\partial_{t} \boldsymbol{m}_{q}=2 i \nu q \boldsymbol{m}_{q}+\gamma \frac{q}{\pi} \Rightarrow \boldsymbol{m}_{q}(t)=-i \frac{\gamma}{2 \nu \pi}\left(e^{+2 i \nu q t}-1\right)+e^{+i \nu q t} \boldsymbol{m}_{q}(0) \tag{E.8}
\end{equation*}
$$

These contributions are bounded, therefore it is the linearly increasing occupation number which drives the dynamics of quantities like $\phi_{x}^{2}$.

## E. 3 Heating of the absolute Mode

In the following, we discuss the non-linear evolution equations for the absolute mode (in the case of linear measurement operators), see again (4.108). The aim is to show that $\left\langle\phi_{x}^{2}\right\rangle \rightarrow \infty$ for long times, being compatible with a state that indefinitely heats up. Note that we mostly do not explicitly write the contribution of the normalization but rather indicate, which term will be cancelled by it.

## Expectation values of single fields:

The expectation values of linear operators are only affected by the dynamics
due to the Hamiltonian:

$$
\begin{align*}
& \partial_{t}\left\langle\boldsymbol{b}_{\sigma, q}\right\rangle=-i \frac{\nu}{2 \pi} q^{2}\left\langle\boldsymbol{b}_{\sigma, q}\right\rangle, \\
& \partial_{t}\left\langle\boldsymbol{\phi}_{q}\right\rangle=-i \nu q\left\langle\boldsymbol{\theta}_{q}\right\rangle,  \tag{E.9}\\
& \partial_{t}\left\langle\boldsymbol{\theta}_{q}\right\rangle=-i \nu q\left\langle\boldsymbol{\phi}_{q}\right\rangle, \\
& \partial_{t}\left\langle\boldsymbol{\phi}_{\sigma, q}\right\rangle=-i \nu q\left\langle\boldsymbol{\phi}_{\sigma, q}\right\rangle .
\end{align*}
$$

Due to the normalization factor in the evolution equation of $\boldsymbol{\rho}^{(a)}$, all measurementinduced contributions cancel out for linear fields.

## Expectation values of quadratic fields:

To derive the overall evolution equations, we start with the contribution from the Hamiltonian:

$$
\begin{align*}
& {\left[\boldsymbol{H}, \boldsymbol{\phi}_{x}^{2}\right]=-i \nu\left\{\partial_{x} \boldsymbol{\theta}_{x}, \boldsymbol{\phi}_{x}\right\}} \\
& {\left[\boldsymbol{H}, \boldsymbol{\theta}_{x}^{2}\right]=-i \nu\left\{\boldsymbol{\theta}_{x}, \partial_{x} \boldsymbol{\phi}_{x}\right\}} \\
& {\left[\boldsymbol{H},\left\{\boldsymbol{\theta}_{x}, \partial_{x} \boldsymbol{\phi}_{x}\right\}\right]=-i 2 \nu\left[+\boldsymbol{\theta}_{x} \partial_{x}^{2} \boldsymbol{\theta}_{x}+\left(\partial_{x} \boldsymbol{\phi}_{x}\right)^{2}\right]}  \tag{E.10}\\
& {\left[\boldsymbol{H},\left\{\boldsymbol{\phi}_{x}, \partial_{x} \boldsymbol{\theta}_{x}\right\}\right]=-i 2 \nu\left[+\boldsymbol{\phi}_{x} \partial_{x}^{2} \boldsymbol{\phi}_{x}+\left(\partial_{x} \boldsymbol{\theta}_{x}\right)^{2}\right]}
\end{align*}
$$

In a first step, we switch to the creation/annihilation operator perspective and use translational invariance (so we assume that the initial state is translationally invariant). The commutators with the Hamiltonian give rise to

$$
\begin{align*}
{\left[\boldsymbol{H}, \boldsymbol{b}_{\sigma, q}^{\dagger} \boldsymbol{b}_{\sigma^{\prime}, q^{\prime}}\right] } & =0 \\
{\left[\boldsymbol{H}, \boldsymbol{b}_{\sigma, q}^{\dagger} \boldsymbol{b}_{\sigma^{\prime}, q^{\prime}}^{\dagger}\right] } & =2 \nu q \boldsymbol{b}_{\sigma, q}^{\dagger} \boldsymbol{b}_{\sigma^{\prime}, q^{\prime}}^{\dagger}  \tag{E.11}\\
{\left[\boldsymbol{H}, \boldsymbol{b}_{\sigma, q} b_{\sigma^{\prime}, q^{\prime}}\right] } & =-2 \nu q \boldsymbol{b}_{\sigma, q} \boldsymbol{b}_{\sigma^{\prime}, q^{\prime}}
\end{align*}
$$

Considering some arbitrary operator $\mathcal{O}$, the measurement-induced term in (4.108) acts as $(\tilde{\mathcal{O}}:=\mathcal{O}-\langle\mathcal{O}\rangle)$

$$
\begin{align*}
\gamma_{M} \int_{x^{\prime}}\left\langle\partial_{x^{\prime}} \tilde{\phi}_{x^{\prime}} \mathcal{O} \partial_{x^{\prime}} \tilde{\phi}_{x^{\prime}}\right\rangle= & -\left\langle\sum _ { q ^ { \prime } > 0 } \frac { \pi \gamma _ { M } q ^ { \prime } } { 2 } \left(-\sum_{\gamma} \tilde{\boldsymbol{b}}_{\gamma, q^{\prime}} \boldsymbol{\mathcal { O }} \boldsymbol{b}_{\gamma, q^{\prime}}^{\dagger}-\sum_{\gamma} \tilde{\boldsymbol{b}}_{\gamma, q^{\prime}}^{\dagger} \boldsymbol{\mathcal { O }} \tilde{\boldsymbol{b}}_{\gamma, q^{\prime}}\right.\right. \\
& +\tilde{\boldsymbol{b}}_{+, q^{\prime}} \mathcal{O} \tilde{\boldsymbol{b}}_{-, q^{\prime}}+\tilde{\boldsymbol{b}}_{-, q^{\prime}} \boldsymbol{\mathcal { O }} \tilde{\boldsymbol{b}}_{+, q^{\prime}} \\
& \left.\left.+\tilde{\boldsymbol{b}}_{+, q^{\prime}}^{\dagger} \boldsymbol{\mathcal { O }} \tilde{\boldsymbol{b}}_{-, q^{\prime}}^{\dagger}+\tilde{\boldsymbol{b}}_{-, q^{\prime}}^{\dagger} \boldsymbol{\mathcal { O }} \tilde{\boldsymbol{b}}_{+, q^{\prime}}^{\dagger}\right)\right\rangle \tag{E.12}
\end{align*}
$$

Starting from $\mathcal{O}=\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}$, the first line in (E.12) gives rise to

$$
\begin{align*}
& \frac{\pi \gamma_{M} q}{2}\left(\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger}\right\rangle^{2}+\left\langle\tilde{\boldsymbol{b}}_{\bar{\sigma}, q} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\bar{\sigma}, q}^{\dagger}\right\rangle+\sum_{\gamma} \sum_{p}\left\langle\tilde{\boldsymbol{b}}_{\gamma, p} \tilde{\boldsymbol{b}}_{\gamma, p}^{\dagger}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\right. \\
& \left.\quad+\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle^{2}+\left\langle\tilde{\boldsymbol{b}}_{\bar{\sigma}, q} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\bar{\sigma}, q}^{\dagger}\right\rangle+\sum_{\gamma} \sum_{p}\left\langle\tilde{\boldsymbol{b}}_{\gamma, p}^{\dagger} \tilde{\boldsymbol{b}}_{\gamma, p}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\right) \tag{E.13}
\end{align*}
$$

The second and third line give rise to

$$
\begin{align*}
& -\frac{\pi \gamma_{M} q}{2}\left(\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle\left(\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle+\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger}\right\rangle\right)+2 \sum_{p}\left\langle\tilde{\boldsymbol{b}}_{-, p} \tilde{\boldsymbol{b}}_{-, p}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\right. \\
& \left.+\left\langle\tilde{\boldsymbol{b}}_{-, q}^{\dagger} \tilde{\boldsymbol{b}}_{+, q}^{\dagger}\right\rangle\left(\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle+\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger}\right\rangle\right)+2 \sum_{p}\left\langle\tilde{\boldsymbol{b}}_{+, p}^{\dagger} \tilde{\boldsymbol{b}}_{-, p}^{\dagger}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\right) . \tag{E.14}
\end{align*}
$$

Combining these terms, we get a time-evolution

$$
\begin{aligned}
\partial_{t}\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle & =\frac{\gamma_{M} q}{2 \pi}\left(\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger}\right\rangle^{2}+\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle^{2}+2\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{+, q}^{\dagger} \tilde{\boldsymbol{b}}_{-, q}^{\dagger}\right\rangle\right. \\
& \left.-\left(\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle+\left\langle\tilde{\boldsymbol{b}}_{+, q}^{\dagger} \tilde{\boldsymbol{b}}_{-, q}^{\dagger}\right\rangle\right)\left(\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger}\right\rangle+\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle\right)\right) \\
& +\sum_{p>0} \frac{\gamma_{M} p}{2 \pi}\left(\left(\sum_{\gamma}\left\langle\tilde{\boldsymbol{b}}_{\gamma, p}^{\dagger} \tilde{\boldsymbol{b}}_{\gamma, p}+\tilde{\boldsymbol{b}}_{\gamma, p} \tilde{\boldsymbol{b}}_{\gamma, p}^{\dagger}\right\rangle\right)-2\left\langle\tilde{\boldsymbol{b}}_{+, p}^{\dagger} \tilde{\boldsymbol{b}}_{-, p}^{\dagger}+\tilde{\boldsymbol{b}}_{+, p} \tilde{\boldsymbol{b}}_{-, p}\right\rangle\right)\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle \\
& =\frac{\gamma_{M} q}{2 \pi}\left(1+\left|B_{\sigma, q}\right|^{2}+\left|C_{\sigma, q}\right|^{2}\right)+\underbrace{\left(\sum_{p>0} \frac{\gamma_{M} p}{2 \pi}\left\langle\boldsymbol{A}_{p}^{\dagger} \boldsymbol{A}_{p}+\boldsymbol{A}_{p} \boldsymbol{A}_{p}^{\dagger}\right\rangle\right)}_{\geq 0}\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle .
\end{aligned}
$$

The gray marked term should be canceled by the normalization factor and we have defined

$$
\begin{align*}
B_{\sigma, q} & :=\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger}\right\rangle-\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle, \\
C_{\sigma, q} & :=\left\langle\tilde{\boldsymbol{b}}_{\sigma, q} \tilde{b}_{\sigma, q}^{\dagger}\right\rangle-\left\langle\tilde{\boldsymbol{b}}_{+, q}^{\dagger} \tilde{\boldsymbol{b}}_{-, q}^{\dagger}\right\rangle,  \tag{E.15}\\
\boldsymbol{A}_{q} & :=\tilde{\boldsymbol{b}}_{+, q}^{\dagger}-\tilde{\boldsymbol{b}}_{-, q} .
\end{align*}
$$

The equation implies that the occupation number of the bosonic modes grows at least linearly in time (similar to the Lindblad case, we have discussed in the main text). A similar analysis applies for, e.g., $\mathcal{O}=\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle$ :

$$
\begin{aligned}
\partial_{t}\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle & =(-i 2 \nu q+\underbrace{\left(\sum_{p>0} \frac{\gamma_{M} p}{2 \pi}\left(1+\delta_{q, p}\right)\left\langle\boldsymbol{A}_{p}^{\dagger} \boldsymbol{A}_{p}+\boldsymbol{A}_{p} \boldsymbol{A}_{p}^{\dagger}\right\rangle\right)}_{\geq 0}) \cdot\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle+\frac{2 \gamma_{M} q}{2 \pi}\left|\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{-, q}\right\rangle\right|^{2} \\
& \underbrace{-\frac{\gamma_{M} q}{2 \pi}\left(\left\langle\tilde{\boldsymbol{b}}_{+, q}^{\dagger} \tilde{\boldsymbol{b}}_{+, q}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{-, q} \tilde{\boldsymbol{b}}_{-, q}^{\dagger}\right\rangle+\left\langle\tilde{\boldsymbol{b}}_{+, q} \tilde{\boldsymbol{b}}_{+, q}^{\dagger}\right\rangle\left\langle\tilde{\boldsymbol{b}}_{-, q}^{\dagger} \tilde{\boldsymbol{b}}_{-, q}\right\rangle\right)}_{\leq 0} .
\end{aligned}
$$

However, this expression is not very telling. Therefore, we switch to the description in terms of the conjugate variables in Fourier space again.

## Conjugate variables in Fourier space:

In the following, we work with the conjugate variables in momentum space: $\left[\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right]=\frac{\pi}{q}$. The Hamiltonian takes the form (where we for now work with the convention as in Ref. [205]):

$$
\begin{equation*}
\boldsymbol{H}=\frac{\nu}{2 \pi} \int_{q} q^{2}\left(\boldsymbol{\theta}_{q} \boldsymbol{\theta}_{-q}+\boldsymbol{\phi}_{q} \boldsymbol{\phi}_{-q}\right) . \tag{E.16}
\end{equation*}
$$

The overall time evolution of the expectation value $\langle\boldsymbol{\mathcal { O }}\rangle$ takes the form:

$$
\begin{equation*}
\partial_{t}\langle\mathcal{O}\rangle=i[\boldsymbol{H}, \boldsymbol{\mathcal { O }}]+\frac{2 \gamma_{M}}{\pi^{2}} \int_{p} p^{2}\left\langle\tilde{\boldsymbol{\phi}}_{p} \mathcal{\mathcal { O }} \tilde{\boldsymbol{\phi}}_{-p}\right\rangle+\text { (normalization contribution) } \tag{E.17}
\end{equation*}
$$

For the correlation function $\mathcal{O}=\phi_{q} \phi_{-q}$, we find:

$$
\begin{align*}
\partial_{t}\left\langle\boldsymbol{\phi}_{q} \boldsymbol{\phi}_{-q}\right\rangle= & +i \frac{\nu q}{2}\left(\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}\right\rangle-\left\langle\left\{\boldsymbol{\phi}_{-q}, \boldsymbol{\theta}_{q}\right\}\right\rangle\right) \\
& +\frac{2 \gamma_{M}}{\pi^{2}}\left(2 q^{2}\left\langle\tilde{\boldsymbol{\phi}}_{-q} \tilde{\boldsymbol{\phi}}_{q}\right\rangle^{2}+\int_{p} p^{2}\left\langle\tilde{\boldsymbol{\phi}}_{-p} \tilde{\boldsymbol{\phi}}_{p}\right\rangle \cdot\left\langle\boldsymbol{\phi}_{-q} \boldsymbol{\phi}_{q}\right\rangle\right) . \tag{E.18}
\end{align*}
$$

Terms marked gray are cancelled out by the normalization factor in the evolution equation. The dynamics of the anti-commutators takes the form:

$$
\begin{aligned}
\partial_{t}\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}\right\rangle & =+i 2 \nu q\left(\left\langle\boldsymbol{\phi}_{q} \boldsymbol{\phi}_{-q}\right\rangle-\left\langle\boldsymbol{\theta}_{q} \boldsymbol{\theta}_{-q}\right\rangle\right)+\frac{2 \gamma_{M}}{\pi^{2}} 2 q^{2}\left\langle\tilde{\boldsymbol{\phi}}_{q} \tilde{\boldsymbol{\phi}}_{-q}\right\rangle\left\langle\left\{\tilde{\boldsymbol{\phi}}_{q}, \tilde{\boldsymbol{\theta}}_{-q}\right\}\right\rangle \\
& +\frac{2 \gamma_{M}}{\pi^{2}} \int_{p} p^{2}\left\langle\tilde{\boldsymbol{\phi}}_{p} \tilde{\boldsymbol{\phi}}_{-p}\right\rangle \cdot\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}\right\rangle, \\
\partial_{t}\left\langle\left\{\boldsymbol{\phi}_{-q}, \boldsymbol{\theta}_{q}\right\}\right\rangle & =\left(\partial_{t}\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}\right\rangle\right)^{*} .
\end{aligned}
$$

Therefore, the dynamics of their difference is only determined by the measurementinduced part (with a positive prefactor). Finally, for $\mathcal{O}=\boldsymbol{\theta}_{q} \boldsymbol{\theta}_{-q}$, we get:

$$
\begin{aligned}
\partial_{t}\left\langle\boldsymbol{\theta}_{q} \boldsymbol{\theta}_{-q}\right\rangle= & +i \frac{\nu q}{2}\left(\left\langle\left\{\boldsymbol{\theta}_{q}, \boldsymbol{\phi}_{-q}\right\}\right\rangle-\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}\right\rangle\right) \\
& +\frac{2 \gamma_{M}}{\pi^{2}}\left(q^{2}\left(\left|\left\langle\tilde{\boldsymbol{\phi}}_{-q} \tilde{\boldsymbol{\theta}}_{q}\right\rangle\right|^{2}+\left|\left\langle\tilde{\boldsymbol{\phi}}_{q} \tilde{\boldsymbol{\theta}}_{-q}\right\rangle\right|^{2}\right)+\int_{p} p^{2}\left\langle\tilde{\boldsymbol{\phi}}_{p} \tilde{\boldsymbol{\phi}}_{-p}\right\rangle \cdot\left\langle\boldsymbol{\theta}_{q} \boldsymbol{\theta}_{-q}\right\rangle\right)
\end{aligned}
$$

The time evolution equations for $\left.\left.\partial_{t}\langle | \boldsymbol{\phi}_{q}\right|^{2} \pm\left|\boldsymbol{\theta}_{q}\right|^{2}\right\rangle$ can be evaluated directly. In the case with a relative minus sign, we have:

$$
\begin{align*}
& \left.\left.\partial_{t}\langle | \boldsymbol{\phi}_{q}\right|^{2}-\left|\boldsymbol{\theta}_{q}\right|^{2}\right\rangle=+i \nu q\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}-\left\{\boldsymbol{\phi}_{-q}, \boldsymbol{\theta}_{q}\right\}\right\rangle, \\
& \left.\partial_{t}\left\langle\left\{\boldsymbol{\phi}_{q}, \boldsymbol{\theta}_{-q}\right\}-\left\{\boldsymbol{\phi}_{-q}, \boldsymbol{\theta}_{q}\right\}\right\rangle=+\left.4 i \nu q\langle | \boldsymbol{\phi}_{q}\right|^{2}-\left|\boldsymbol{\theta}_{q}\right|^{2}\right\rangle, \tag{E.19}
\end{align*}
$$

which gives rise to a bounded contribution. For the other case, we have:

$$
\begin{equation*}
\left.\left.\partial_{t}\langle | \boldsymbol{\theta}_{q}\right|^{2}+\left|\boldsymbol{\phi}_{q}\right|^{2}\right\rangle \geq 0 \tag{E.20}
\end{equation*}
$$

which leads to an (unbounded) growth. Since the difference between $\left.\left.\langle | \boldsymbol{\theta}_{q}\right|^{2}\right\rangle$ and $\left.\left.\langle | \boldsymbol{\phi}_{q}\right|^{2}\right\rangle$ is bounded, we get $\left\langle\boldsymbol{\phi}_{q} \boldsymbol{\phi}_{-q}\right\rangle \rightarrow \infty$ (similarly to $\left\langle\tilde{\boldsymbol{b}}_{\sigma, q}^{\dagger} \tilde{\boldsymbol{b}}_{\sigma, q}\right\rangle$ ).

## F Different Measurement Protocols

Regarding indirect measurements of the system by coupling to an ancilla, we can distinguish three different cases [21]. One case was discussed in Sec. 4.4. As a reminder, the interaction between system and ancilla is supposed to be weak, $\theta \ll 1$.

1. The choice of the initial state of the ancilla $|a\rangle=|0\rangle$ will lead to a measurement probability $p_{0} \approx 1$ for the outcome $\sigma=0$ after the interaction. Therefore, for most measurements, the dynamics will be deterministic. Only rarely, the result 1 will be measured, which will result in a sizable change of the state: a quantum jump (briefly discussed below).
2. Picking $|a\rangle=|0\rangle$ but measuring in the $x$-basis gives rise to a very different result: using the same logic, here $p_{0}=p_{1}=1 / 2$ (as we have shown in the main text).
3. Similarly, changing the initial state to $|a\rangle=1 / \sqrt{2} \cdot(|0\rangle-i|1\rangle)$ and measuring in the standard basis will give rise to $p_{0} \approx p_{1} \approx 1 / 2$. Therefore, the outcome is nearly unpredictable on the one hand. On the other hand, the state $\boldsymbol{\rho}^{(c)}$ will only be slightly changed after each interaction and the corresponding dynamics is referred to as quantum state diffusion.

Nevertheless, the last two scenarios are drastically different. The first one gives rise to an effectively stochastic unitary evolution, whereas the second one gives rise to non-linear, non-unitary evolution. The interplay of these two has been discussed in Sec. 4.10.2. Both cases can be cast into a general form of quantum state diffusion, discussed below.

Quantum jumps: Looking back at (4.34), we anticipate that the form of $\boldsymbol{M}_{i}^{(a)}$ will depend on the initial state of the ancilla. In the limit $\theta \ll 1$, we can write the state after the interaction up to second order as (see again Ref. [21]):
$\boldsymbol{U}(\theta)|\psi\rangle \otimes|\sigma\rangle=|\psi\rangle \otimes|\sigma\rangle-i \theta\left(\left(\mathbb{1}-\boldsymbol{n}_{j}\right)|\psi\rangle \otimes|\sigma\rangle+\boldsymbol{n}_{j}|\psi\rangle \otimes\left|\sigma^{\prime}\right\rangle\right)-\frac{\theta^{2}}{2}|\psi\rangle \otimes|\sigma\rangle$.

For $|a\rangle=|1\rangle$, we get (the overall phases are uninteresting as they will not give
rise to any observable consequence):

$$
\begin{align*}
& \boldsymbol{M}_{0}^{(0)}=e^{-i \frac{\theta}{2}}\left[\left(\mathbb{1}-\boldsymbol{n}_{j}\right)+\cos (\theta) \boldsymbol{n}_{j}\right] \approx e^{-i \frac{\theta}{2}}\left[\mathbb{1}-\frac{\theta^{2}}{2} \boldsymbol{n}_{j}\right],  \tag{F.2}\\
& \boldsymbol{M}_{1}^{(0)}=-i e^{-i \frac{\theta}{2}} \sin (\theta) \boldsymbol{n}_{j} \approx-i e^{-i \frac{\theta}{2}} \theta \boldsymbol{n}_{j} \tag{F.3}
\end{align*}
$$

(the case we have already encountered before). Here, $\boldsymbol{M}_{0}$ is close to the identity operator, whereas $\boldsymbol{M}_{1}$ is a projector, massively altering the state. The corresponding probabilities to measure outcome (0) or (1) are given by:

$$
\begin{equation*}
p_{0}=\left(1-\gamma \delta t\left\langle\boldsymbol{n}_{j}\right\rangle\right), \quad p_{1}=\gamma \delta t\left\langle\boldsymbol{n}_{j}\right\rangle \tag{F.4}
\end{equation*}
$$

Therefore, we measure outcome 0 in most cases. Only rarely, the outcome (1) is measured ${ }^{1}$, which leads to the projection onto the space with one particle at site $j$.

General form of quantum state diffusion: All the different measurement scenarios we have discussed here lead to the same averaged Lindblad dynamics (here for $\boldsymbol{L}=\boldsymbol{L}^{\dagger}$ ), which generally would take the form (considering only a single Lindblad operator for simplicity):

$$
\begin{equation*}
\partial_{t} \overline{\boldsymbol{\rho}_{t}^{(c)}}=-i\left[\boldsymbol{H}, \overline{\boldsymbol{\rho}_{t}^{(c)}}\right]-\frac{\gamma}{2}\left[\boldsymbol{L},\left[\boldsymbol{L}, \overline{\boldsymbol{\rho}_{t}^{(c)}}\right]\right] \tag{F.5}
\end{equation*}
$$

Each of these cases is an instant of an unravelling of the same master equation. The second and third case can be seen as special cases of a form of QSD [196] (in discrete time):

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle=\left(1-i \boldsymbol{H} \delta t-\frac{1}{2} \tilde{\boldsymbol{L}}^{2} \delta t+\Delta W_{t} \tilde{\boldsymbol{L}}\right)|\Psi\rangle, \quad \tilde{\boldsymbol{L}}:=\boldsymbol{L}-\langle\Psi| \boldsymbol{L}|\Psi\rangle . \tag{F.6}
\end{equation*}
$$

The conditional Master equation evolves as:

$$
\begin{aligned}
\boldsymbol{\rho}_{t+\delta t}^{(c)} & =\boldsymbol{\rho}_{t}^{(c)}-i \delta t\left[\boldsymbol{H}, \boldsymbol{\rho}_{t}^{(c)}\right]-\frac{1}{2} \delta t\left\{\tilde{\boldsymbol{L}}^{2}, \boldsymbol{\rho}_{t}^{(c)}\right\}+\Delta W_{t} \Delta W_{t}^{*}\left(\tilde{\boldsymbol{L}} \boldsymbol{\rho}_{t}^{(c)} \tilde{\boldsymbol{L}}\right) \\
& +\Delta W_{t}\left(\tilde{\boldsymbol{L}} \boldsymbol{\rho}_{t}^{(c)}\right)+\Delta W_{t}^{*}\left(\boldsymbol{\rho}_{t}^{(c)} \tilde{\boldsymbol{L}}\right)
\end{aligned}
$$

which requires $\overline{\Delta W_{t} \Delta W_{t^{\prime}}^{*}}=\delta_{t, t^{\prime}} \delta t$ and $\overline{\Delta W_{t}}=\overline{\Delta W_{t}^{*}}=0$ to recover the quantum master equation for $\overline{\boldsymbol{\rho}_{t+\delta t}^{(c)}}$ in (F.5). The noise term $\Delta W$ can be complex and the measurements and random unitary evolution correspond to its real or imaginary valued version:

$$
\begin{aligned}
& \Delta W_{t}=\cos (\theta) \chi_{t}+i \sin (\theta) \eta_{t} \\
& \overline{\Delta W_{t} \Delta W_{t^{\prime}}^{*}} \stackrel{!}{=} \delta_{t, t^{\prime}} \delta t: \quad \overline{\chi_{t} \chi_{t^{\prime}}}=\cos (\theta)^{2} \delta_{t, t^{\prime}} \delta t \quad \overline{\eta_{t} \eta_{t^{\prime}}}=\sin (\theta)^{2} \delta_{t, t^{\prime}} \delta t
\end{aligned}
$$

The 'trotterized' form of the time-evolution in (F.6) reads:

$$
\begin{aligned}
\boldsymbol{U} & =\exp \left(\Delta W_{t} \tilde{\boldsymbol{L}}-\alpha(\theta) \tilde{\boldsymbol{L}}^{2} \delta t\right) \exp (-i \boldsymbol{H} \delta t) \\
& =\left(1-i \boldsymbol{H} \delta t-\alpha(\theta) \tilde{\boldsymbol{L}}^{2} \delta t+\frac{1}{2} \Delta W_{t}^{2} \tilde{\boldsymbol{L}}^{2}+\Delta W_{t} \tilde{\boldsymbol{L}}\right)+\mathcal{O}\left(\delta t^{1.5}\right)
\end{aligned}
$$

[^70]where $\alpha(\theta)$ depends on the form of the noise:
\[

complex noise: \quad \alpha(\theta)=\cos ^{2}(\theta) \quad $$
\begin{cases}\text { real noise: } & \alpha=1 \\ \text { imaginary noise: } & \alpha=0\end{cases}
$$
\]

## G $\mid$ Perturbative Dynamics of the Diagonal of the Density Matrix

In the following, we work out the dynamics of $\boldsymbol{\rho}^{(c)}$ in the limiting case $\gamma_{B} / J \gg 1$. The guiding idea is that in this limit, the non-trivial dynamics will be reduced to those matrix elements that are left invariant under the dephasing (all other terms are strongly suppressed), see also, e.g., Ref. [221] for an example. For dephasing, these are the diagonal elements of the form $|\{n\}\rangle\langle\{n\}|$. As an example, consider the case of measurements and a bath in the absence of any unitary evolution. We decompose $\boldsymbol{\rho}^{(c)}$ in its diagonal and non-diagonal part $\boldsymbol{\rho}^{(c)}=\boldsymbol{\rho}_{\|}^{(c)}+\boldsymbol{\rho}_{\perp}^{(c)}$ and obtain:

$$
\begin{align*}
& \partial_{t} \boldsymbol{\rho}_{\|}^{(c)}=\sum_{i} d W_{i}\left\{\boldsymbol{n}_{i}-\operatorname{tr}\left[\boldsymbol{n}_{i} \boldsymbol{\rho}_{\|}^{(c)}\right], \boldsymbol{\rho}_{\|}^{(c)}\right\},  \tag{G.1}\\
& \partial_{t} \boldsymbol{\rho}_{\perp}^{(c)}=\mathcal{L}_{B}\left[\boldsymbol{\rho}_{\perp}^{(c)}\right]+\sum_{i} d W_{i}\left\{\boldsymbol{n}_{i}-\operatorname{tr}\left[\boldsymbol{n}_{i} \boldsymbol{\rho}_{\|}^{(c)}\right], \boldsymbol{\rho}_{\perp}^{(c)}\right\} .
\end{align*}
$$

Therefore, the dynamics of the diagonal $\boldsymbol{\rho}_{\|}^{(c)}$ decouples from the off-diagonal terms. Including a Hamiltonian, we are confronted with a stochastic master equation (see again Sec. 4.10.1):

$$
\begin{align*}
& \partial_{t} \boldsymbol{\rho}^{(c)}=\mathcal{L}_{H}\left[\boldsymbol{\rho}^{(c)}\right]+\mathcal{L}_{M}\left[\boldsymbol{\rho}^{(c)}\right]+\eta \mathcal{L}_{B}\left[\boldsymbol{\rho}^{(c)}\right]  \tag{G.2}\\
& \mathcal{L}_{M}\left[\boldsymbol{\rho}^{(c)}\right]:=\sum d W_{i}\left\{\boldsymbol{n}_{i}-\left\langle\boldsymbol{n}_{i}\right\rangle, \boldsymbol{\rho}^{(c)}\right\} . \tag{G.3}
\end{align*}
$$

In the following, we assume $\eta=\left(\gamma_{M}+\gamma_{B}\right) / J \gg 1$. Adapting the discussion in Ref. [180], we make an ansatz $\boldsymbol{\rho}^{(c)}=\boldsymbol{\rho}_{0}^{(c)}+\eta^{-1} \boldsymbol{\rho}_{1}^{(c)}+\eta^{-2} \boldsymbol{\rho}_{2}^{(c)}+\ldots$ with $\boldsymbol{\rho}_{0}^{(c)}$ being a diagonal matrix. The evolution equations in orders of $\eta^{-1}$ are:

$$
\begin{array}{ll}
\text { order 0: } & \mathcal{L}_{B}\left[\boldsymbol{\rho}_{0}^{(c)}\right]=0, \\
\text { order 1: } & \partial_{t} \boldsymbol{\rho}_{0}^{(c)}=\mathcal{L}_{H}\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\mathcal{L}_{M}\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\mathcal{L}_{B}\left[\boldsymbol{\rho}_{1}^{(c)}\right], \\
\text { order 2: } & \partial_{t} \boldsymbol{\rho}_{1}^{(c)}=\mathcal{L}_{H}\left[\boldsymbol{\rho}_{1}^{(c)}\right]+\mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}^{(c)}\right]+\mathcal{L}_{B}\left[\boldsymbol{\rho}_{2}^{(c)}\right], \tag{G.6}
\end{array}
$$

Note that the presence of the expectation values requires some care: as an example, the term $\mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}^{(c)}\right]$ describes first order contribution. We want to
work out the dynamics on the space left invariant under $\mathcal{L}_{B}$ or differently put: the dynamics on the diagonal (in the occupation-number basis). Therefore, we use a projection operator $\boldsymbol{\Pi}$, projecting onto the diagonal. At first order, we get:

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{0}^{(c)}=\boldsymbol{\Pi}\left(\mathcal{L}_{H}\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\mathcal{L}_{M}\left[\boldsymbol{\rho}_{0}^{(c)}\right]\right) \tag{G.7}
\end{equation*}
$$

where we used that $\boldsymbol{\Pi} \boldsymbol{\rho} \in \operatorname{Ker} \mathcal{L}_{B}$, such that $\boldsymbol{\Pi} \mathcal{L}_{B}\left[\boldsymbol{\rho}_{1}^{(c)}\right]=0$. Projecting onto the complement with $(\mathbb{1}-\boldsymbol{\Pi})$ at first order gives rise to:

$$
\begin{equation*}
0=\left(\mathcal{L}_{H}\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\mathcal{L}_{M}\left[\boldsymbol{\rho}_{0}^{(c)}\right]\right)^{\perp}+\mathcal{L}_{B}^{\perp}\left[\boldsymbol{\rho}_{1}^{(c)}\right]=\mathcal{L}_{H}^{\perp}\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\mathcal{L}_{B}^{\perp}\left[\boldsymbol{\rho}_{1}^{(c)}\right] \tag{G.8}
\end{equation*}
$$

Projecting with $\boldsymbol{\Pi}$ at second order gives rise to:

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{1, \|}^{(c)}=\boldsymbol{\Pi} \mathcal{L}_{H}\left[\boldsymbol{\rho}_{1}^{(c)}\right]+\boldsymbol{\Pi} \mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}^{(c)}\right] \tag{G.9}
\end{equation*}
$$

Now we investigate the structure of $\boldsymbol{\rho}_{1}^{(c)}=\boldsymbol{\rho}_{1, \|}^{(c)}+\boldsymbol{\rho}_{1, \perp}^{(c)}$. To this end, we assume $\boldsymbol{\Pi} \mathcal{L}_{H} \boldsymbol{\Pi}=0^{1}$. Therefore, we can make the following identification:

$$
(\mathbb{1}-\boldsymbol{\Pi}) \mathcal{L}_{B}\left[\boldsymbol{\rho}_{1, \perp}^{(c)}+\boldsymbol{\rho}_{1, \|}^{(c)}\right]=\mathcal{L}_{B}\left[\boldsymbol{\rho}_{1, \perp}^{(c)}\right]=\mathcal{L}_{B}^{\perp}\left[\boldsymbol{\rho}_{1, \perp}^{(c)}\right]
$$

Together with (G.8) it gives rise to

$$
\begin{aligned}
& \text { (G.8) } \stackrel{\Pi \mathcal{L}_{H} \Pi_{\Leftrightarrow}^{!}=0}{\mathcal{L}_{B}^{\perp}\left[\boldsymbol{\rho}_{1, \perp}^{(c)}\right]=-\mathcal{L}_{H} \boldsymbol{\Pi} \boldsymbol{\rho}_{0}^{(c)}, ~} \\
& \mathcal{L}_{B} \text { invertible on } \perp \operatorname{Ker} \mathcal{L}_{B} \quad \quad \boldsymbol{\rho}_{1, \perp}^{(c)}=-\left(\mathcal{L}_{B}^{\perp}\right)^{-1} \mathcal{L}_{H} \boldsymbol{\Pi} \boldsymbol{\rho}_{0}^{(c)} .
\end{aligned}
$$

This works the same way without measurements. Finally, we conclude

$$
\begin{align*}
\partial_{t} \boldsymbol{\rho}_{0}^{(c)} & =\mathcal{L}_{M}\left[\boldsymbol{\rho}_{0}^{(c)}\right]  \tag{G.10}\\
\partial_{t} \boldsymbol{\rho}_{1, \|}^{(c)} & =+\boldsymbol{\Pi} \mathcal{L}_{H}\left[\boldsymbol{\rho}_{1, \perp}^{(c)}\right]+\boldsymbol{\Pi} \mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}^{(c)}\right] \\
& =-\boldsymbol{\Pi} \mathcal{L}_{H}\left(\mathcal{L}_{B}^{\perp}\right)^{-1} \mathcal{L}_{H} \Pi\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\underbrace{\boldsymbol{\Pi} \mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}^{(c)}\right]}_{=\mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]} \tag{G.11}
\end{align*}
$$

Therefore, we get an effective evolution equation for the diagonal components of the density matrix

$$
\begin{equation*}
\partial_{t} \boldsymbol{\rho}_{\|}^{(c)} \approx \underbrace{\mathcal{L}_{M}\left[\boldsymbol{\rho}_{0}^{(c)}\right]+\eta^{-1} \mathcal{L}_{M}^{(\eta)}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]}_{\approx \mathcal{L}_{M}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]}-\eta^{-1} \boldsymbol{\Pi} \mathcal{L}_{H}\left(\mathcal{L}_{B}^{\perp}\right)^{-1} \mathcal{L}_{H} \boldsymbol{\Pi}\left[\boldsymbol{\rho}_{\|}^{(c)}\right] \tag{G.12}
\end{equation*}
$$

(see also again Ref. [180] (appendix D) for a discussion of how to deal with $\left(\mathcal{L}_{B}^{\perp}\right)^{-1}$.) The essential difference to the case of no measurements is that $\boldsymbol{\rho}_{\|}^{(c)}$ still has dynamics at order $\mathcal{O}\left(\gamma_{M} / J\right)$. Furthermore, the measurement operator is non-linear, such that the different orders cannot be so easily split. Can these terms compete? In our case

$$
\begin{equation*}
\mathcal{L}_{M} \sim \mathcal{O}\left(\frac{\gamma_{M}}{J}\right), \quad \eta=\frac{\gamma_{M}+\gamma_{B}}{J} \tag{G.13}
\end{equation*}
$$

[^71]therefore the analysis is first of all controlled for large $\gamma_{B} / J \gg 1$. During the analysis we did not specify the strength of the measurement-part, therefore it might be small as well. In the absence of a bath, such a treatment would require $\gamma_{M} / J \gg 1$. In turn, this treatment would not be suitable to effectively describe the phase transition.

Technical details: To evaluate $\boldsymbol{\Pi} \mathcal{L}_{H}\left(\mathcal{L}_{B}^{\perp}\right)^{-1} \mathcal{L}_{H} \boldsymbol{\Pi}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]$, we only need a few insights:

- $\mathcal{L}_{H} \boldsymbol{\Pi}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]$ can only produce terms of the form:

$$
\boldsymbol{\rho}_{i, \pm}:=\boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{i \pm 1}|\{n\}\rangle\langle\{n\}|-|\{n\}\rangle\langle\{n\}| \boldsymbol{c}_{i}^{\dagger} \boldsymbol{c}_{i \pm 1} .
$$

For these cases, the inverse bath operator acts as:

$$
\left(\mathcal{L}_{B}^{\perp}\right)^{-1}\left[\boldsymbol{\rho}_{i, \pm}\right]=-\frac{J}{\gamma_{B}} \boldsymbol{\rho}_{i, \pm}
$$

meaning that they are eigenstates with eigenvalue $-\frac{J}{\gamma_{B}}$.

- Building on that, we can write:

$$
\begin{equation*}
\boldsymbol{\Pi} \mathcal{L}_{H}\left(\mathcal{L}_{B}^{\perp}\right)^{-1} \mathcal{L}_{H} \boldsymbol{\Pi}\left[\boldsymbol{\rho}_{\|}^{(c)}\right]=-\frac{J}{\gamma_{B}}(-i)^{2} \boldsymbol{\Pi}\left[\boldsymbol{H},\left[\boldsymbol{H}, \boldsymbol{\rho}_{\|}^{(c)}\right]\right] . \tag{G.14}
\end{equation*}
$$

This expression gives rise to the simple symmetric exclusion-like dynamics discussed in the main text.

- In Sec. 4.10.3, we have discussed the situation where we replaced the bath with random unitary evolution:

$$
\begin{equation*}
-\frac{\gamma_{B}}{2 J} \sum_{l}\left[\boldsymbol{n}_{l},\left[\boldsymbol{n}_{l}, \boldsymbol{\rho}\right]\right] \rightarrow-\frac{\gamma_{I}}{2 J} \sum_{l}\left[\boldsymbol{n}_{l},\left[\boldsymbol{n}_{l}, \boldsymbol{\rho}\right]\right]+i \sqrt{\frac{\gamma_{I}}{J}} \sum_{l} d Z_{l, t}\left[\boldsymbol{n}_{l}, \boldsymbol{\rho}\right] . \tag{G.15}
\end{equation*}
$$

Here, the 'imaginary' noise terms only affect the off-diagonal part of the density matrix. Since we are only interested in observables based on $\boldsymbol{n}_{j}$, we can use a version of $\boldsymbol{U}_{t}^{(I) \dagger}$ to go into an interaction picture [180] (eventually 'undoing' the simple part of the time evolution ${ }^{2}$ ):

$$
\begin{equation*}
\tilde{\boldsymbol{\rho}}_{t}^{(c)}=\boldsymbol{U}_{t}^{(I) \dagger} \boldsymbol{\rho}_{t}^{(c)} \boldsymbol{U}_{t}^{(I)}, \quad \operatorname{tr}\left[f\left(\left\{\boldsymbol{n}_{j}\right\}\right) \boldsymbol{\rho}_{t}^{(c)}\right]=\operatorname{tr}\left[f\left(\left\{\boldsymbol{n}_{j}\right\}\right) \tilde{\boldsymbol{\rho}}_{t}^{(c)}\right] . \tag{G.16}
\end{equation*}
$$

This transformation, in the limit $\gamma_{I} / J \gg 1$, only affects the Hamiltonian non-trivially, as they do not commute. The transformed Hamiltonian becomes stochastic. To go to the interaction picture, we use the unitary operator

$$
\boldsymbol{U}_{t}=\exp \left(-i \sum_{j} \sqrt{\frac{\gamma_{I}+\gamma_{M}}{J}} Z_{j, t} \boldsymbol{n}_{j}\right)
$$

[^72]which will not compensate the stochastic term, but will instead compensate the Lindblad terms. Its version for an infinitesimal time step reads:
$$
\boldsymbol{U}_{t+d t}=\exp \left(-i \sum_{j} \sqrt{\frac{\gamma_{I}+\gamma_{M}}{J}} d Z_{j, t} \boldsymbol{n}_{j}\right) \boldsymbol{U}_{t}
$$

In the interaction picture, we get two updated contributions:
noise prefactor: $\sqrt{\frac{\gamma_{I}}{J}} \rightarrow \quad-\sqrt{\frac{\tilde{\gamma}}{J}}=-\left(\sqrt{\frac{\gamma_{M}+\gamma_{I}}{J}}-\sqrt{\frac{\gamma_{I}}{J}}\right)$,
Hamiltonian: $\quad \boldsymbol{H} \rightarrow \quad \boldsymbol{U}_{t}(\boldsymbol{H} d t) \boldsymbol{U}_{t}^{\dagger}=\sum_{j} \boldsymbol{c}_{j}^{\dagger} \boldsymbol{c}_{j+1} d \tilde{Z}_{j, t}+\boldsymbol{c}_{j+1}^{\dagger} \boldsymbol{c}_{j} d \tilde{Z}_{j, t}^{*}$.
The noise terms are given by

$$
d \tilde{Z}_{j, t}:=\exp (-i \underbrace{\sqrt{\frac{\gamma_{I}+\gamma_{M}}{J}}}_{=: \tilde{\eta}}\left(Z_{j, t}-Z_{j+1, t}\right)) d t .
$$

Based on the analysis in Ref. [180], we can write

$$
\begin{equation*}
d \tilde{Z}_{j, t} d \tilde{Z}_{j, t}^{*} \stackrel{\tilde{\eta} \rightarrow \infty}{=} \frac{2}{\tilde{\eta}} d t \tag{G.17}
\end{equation*}
$$

such that the $d \tilde{Z}_{j, t}$ are themselves complex Gaussian noise processes again. The transformed Hamiltonian describes an 'ordinary' stochastic Hamiltonian and the overall time evolution reads

$$
\begin{align*}
\partial_{t} \tilde{\boldsymbol{\rho}}^{(c)} & \approx \frac{\gamma_{M}}{J} \sum_{l} d W_{l}\left\{\boldsymbol{n}_{l}-\left\langle\boldsymbol{n}_{l}\right\rangle, \tilde{\boldsymbol{\rho}}_{t}^{(c)}\right\}+2 \tilde{\eta}^{-1}\left(\mathcal{L}_{1}\left[\tilde{\boldsymbol{\rho}}_{t}^{(c)}\right]+\mathcal{L}_{2}\left[\tilde{\boldsymbol{\rho}}_{t}^{(c)}\right]\right) \\
& -i \sqrt{\frac{\tilde{\gamma}}{J}} \sum_{l} d Z_{l, t}\left[\boldsymbol{n}_{l}, \tilde{\boldsymbol{\rho}}_{t}^{(c)}\right]+\sum_{l}\left(d \tilde{Z}_{l, t}^{*}\left[\boldsymbol{c}_{l+1}^{\dagger} \boldsymbol{c}_{l}, \tilde{\boldsymbol{\rho}}_{t}^{(c)}\right]+\text { h.c. }\right) . \tag{G.18}
\end{align*}
$$

In contrast to (4.159), the evolution still describes the full density matrix (in the limit $\gamma_{I} / J \gg 1$ and in the interaction picture). The expression is similar to (4.159), however the last two terms in (G.18) are absent in (4.159). Nevertheless, by close inspection we see that (G.18) all but the last term evolve diagonal terms into diagonal terms (and off-diagonal terms into off-diagonal ones). The last term originates from the stochastic Hamiltonian. If we can ignore the last term, the dynamics on the diagonal is perturbatively the same as the one for a bath given that $\gamma_{I} / J=\gamma_{B} / J \gg$ 1.

## H | Integrating out the absolute Mode

This discussion is adapted and extended from the publication [147].

In the following, we discuss details about the procedure of integrating out the absolute mode to obtain an effective theory for the relative mode. The interaction terms between the relative and absolute mode are given by (dimensions: $\left.[m]=[x]^{-1}=[t]^{-1} ; X:=(t, x)\right):$

$$
\begin{aligned}
i \Delta S_{+,-} & =m^{2} \int d t d x\left\{\frac{2\left(\gamma_{B}+2 \gamma_{M}\right)}{\nu} \cos \left(\sqrt{2} \phi_{+, X}^{(a)}\right) \cos \left(\sqrt{2} \phi_{+, X}^{(r)}\right) \cos \left(\sqrt{2} \phi_{-, X}^{(a)}\right) \cos \left(\sqrt{2} \phi_{-, X}^{(r)}\right)\right. \\
& +2 \frac{\gamma_{B}}{\nu} \sin \left(\sqrt{2} \phi_{+, X}^{(a)}\right) \sin \left(\sqrt{2} \phi_{+, X}^{(r)}\right) \sin \left(\sqrt{2} \phi_{-, X}^{(a)}\right) \sin \left(\sqrt{2} \phi_{-, X}^{(r)}\right) \\
& -\frac{1}{2} \frac{\left(\gamma_{B}+\gamma_{M}\right)}{\nu}\left[\cos \left(2 \sqrt{2} \phi_{+, X}^{(a)}\right) \cos \left(2 \sqrt{2} \phi_{+, X}^{(r)}\right)+\cos \left(2 \sqrt{2} \phi_{-, X}^{(a)}\right) \cos \left(2 \sqrt{2} \phi_{-, X}^{(r)}\right)\right] \\
& \left.+\sum_{\sigma= \pm} \frac{1}{2} \frac{\gamma_{M}}{\nu}\left[\cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(a)}\right)+\cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)\right]\right\}
\end{aligned}
$$

where the stationary expectation values have already been left out. The correlations for the absolute mode are simple under the assumptions of a $\boldsymbol{\rho}^{(a)}$ being a (i) Gaussian state with vanishing correlations between different lattice sites and that (ii) contour correlations are negligible:
(ia) $\left\langle e^{i \phi_{\sigma, X}^{(a)}}\right\rangle_{a}=e^{-\frac{1}{2}\left\langle\left(\phi_{\sigma, X}^{(a)}\right)^{2}\right\rangle_{a}} \rightarrow 0$,
(ib) $\left\langle e^{i\left(\phi_{\sigma, X}^{(a)} \pm \phi_{\sigma, Y}^{(a)}\right)}\right\rangle_{a}=e^{-\frac{1}{2}\left\langle\left(\phi_{\sigma, X}^{(a)} \pm \phi_{\sigma, Y}^{(a)}\right)^{2}\right\rangle_{a}} \rightarrow \begin{cases}m^{-2} \delta(X-Y) & \text { for }+ \\ 0 & \text { for }-,\end{cases}$
(ii) $\exp \left(-\left\langle\left(\phi_{+, X}^{(a)} \pm \phi_{-, Y}^{(a)}\right)^{2}\right\rangle_{a}\right) \rightarrow 0$.

Here, the usage of $m^{-2}$ stems from the relationship of $m$ with the effective cutoff scale in the Dirac model ( $A$ ). Under these assumptions, we can evaluate
$\left\langle\Delta S_{+,-}\right\rangle_{a}$ in a straightforward manner and the correction $\Delta S_{r}$ reads:

$$
\begin{align*}
\Delta S_{r} & =m^{2} \int d t d x\left\{-\frac{i}{2} \frac{\gamma_{M}}{\nu} \sum_{\sigma= \pm} \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)+\frac{i}{2} \frac{\gamma_{M}\left(\gamma_{B}+\gamma_{M}\right)}{\nu^{2}} \frac{1}{8} \sum_{\sigma= \pm} \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)\right. \\
& -\frac{i}{2} \frac{1}{4}\left[\left(\frac{\left(2 \gamma_{M}+\gamma_{B}\right)^{2}}{\nu^{2}}-\frac{\left(\gamma_{B}\right)^{2}}{\nu^{2}}\right) \sum_{\sigma= \pm} \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)\right. \\
& \left.\left.+\left(\frac{\left(2 \gamma_{M}+\gamma_{B}\right)^{2}}{\nu^{2}}+\frac{\left(\gamma_{B}\right)^{2}}{\nu^{2}}\right) \cos \left(2 \sqrt{2} \phi_{+, X}^{(r)}\right) \cos \left(2 \sqrt{2} \phi_{-, X}^{(r)}\right)\right]\right\} \tag{H.2}
\end{align*}
$$

We parametrize the interaction terms as follows (in the contours description) ( $d^{2} X=d x d t$ ):

Contour description

$$
\begin{align*}
& \Delta S_{r}=: \int d^{2} X[i \underbrace{\left(\frac{\lambda_{c q}^{(c)}+i \lambda_{c q}^{(s)}}{2}\right)}_{=: \lambda_{+}} \cos \left(2 \sqrt{2} \phi_{+, X}^{(r)}\right)+i \underbrace{\left(\frac{\lambda_{c q}^{(c)}-i \lambda_{c q}^{(s)}}{2}\right)}_{=: \lambda_{-}} \cos \left(2 \sqrt{2} \phi_{-, X}^{(r)}\right) \\
& +i \underbrace{\left(\lambda_{c}+\lambda_{q}\right)}_{=: \lambda_{+-}^{(c)}} \cos \left(2 \sqrt{2} \phi_{+, X}^{(r)}\right) \cos \left(2 \sqrt{2} \phi_{-, X}^{(r)}\right) \\
& +i \underbrace{\left(\lambda_{q}-\lambda_{c}\right)}_{=: \lambda_{+-}^{(s)}} \sin \left(2 \sqrt{2} \phi_{+, X}^{(r)}\right) \sin \left(2 \sqrt{2} \phi_{-, X}^{(r)}\right)] \tag{H.3}
\end{align*}
$$

The same interaction can also be formulated in the Keldysh coordinates:
Keldysh description

$$
\begin{align*}
\Delta S_{r}= & : \int d^{2} X\left[i \lambda_{c} \cos \left(4 \phi_{c, X}^{(r)}\right)+i \lambda_{q} \cos \left(4 \phi_{q, X}^{(r)}\right)\right.  \tag{H.4}\\
& \left.+i \lambda_{c q}^{(c)} \cos \left(2 \phi_{c, X}^{(r)}\right) \cos \left(2 \phi_{q, X}^{(r)}\right)+\lambda_{c q}^{(s)} \sin \left(2 \phi_{c, X}^{(r)}\right) \sin \left(2 \phi_{q, X}^{(r)}\right)\right]
\end{align*}
$$

Note that we have already included couplings, which are absent initially but will be generated under the RG (and higher order terms like $\cos \left(4 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)$ have been ignored). In the RG discussion, also a mixed representation can be useful:

Mixed description

$$
\begin{align*}
\Delta S_{r}= & \int d^{2} X\left[i \lambda_{c} \cos \left(4 \phi_{c, X}^{(r)}\right)+i \lambda_{q} \cos \left(4 \phi_{q, X}^{(r)}\right)\right.  \tag{H.5}\\
& \left.+i \lambda_{+} \cos \left(2 \sqrt{2} \phi_{+, X}^{(r)}\right)+\lambda_{-} \cos \left(2 \sqrt{2} \phi_{-, X}^{(r)}\right)\right]
\end{align*}
$$

## I Details about the Derivation of the Flow Equations

The main results of this chapter have been published in the publication [147]. The following discussion is in large parts adapted and partly extended from the publication [147].

Continuing the discussion in Sec. 4.8.1, we derive the renormalization of the action $S\left[\phi^{(r)}\right]=S_{r}^{(0)}+\Delta S_{r}$ of the relative mode, using the momentum shell RG and integrating out short distances modes $(<)$ with momenta in the range $|k| \in[\Lambda / b, \Lambda]$. In first and second order, the correction terms read (omitting the index $(r))$ :

$$
\begin{equation*}
S\left[\phi_{>}\right] \approx S_{0}^{>}+\underbrace{\langle\Delta S\rangle_{<}}_{1 \text { st order }}+\underbrace{\frac{i}{2}\left(\left\langle\Delta S^{2}\right\rangle_{<}-\langle\Delta S\rangle_{<}^{2}\right)}_{\text {second order }} . \tag{I.1}
\end{equation*}
$$

Depending on the interaction term, it will be more helpful to work either in the contour description (H.3) of the interaction terms or in the Keldysh description (H.4). As an example, the terms $\cos \left(2 \sqrt{2} \phi_{ \pm, X}\right)$ are more convenient to deal with in the contour version since they correspond to a coupling term between $\phi_{c}$ and $\phi_{q}$ in the Keldysh version.

Remark: In the following, we will use the notation $\phi_{X} \rightarrow \phi(X)$ to enhance the readability.
Conventions and general properties:

- Fourier-transform: $f(x, t)=f(X)=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \frac{d k}{2 \pi} e^{i(\omega t+k x)} f(k, \omega)=\int \frac{d^{2} Q}{(2 \pi)^{2}} e^{i \vec{Q} \vec{X}} f(Q)$.

Using $\vec{X}=(t, x)^{T}$ and $\vec{Q}=(\omega, k)$.

- Parametrization of the quadratic sector: At second order, the derivative couplings of the action will also be renormalized. Therefore, we use a flexible representation of the form:

$$
S_{0}=\frac{1}{2} \int \frac{d \omega}{2 \pi} \int \frac{d k}{2 \pi}\left(\phi_{c}(-Q) \phi_{q}(-Q)\right)\left(\begin{array}{cc}
i\left(\eta_{q q}^{2} k^{2}-\epsilon_{q q}^{2} \omega^{2}\right) & \epsilon_{c \omega^{2}}^{2} \omega^{2}-\eta_{c q}^{2} k^{2}  \tag{I.2}\\
\epsilon_{c q}^{2} \omega^{2}-\eta_{c q}^{2} k^{2} & i\left(\eta_{c c}^{2} k^{2}-\epsilon_{c c}^{2} \omega^{2}\right)
\end{array}\right)\binom{\phi_{c}(Q)}{\phi_{q}(Q)} .
$$

The corresponding correlators are therefore given by (with $\chi_{a b}$ as in the main text (4.140)):

$$
\begin{align*}
\left\langle\phi_{a}(0, k) \phi_{b}(0,-k)\right\rangle & =: \chi_{a b} \int \frac{d \omega}{2 \pi} \frac{\eta_{a b}^{2} k^{2}-\epsilon_{a b}^{2} \omega^{2}}{\Delta \epsilon(\omega-z|k|)(\omega+z|k|)\left(\omega-z^{*}|k|\right)\left(\omega+z^{*}|k|\right)} \\
& =\frac{\chi_{a b}}{2}\left[\frac{\eta_{a b}^{2}}{\sqrt{\Delta \eta}}-\frac{\epsilon_{a b}^{2}}{\sqrt{\Delta \epsilon}}\right] \frac{i}{\sqrt{\Delta \epsilon}\left(z-z^{*}\right)} \tag{I.3}
\end{align*}
$$

It depends on the poles of the propagator, which are given by

$$
\begin{aligned}
& z^{2}= \pm \sqrt{\frac{\left(\epsilon_{c q}^{2} \eta_{c q}^{2}+\frac{1}{2}\left(\epsilon_{q q}^{2} \eta_{c c}^{2}+\epsilon_{c c}^{2} \eta_{q q}^{2}\right)\right)^{2}-\Delta \eta \Delta \epsilon}{\Delta \epsilon^{2}}}+\frac{\epsilon_{c q}^{2} \eta_{c q}^{2}+\frac{1}{2}\left(\epsilon_{q q}^{2} \eta_{c c}^{2}+\epsilon_{c c}^{2} \eta_{q q}^{2}\right)}{\Delta \epsilon} \\
& \Delta \epsilon:=\epsilon_{c c}^{2} \epsilon_{q q}^{2}+\epsilon_{c q}^{4}, \quad \Delta \eta:=\eta_{c c}^{2} \eta_{q q}^{2}+\eta_{c q}^{4}
\end{aligned}
$$

- Properties of the action: The microscopic action in the contour basis is invariant under exchanging $\phi_{+}$and $\phi_{-}$and complex conjugating all the couplings:

$$
\begin{equation*}
\phi_{+} \rightarrow \phi_{-}, \quad \phi_{-} \rightarrow \phi_{+}, \quad,\left\{g_{i}\right\} \rightarrow\left\{g_{i}^{*}\right\} \tag{I.4}
\end{equation*}
$$

As an example, consider the terms $i \int_{X} \lambda_{+} \cos \left(2 \sqrt{2} \phi_{+, X}\right)$ and $i \int_{X} \lambda_{-} \cos \left(2 \sqrt{2} \phi_{-, X}\right)$ in the action, (H.3). They are converted into each other under (I.4) for $\lambda_{+}=\lambda_{-}^{*}$. This symmetry will be preserved during the RG steps and therefore restrains certain contributions from the RG to be real valued.

- Initial conditions: The initial $(s=0)$ derivative and interaction couplings (from integrating out the absolute mode to second order) in the contour basis are given by:

$$
\begin{align*}
& \eta_{c c}^{2}(0)=\frac{2}{\pi^{2}} \frac{\left(\gamma_{M}+\gamma_{B}\right)}{\nu}, \quad \eta_{q q}^{2}(0)=\frac{2}{\pi^{2}} \frac{\gamma_{M}}{\nu}, \quad \eta_{c q}^{2}(0)=\frac{1}{\pi} \\
& \epsilon_{c c}^{2}(0)=\epsilon_{q q}^{2}(0)=0, \quad \epsilon_{c q}^{2}(0)=\frac{1}{\pi} \\
& \lambda_{c}(0) / m^{2}=\lambda_{q}(0) / m^{2}=-\frac{1}{16}\left(\frac{\left(2 \gamma_{M}+\gamma_{B}\right)^{2}}{\nu^{2}}+\frac{\gamma_{B}^{2}}{\nu^{2}}\right)  \tag{I.5}\\
& \lambda_{c q}^{(c)}(0) / m^{2}=-\frac{\gamma_{M}}{\nu}+\frac{1}{8} \frac{\gamma_{M}\left(\gamma_{M}+\gamma_{B}\right)}{\nu^{2}}-\frac{1}{4}\left(\frac{\left(2 \gamma_{M}+\gamma_{B}\right)^{2}}{\nu^{2}}-\frac{\gamma_{B}^{2}}{\nu^{2}}\right) .
\end{align*}
$$

Note that in this basis all couplings are real, a property that is preserved during the flow.

## I. $1\langle\Delta S\rangle_{<}-1$ 1st Order Renormalization

Integrating out the fast modes in $\langle\Delta S\rangle_{<}$leads to the following set of terms:
interactions $\lambda_{c}, \lambda_{q}$ :

$$
\begin{align*}
& \left\langle\cos \left(4\left(\phi_{c}^{>}(X)+\phi_{c}^{<}(X)\right)\right)\right\rangle_{<}=\cos \left(4 \phi_{c}^{>}(X)\right) e^{-8\left\langle\left(\phi_{c}^{<}(X)\right)^{2}\right\rangle<}, \\
& \left\langle\cos \left(4\left(\phi_{q}^{>}(X)+\phi_{q}^{<}(X)\right)\right)\right\rangle_{<}=\cos \left(4 \phi_{q}^{>}(X)\right) e^{-8\left\langle\left(\phi_{q}^{<}(X)\right)^{2}\right\rangle<}, \tag{I.6}
\end{align*}
$$

interactions $\lambda_{c q}^{(c)}$ :
$\left\langle\cos \left(2\left(\phi_{c}^{>}(X)+\phi_{c}^{<}(X)\right)\right) \cos \left(2\left(\phi_{q}^{>}(X)+\phi_{q}^{<}(X)\right)\right)\right\rangle_{<}=$
$\frac{1}{2} \cos \left(2\left(\phi_{c}^{>}(X)+\phi_{q}^{>}(X)\right)\right) e^{-2\left\langle\left(\phi_{c}^{<}(X)+\phi_{q}^{<}(X)\right)^{2}\right\rangle<}+\frac{1}{2} \cos \left(2\left(\phi_{c}^{>}(X)-\phi_{q}^{>}(X)\right)\right) e^{-2\left\langle\left(\phi_{c}^{<}(X)-\phi_{q}^{<}(X)\right)^{2}\right\rangle<}$
$=\frac{1}{2}\left[\cos \left(2 \phi_{c}^{>}(X)\right) \cos \left(2 \phi_{q}^{>}(X)\right)-\sin \left(2 \phi_{c}^{>}(X)\right) \sin \left(2 \phi_{q}^{>}(X)\right)\right] e^{-2\left\langle\left(\phi_{c}^{<}(X)+\phi_{q}^{<}(X)\right)^{2}\right\rangle<}$
$+\frac{1}{2}\left[\cos \left(2 \phi_{c}^{>}(X)\right) \cos \left(2 \phi_{q}^{>}(X)\right)+\sin \left(2 \phi_{c}^{>}(X)\right) \sin \left(2 \phi_{q}^{>}(X)\right)\right] e^{-2\left\langle\left(\phi_{c}^{<}(X)-\phi_{q}^{<}(X)\right)^{2}\right\rangle<,}$
interactions $\lambda_{c q}^{(q)}$ :

$$
\begin{align*}
& \left\langle\sin \left(2\left(\phi_{c}^{>}(X)+\phi_{c}^{<}(X)\right)\right) \sin \left(2\left(\phi_{q}^{>}(X)+\phi_{q}^{<}(X)\right)\right)\right\rangle_{<}= \\
& -\frac{1}{2} \cos \left(2\left(\phi_{c}^{>}(X)+\phi_{q}^{>}(X)\right)\right) e^{-2\left\langle\left(\phi_{c}^{<}(X)+\phi_{q}^{<}(X)\right)^{2}\right\rangle<}+\frac{1}{2} \cos \left(2\left(\phi_{c}^{>}(X)-\phi_{q}^{>}(X)\right)\right) e^{-2\left\langle\left(\phi_{c}^{<}(X)-\phi_{q}^{<}(X)\right)^{2}\right\rangle<} \\
& =\frac{1}{2} \cos \left(2 \phi_{c}^{>}(X)\right) \cos \left(2 \phi_{q}^{>}(X)\right)\left[-e^{-2\left\langle\left(\phi_{c}^{<}(X)+\phi_{q}^{<}(X)\right)^{2}\right\rangle<}+e^{-2\left\langle\left(\phi_{c}^{<}(X)-\phi_{q}^{<}(X)\right)^{2}\right\rangle<}\right] \\
& +\frac{1}{2} \sin \left(2 \phi_{c}^{>}(X)\right) \sin \left(2 \phi_{q}^{>}(X)\right)\left[e^{-2\left\langle\left(\phi_{c}^{<}(X)+\phi_{q}^{<}(X)\right)^{2}\right\rangle<}+e^{-2\left\langle\left(\phi_{c}^{<}(X)-\phi_{q}^{<}(X)\right)^{2}\right\rangle<}\right] . \tag{I.8}
\end{align*}
$$

By performing the symmetric rescaling, the flow equations in Sec. 4.8.1 are obtained.

## I. 2 2nd Order Renormalization

In the second order RG, many different terms are renormalized and newly created as well, including the derivative couplings and interaction couplings. To deal with the range of terms, we first of all check, which terms are renormalized from which combinations of interaction terms. We label these combinations by the product $\lambda_{i} \cdot \lambda_{j}$, which emerge in, e.g., $\left\langle\Delta S^{2}\right\rangle$ :

$$
\begin{aligned}
& \frac{i}{2}\left(\left\langle\Delta S^{2}\right\rangle_{<-}\langle\Delta S\rangle_{<}^{2}\right)=\sum_{a, b \in \mathcal{C}} \Delta S_{a b} \\
& \mathcal{C}_{K}:=\left\{c, q, c q^{(c)}, c q^{(s)}\right\} \text { or } \mathcal{C}_{C}:=\left\{+,-,+-^{(c)},+-^{(s)}\right\}
\end{aligned}
$$

The sets $\mathcal{C}_{K}$ and $\mathcal{C}_{C}$ specify the set of indices, depending on the description (Keldysh vs. contour). Firstly, the derivative and couplings terms subject to renormalization are given in Tab. I.1. Secondly, we also indicate terms, which we


Table I.1: Derivative and interaction terms present in the different contributions $\Delta S_{a b}$ 's from the second order $R G$, which will either give an (additive) correction or are ignored due to stronger suppression at first order compared to the interaction terms already included in $\langle\Delta S\rangle_{<}$.
will neglect in the following, because they are more strongly suppressed already at first order. In particular, this refers to terms like $\cos \left(8 \phi_{q}\right)$, which are much stronger suppressed in first order than $\cos \left(4 \phi_{q}\right)$.
Remark: The list is not exhaustive, there are also interaction terms like $\left(\partial_{x} \phi_{\alpha}\right)^{2} \cos \left(\gamma \phi_{\beta}\right)$, which we will neglect as well. In the following, we consider one example in detail and afterwards investigate the different contributions, organized by $\lambda_{i} \cdot \lambda_{j}$.

## Example with details:

We start with the terms of order $\lambda_{q}^{2}$ :

$$
\begin{aligned}
& \Delta S_{q q}=-\frac{i}{4} \lambda_{q}^{2} \int d^{2} X d^{2} Y {\left[( e ^ { - 1 6 \langle \phi _ { q } ^ { < } ( X ) \phi _ { q } ^ { < } ( Y ) \rangle } - 1 ) e ^ { - 1 6 \langle ( \phi _ { q } ^ { < } ) ^ { 2 } \rangle } \operatorname { c o s } \left(4\left(\phi_{q}^{>}(X)+\phi_{q}^{>}(Y)\right)\right.\right.} \\
&+\left(e^{+16\left\langle\phi_{q}^{<}(X) \phi_{q}^{<}(Y)\right\rangle}-1\right) e^{-16\left\langle\left(\phi_{q}^{<}\right)^{2}\right\rangle} \cos \left(4\left(\phi_{q}^{>}(X)-\phi_{q}^{>}(Y)\right)\right] .
\end{aligned}
$$

At first, these terms seem hard to handle due to the coordinates $X$ and $Y$ being arbitrary. Nevertheless, the correlations at different $X$ and $Y=X+\delta X$ with $(\delta X:=(\delta t, \delta x))$ are decaying and therefore we can expand in $\delta X$ (see, e.g., Ref. [242]). Secondly, for small $\delta X, \cos \left(4\left(\phi_{q}^{>}(X)+\phi_{q}^{>}(Y)\right) \rightarrow \cos \left(8 \phi_{q}^{>}(X)\right)\right.$, which is less relevant and will be ignored. The relevant term is $\left(\nabla^{T}:=\left(\partial_{t}, \partial_{x}\right)\right)$ :

$$
\begin{equation*}
\cos \left(4\left(\phi_{q}^{>}(X)-\phi_{q}^{>}(X+\delta X)\right)\right) \approx 1-8\left(\delta X \nabla \phi_{q}^{>}(X)\right)^{2} \tag{I.9}
\end{equation*}
$$

In the next step, we have to evaluate the two exponential factors in $\Delta S_{q q}$. The first one is already linear in the small parameter $s$ :

$$
\begin{equation*}
\left(e^{ \pm 16\left\langle\phi_{q}^{<}(X) \phi_{q}^{<}(X+\delta X)\right\rangle}-1\right) \approx \underbrace{\left( \pm 16\left\langle\phi_{q}^{<}(X) \phi_{q}^{<}(X+\delta X)\right\rangle\right)}_{\sim \mathcal{O}(s)}+\mathcal{O}\left(s^{2}\right) \tag{I.10}
\end{equation*}
$$

For the flow equations we only need to consider expressions of order $\mathcal{O}(s)$ and
can neglect the second term in (I.10). The second exponential

$$
e^{-16\left\langle\left(\phi_{q}^{<}\right)^{2}\right\rangle}=1+\mathcal{O}(s)
$$

gives no additional correction. Thirdly, we have to consider the rescaling step: a factor of $b^{2}=e^{2 s}$ is added, which also does not change the expression to first order in $s$.

At last, we have to evaluate the remaining integrals over $\delta X$. Generalizing to arbitrary field combinations, the two possible expressions (with a leading linear scaling in $s$ ) are given by:
potential corrections:

$$
\begin{equation*}
\mathcal{A}_{a b}=\int d^{2}(\delta X)\left\langle\phi_{a}(X) \phi_{b}(X+\delta X)\right\rangle \approx \underbrace{\chi a b \frac{i}{\sqrt{\Delta \epsilon}\left(z^{*}-z\right)}\left(\frac{\eta_{a b}^{2}}{\sqrt{\Delta \eta}}-\frac{\epsilon_{a b}^{2}}{\sqrt{\Delta \epsilon}}\right)}_{=: A_{a b}}\left(A_{1} \cdot s\right) \tag{I.11}
\end{equation*}
$$

derivative corrections:

$$
\begin{equation*}
\mathcal{B}_{a b}^{(t, x)}=\int d^{2}(\delta X)\binom{\delta t^{2}}{\delta x^{2}}\left\langle\phi_{a}(X) \phi_{b}(X+\delta X)\right\rangle \approx \chi_{a b}\binom{\frac{\eta_{a b}^{2}}{\Delta \eta}}{-\frac{\epsilon_{a b}^{\epsilon}}{\Delta \epsilon}}\left(A_{2} \cdot s\right) \tag{I.12}
\end{equation*}
$$

The dimensionless, real numbers $A_{1}, A_{2}$ contain the parameter independent contribution of the integrals. Both couplings have to be real, which can be inferred from (i) the symmetry mentioned above (I.4) and (ii) from the limiting case $\gamma_{B}=0$, resulting in the flow equations derived in Ref. [19]. We derive the overall scaling of these expressions in App. I.3.

In summary, the contribution $\Delta S_{q q}$ gives rise to additive corrections to the derivative couplings $\epsilon_{q q}^{2}$ and $\eta_{q q}^{2}$ :

$$
\begin{align*}
\Delta S_{q q} & \approx+2 i \lambda_{q}^{2} \int d^{2} X \int d^{2}(\delta X)\left[\left(e^{+16\left\langle\phi_{q}^{<}(X) \phi_{q}^{<}(X+\delta X)\right\rangle}-1\right)\left(\delta X \nabla \phi_{q}(X)\right)^{2}\right] \\
& \approx 32 i \lambda_{q}^{2} \int d^{2} X\left(\mathcal{B}_{q q}^{(t)}\left(\partial_{t} \phi_{q}(X)\right)^{2}+\mathcal{B}_{q q}^{(x)}\left(\partial_{x} \phi_{q}(X)\right)^{2}\right), \tag{I.13}
\end{align*}
$$

which, using (I.12), is linear in $s$.

## Corrections of the derivative terms at second order

As given in Tab. I.1, the derivative corrections emerge from the terms $\Delta S_{a a}$. The corresponding corrections are given below, making use of (I.12) and are derived using the mixed representation (H.5).

$$
\begin{aligned}
& \lambda_{q}^{2}: \quad \Delta S_{q q}=+2 i \lambda_{q}^{2} \int d^{2} X \int d^{2}(\delta X)\left[\left(e^{+16\left\langle\phi_{q}^{<}(X) \phi_{q}^{<}(X+\delta X)\right\rangle}-1\right)\left(\delta X \nabla \phi_{q}(X)\right)^{2}\right] \\
& \approx 32 i \lambda_{q}^{2} \int d^{2} X\left(\mathcal{B}_{q q}^{(t)}\left(\partial_{t} \phi_{q}(X)\right)^{2}+\mathcal{B}_{q q}^{(x)}\left(\partial_{x} \phi_{q}(X)\right)^{2}\right), \\
& \lambda_{c}^{2}: \quad \Delta S_{c c}=+2 i \lambda_{c}^{2} \int d^{2} X \int d^{2}(\delta X)\left[\left(e^{+16\left\langle\phi_{c}^{<}(X) \phi_{c}^{<}(X+\delta X)\right\rangle}-1\right)\left(\delta X \nabla \phi_{c}(X)\right)^{2}\right] \\
& \approx 32 i \lambda_{c}^{2} \int d^{2} X\left(\mathcal{B}_{c c}^{(t)}\left(\partial_{t} \phi_{c}(X)\right)^{2}+\mathcal{B}_{c c}^{(x)}\left(\partial_{x} \phi_{c}(X)\right)^{2}\right), \\
& \lambda_{+}^{2}: \Delta S_{++}=+i \lambda_{+}^{2} \int d^{2} X \int d^{2}(\delta X)\left[\left(e^{+8\left\langle\phi_{+}^{<}(X) \phi_{+}^{<}(X+\delta X)\right\rangle}-1\right)\left(\delta X \nabla \phi_{+}(X)\right)^{2}\right] \\
& \approx i 8 \lambda_{+}^{2} \int d^{2} X\left(\mathcal{B}_{++}^{(t)}\left[\left(\partial_{t} \phi_{c}(X)\right)^{2}+\left(\partial_{t} \phi_{q}(X)\right)^{2}+2\left(\partial_{t} \phi_{c}(X)\right)\left(\partial_{t} \phi_{q}(X)\right)\right]\right. \\
& \left.+\mathcal{B}_{++}^{(x)}\left[\left(\partial_{x} \phi_{c}(X)\right)^{2}+\left(\partial_{x} \phi_{q}(X)\right)^{2}+2\left(\partial_{x} \phi_{c}(X)\right)\left(\partial_{x} \phi_{q}(X)\right)\right]\right), \\
& \lambda_{-}^{2}: \Delta S_{--}=+i \lambda_{-}^{2} \int d^{2} X \int d^{2}(\delta X)\left[\left(e^{+8\left\langle\phi \leq(X) \phi_{-}^{\leq}(X+\delta X)\right\rangle}-1\right)\left(\delta X \nabla \phi_{-}(X)\right)^{2}\right] \\
& \approx i 8 \lambda_{-}^{2} \int d^{2} X\left(\mathcal{B}_{--}^{(t)}\left[\left(\partial_{t} \phi_{c}\right)^{2}+\left(\partial_{t} \phi_{q}\right)^{2}-2\left(\partial_{t} \phi_{c}(X)\right)\left(\partial_{t} \phi_{q}(X)\right)\right]\right. \\
& \left.+\mathcal{B}_{--}^{(x)}\left[\left(\partial_{x} \phi_{c}(X)\right)^{2}+\left(\partial_{x} \phi_{q}(X)\right)^{2}-2\left(\partial_{x} \phi_{c}(X)\right)\left(\partial_{x} \phi_{q}(X)\right)\right]\right) .
\end{aligned}
$$

Since the derivative couplings only get corrected at second order in $\lambda$ 's, we can directly read off the corresponding flow equations, based on the definition of the quadratic part of the action, (I.2) with $a \in\{q, c\}$ and $\bar{a}$ the respective opposite:

$$
\begin{aligned}
& \partial_{s} \eta_{a a}^{2} \approx\left[-64 \lambda_{\bar{a}}^{2} \frac{\epsilon_{a a}^{2}}{\Delta \epsilon}-4\left[\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right]\left(\frac{\epsilon_{a a}^{2}+\epsilon_{a a}^{2}}{\Delta \epsilon}\right)-16 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)} \frac{\epsilon_{c q}^{2}}{\Delta \epsilon}\right] A_{2}, \\
& \partial_{s} \epsilon_{a a}^{2} \approx\left[-64 \lambda_{a}^{2} \frac{\eta_{\overline{a a}}^{2}}{\Delta \eta}-4\left[\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right]\left(\frac{\eta_{\overline{a a}}^{2}+\eta_{a a}^{2}}{\Delta \eta}\right)-16 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)} \frac{\eta_{c q}^{2}}{\Delta \eta}\right] A_{2}, \\
& \partial_{s} \eta_{c q}^{2} \approx\left[-8 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)}\left(\frac{\epsilon_{c c}^{2}+\epsilon_{q q}^{2}}{\Delta \epsilon}\right)+8\left[\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right] \frac{\epsilon_{c q}^{2}}{\Delta \epsilon}\right] A_{2}, \\
& \partial_{s} \epsilon_{c q}^{2} \approx\left[-8 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)}\left(\frac{\eta_{c c}^{2}+\eta_{q q}^{2}}{\Delta \eta}\right)+8\left[\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right] \frac{\eta_{c q}^{2}}{\Delta \eta}\right] A_{2} .
\end{aligned}
$$

## Corrections of the potential terms at second order

In contrast to the equilibrium BKT analysis, the potential terms are also renormalized at second order, see again Tab. I.1. Using (I.11), the corrections (including rescaling) to the action read:

$$
\begin{aligned}
\Delta S_{+,+-} & \approx-2 i \lambda_{+} b^{2} \int d^{2} X\left[\lambda_{+-}^{(c)} \mathcal{A}_{++}-\lambda_{+-}^{(s)} \mathcal{A}_{+-}\right] \cos \left(2 \sqrt{2} \phi_{-}(X)\right) \\
\Delta S_{-,+-} & \approx-2 i \lambda_{-} b^{2} \int d^{2} X\left[\lambda_{+-}^{(c)} \mathcal{A}_{--}-\lambda_{+-}^{(s)} \mathcal{A}_{+-}\right] \cos \left(2 \sqrt{2} \phi_{+}(X)\right)
\end{aligned}
$$

Combined (Keldysh basis)

$$
\begin{aligned}
& \Delta S_{ \pm,+-}=\int d^{2} X b^{2}\left[-4\left[i \lambda_{c} \lambda_{c q}^{(c)} \mathcal{A}_{c c}+i \lambda_{q} \lambda_{c q}^{(c)} \mathcal{A}_{q q}-\left(\lambda_{c}+\lambda_{q}\right) \lambda_{c q}^{(s)} \mathcal{A}_{c q}\right] \cos \left(2 \phi_{c}\right) \cos \left(2 \phi_{q}\right)\right. \\
& \left.-4\left[\lambda_{c} \lambda_{c q}^{(s)} \mathcal{A}_{c c}-\lambda_{q} \lambda_{c q}^{(s)} \mathcal{A}_{q q}+i\left(\lambda_{c}+\lambda_{q}\right) \lambda_{c q}^{(c)} \mathcal{A}_{c q}\right] \sin \left(2 \phi_{c}\right) \sin \left(2 \phi_{q}\right)\right] \\
& \Delta S_{+,-} \approx-i 4 \lambda_{+} \lambda_{-} b^{2} \int d^{2} X\left[-\left(\mathcal{A}_{c c}-\mathcal{A}_{q q}\right) \cos \left(4 \phi_{c}(X)\right)+\left(\mathcal{A}_{c c}-\mathcal{A}_{q q}\right) \cos \left(4 \phi_{q}\right)\right]
\end{aligned}
$$

The additional factor of 2 results from the fact that the terms are a cross product between different $\lambda_{i}$ 's and therefore appear twice in the overall correction.

Collecting the first and second order corrections to the potential cosine terms, the flow equations for $\lambda_{i}$ 's are obtained by using the first order approximations (I.11) $\left(4 \pi A_{1}=: \bar{A}_{1}\right)$ :

$$
\begin{align*}
\partial_{s} \lambda_{c}= & \left(2+\frac{4}{\pi} A_{c c}\right) \lambda_{c}+\frac{1}{4 \pi}\left(\left(\lambda_{c q}^{(c)}\right)^{2}+\left(\lambda_{c q}^{(s)}\right)^{2}\right)\left(A_{c c}-A_{q q}\right) \bar{A}_{1}  \tag{I.14}\\
\partial_{s} \lambda_{q}= & \left(2+\frac{4}{\pi} A_{q q}\right) \lambda_{q}-\frac{1}{4 \pi}\left(\left(\lambda_{c q}^{(c)}\right)^{2}+\left(\lambda_{c q}^{(s)}\right)^{2}\right)\left(A_{c c}-A_{q q}\right) \bar{A}_{1}  \tag{I.15}\\
\partial_{s} \lambda_{c q}^{(c)} & =\left(2+\frac{1}{\pi}\left(\left(1-\lambda_{c} \bar{A}_{1}\right) A_{c c}+\left(1-\lambda_{q} \bar{A}_{1}\right) A_{q q}\right)\right) \lambda_{c q}^{(c)}  \tag{I.16}\\
& +i \frac{1}{\pi}\left(\left(2-\left(\lambda_{c}+\lambda_{q}\right) \bar{A}_{1}\right) A_{c q}\right) \lambda_{c q}^{(s)} \\
\partial_{s} \lambda_{c q}^{(s)} & =\left(2+\frac{1}{\pi}\left(\left(1+\lambda_{c} \bar{A}_{1}\right) A_{c c}+\left(1+\lambda_{q} \bar{A}_{1}\right) A_{q q}\right)\right) \lambda_{c q}^{(s)}  \tag{I.17}\\
& -i \frac{1}{\pi}\left(\left(2+\left(\lambda_{c}+\lambda_{q}\right) \bar{A}_{1}\right) A_{c q}\right) \lambda_{c q}^{(c)}
\end{align*}
$$

## I. 3 Scaling of the Integral Expressions

In the remaining part, we analyze the integral expressions $\mathcal{A}_{a b}((\mathrm{I} .11))$ and $\mathcal{B}_{a b}$ ((I.12))in more detail and extract the aforementioned scaling behavior. Both expressions depend on the propagator $\left\langle\phi_{a}(0) \phi_{b}(X)\right\rangle$, which in Fourier space takes the qualitative form:

$$
\begin{equation*}
\left\langle\phi_{a}(-Q) \phi_{b}(Q)\right\rangle_{<} \sim \frac{\epsilon_{a b} \omega^{2}-\eta_{a b} k^{2}}{\left(\omega^{2}-z^{2} k^{2}\right)\left(\omega^{2}-\left(z^{*}\right)^{2} k^{2}\right)} . \tag{I.18}
\end{equation*}
$$

The scaling of the expressions of $\mathcal{A}_{a b}$ and $\mathcal{B}_{a b}$ in turn depends on the poles of the propagator, $\omega= \pm z|k|, \pm z^{*}|k|$. Since we are analyzing the stability of the scale invariant theory, where space and time are treated on equal footing, it is reasonable to 'symmetrize' the above expression in a way which makes $\omega$ and $k$
(nearly) exchangable. To this end, we perform the rescaling:

$$
\begin{array}{ll}
\omega^{2}=|z|^{2}, & t^{2}=|z|^{-1} \tilde{t}^{2}  \tag{I.19}\\
k^{2}=|z|^{-1} \tilde{k}^{2}, & x^{2}=|z| \tilde{x}^{2}
\end{array}
$$

In turn, the denominator of the above expression (I.18) is symmetric under $\tilde{x} \leftrightarrow \tilde{t}, \tilde{k} \leftrightarrow \tilde{\omega}$.

## Scaling of $\mathcal{A}_{a b}$ :

To derive the scaling behavior of $\mathcal{A}_{a b}$, we introduce two 'symmetric' expressions, based on the above rescaling ${ }^{1}$ :

$$
\begin{align*}
& \mathcal{A}_{1}^{(\omega)}(\alpha)=\int d^{2} \tilde{X} \int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{\tilde{\omega}^{2} e^{-i \tilde{\tilde{Q}} \tilde{\tilde{X}}}}{\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)},  \tag{I.20}\\
& \mathcal{A}_{1}^{(k)}(\alpha)=\int d^{2} \tilde{X} \int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{\tilde{k}^{2} e^{-i \tilde{Q} \tilde{\tilde{X}}}}{\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)},
\end{align*}
$$

with $\alpha:=\sqrt{\frac{z^{*}}{z}}$. We assume that both expressions are equal, meaning that the transformation $\tilde{x} \leftrightarrow \tilde{t}, \tilde{k} \leftrightarrow \tilde{\omega}$ leaves the expressions invariant. This in turn implies that we assume that there exists a regularization scheme, which is consistent with this requirement. In this framework, $\mathcal{A}_{a b}$ can be written as

$$
\begin{align*}
& \mathcal{A}_{a b}=\int d^{2} X\left\langle\phi_{a}(0) \phi_{b}(X)\right\rangle_{<}=\chi_{a b}\left(\frac{\eta_{a b}^{2}}{\Delta \epsilon|z|^{3}}-\frac{\epsilon_{a b}^{2}}{\Delta \epsilon|z|}\right) \mathcal{A}_{1}(\alpha),  \tag{I.21}\\
& \Delta \epsilon=\epsilon_{c c}^{2} \epsilon_{q q}^{2}+\epsilon_{c q}^{4}, \quad \Delta \eta=\eta_{c c}^{2} \eta_{q q}^{2}+\eta_{c q}^{4} \tag{I.22}
\end{align*}
$$

where $\mathcal{A}_{1}(\alpha)$ still depends on $\alpha$ and therefore on the derivative couplings. To extract the remaining scaling, we identify

$$
\begin{equation*}
\left(\alpha-\alpha^{-1}\right) \mathcal{A}_{1}=\int \frac{d^{2} \bar{X} d^{2} \bar{Q}}{(2 \pi)^{2}} \frac{1}{\bar{\omega}^{2}-\bar{k}^{2}} e^{-i \overline{\bar{Q}} \overline{\vec{X}}}=: A_{1}(s) \approx A_{1} \cdot s \tag{I.23}
\end{equation*}
$$

with $\alpha^{-1} \tilde{\omega}^{2}=\bar{\omega}^{2}, \alpha \tilde{k}^{2}=\bar{k}^{2}$. The remaining integral does not depend on the derivative couplings and gives rise to an $s$ dependent constant $A_{1}(s) \approx A_{1} \cdot s$. Therefore, we get the relation $\mathcal{A}_{1}(\alpha)=\frac{i|z|}{z^{*}-z} A_{1}$.

Scaling of $\mathcal{B}_{a b}^{(t, x)}$ :
The scaling of $\mathcal{B}_{a b}^{(t, x)}$ is a bit more tedious to extract, though simplifications arise in the limit $\gamma_{B}=0$, which we take as a starting point. We use two approaches: (i) a direct approach (not generalizable) and (ii) an indirect approach, which, though being less informative, allows us together with (i) to infer the scaling for $\gamma_{B} \neq 0$. For $\gamma_{B}=0$, the different Keldysh contours are essentially decoupled

[^73](see App. I. 6 for more details) and the correlator for the +-contour reads:
\[

$$
\begin{align*}
&\left\langle\phi_{+}(0) \phi_{+}(X)\right\rangle=\int \frac{d^{2} Q}{(2 \pi)^{2}} \frac{-e^{-i \vec{Q} \vec{X}}\left(\epsilon_{-}^{2} \omega^{2}-\eta_{-}^{2} k^{2}\right)}{\left(\epsilon_{+}^{2} \omega^{2}-\eta_{+}^{2} k^{2}\right)\left(\epsilon_{-}^{2} \omega^{2}-\eta_{-}^{2} k^{2}\right)}  \tag{I.24}\\
&=\int \frac{d^{2} Q}{(2 \pi)^{2}} \frac{-e^{-i \vec{Q} \vec{X}}\left(\left(z^{*}\right)^{-1} \omega^{2}-z^{*} k^{2}\right)}{\epsilon_{+} \eta_{+}\left(z^{-1} \omega^{2}-z k^{2}\right)\left(\left(z^{*}\right)^{-1} \omega^{2}-z^{*} k^{2}\right)},  \tag{I.25}\\
& z^{2}:=\frac{\eta_{+}^{2}}{\epsilon_{+}^{2}}, \quad\left(z^{*}\right)^{2}=\frac{\eta_{-}^{2}}{\epsilon_{-}^{2}} \tag{I.26}
\end{align*}
$$
\]

Notice that the numerator and one term in the denominator cancel each other, but we keep this structure for now as it will reappear later. Using the same rescaling as before:

$$
\begin{equation*}
\left\langle\phi_{+}(0) \phi_{+}(X)\right\rangle=-\int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{e^{-i \vec{Q} \vec{X}}\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)}{\epsilon_{+} \eta_{+}\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)} \tag{I.27}
\end{equation*}
$$

The integrals $\mathcal{B}_{a b}^{(t, x)}$ for $a=b=+$ are given by (making use of translational invariance):

$$
\begin{equation*}
\binom{\mathcal{B}_{++}^{(t)}}{\mathcal{B}_{++}^{(x)}}=\int d^{2}(\delta X)\binom{(\delta t)^{2}}{(\delta x)^{2}}\left\langle\phi_{+}(0) \phi_{+}(\delta X)\right\rangle . \tag{I.28}
\end{equation*}
$$

Approach (i): the expression can be directly evaluated, simplifying the numerator and denominator (and using a rescaling $\alpha \tilde{\omega}^{2}=\bar{\omega}^{2}$ etc.):

$$
\begin{align*}
\mathcal{B}_{++}^{(t)} & =-\frac{1}{|z|} \int d^{2} \tilde{X} \tilde{t}^{2} \int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{e^{-i \tilde{Q} \tilde{X}}}{\epsilon_{+} \eta_{+}\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)} \\
& =-\underbrace{\frac{\alpha}{|z|} \frac{1}{\epsilon_{+} \eta_{+}}}_{=\frac{1}{\eta_{+}^{2}}} \underbrace{\int d^{2} \bar{X} \bar{t}^{2} \int \frac{d^{2} \bar{Q}}{(2 \pi)^{2}} \frac{\pi e^{-i \bar{Q} \bar{X}}}{\left(\bar{\omega}^{2}-\bar{k}^{2}\right)}}_{=: A_{2}(s) \approx A_{2} \cdot s}=-\frac{1}{\eta_{+}^{2}} A_{2}(s) . \tag{I.29}
\end{align*}
$$

$A_{2}(s)$ is another integral, which does not depend on the propagator details, but will depend on the exact regularization procedure. For $\gamma_{B} \neq 0$, the situation is more difficult because the terms in the numerator and denominator do not cancel each other out.

Approach (ii): We split the expression for $\left\langle\phi_{+}(0) \phi_{+}(X)\right\rangle$ into two parts, not relying on the cancelations between numerator and denominator:

$$
\begin{aligned}
\left\langle\phi_{+}(0) \phi_{+}(X)\right\rangle= & \underbrace{-\int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{e^{-i \tilde{Q} \tilde{X}} \alpha^{-1} \tilde{\omega}^{2}}{\epsilon_{+} \eta_{+}\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)}}_{:=-\frac{\alpha-1}{\epsilon_{+} \eta_{+}} G^{(\omega)}} \\
& +\underbrace{\int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{e^{-i \tilde{Q}} \alpha \tilde{k}^{2}}{\epsilon_{+} \eta_{+}\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)}}_{:=\frac{\alpha}{\epsilon_{+} \eta_{+}} G^{(k)}}
\end{aligned}
$$

where we have defined:

$$
G^{(y \in\{k, \omega\})}:=\int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{e^{-i \tilde{Q} \tilde{X}} \tilde{y}^{2}}{\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} \tilde{k}^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)}
$$

The integral expressions (I.28) for $\mathcal{B}_{++}^{(t, x)}$ therefore reduce to

$$
\begin{equation*}
\binom{\mathcal{B}_{++}^{(t)}}{\mathcal{B}_{++}^{(x)}}=\int d^{2}(\delta \tilde{X})\binom{|z|^{-1}(\delta \tilde{t})^{2}}{|z|(\delta \tilde{x})^{2}}\left[-\frac{\alpha^{-1}}{\epsilon_{+} \eta_{+}} G^{(\omega)}+\frac{\alpha}{\epsilon_{+} \eta_{+}} G^{(k)}\right] \tag{I.30}
\end{equation*}
$$

To finalize the evaluation, we have to treat the remaining integrals of, e.g., the form $\int d^{2} \tilde{X} \tilde{x}^{2} G^{(k)}$. Since we are working under the assumption of a scheme that treats space and time on equal footing, we identify expressions, which result from exchanging $\tilde{\omega} \leftrightarrow \tilde{k}$ (as we have done before):

$$
\underbrace{\int d^{2} \tilde{X} \tilde{x}^{2} G^{(k)}}_{:=A_{x}^{(k)}}=\underbrace{\int d^{2} \tilde{X} \tilde{t}^{2} G^{(\omega)}}_{:=A_{t}^{(\omega)}}=: C_{\|}, \underbrace{\int d^{2} \tilde{X} \tilde{t}^{2} G^{(k)}}_{:=A_{t}^{(k)}}=\underbrace{\int d^{2} \tilde{X} \tilde{x}^{2} G^{(\omega)}}_{:=A_{x}^{(\omega)}}=: C_{\perp}
$$

Expressing $\mathcal{B}_{++}^{(t, x)}$ in terms of the expressions $C_{\|}, C_{\perp}$, we get:

$$
\begin{align*}
\mathcal{B}_{++}^{(t)} & =\frac{1}{|z|}\left[-\frac{\alpha^{-1}}{\epsilon_{+} \eta_{+}} C_{\|}+\frac{\alpha}{\epsilon_{+} \eta_{+}} C_{\perp}\right]=\left[-\frac{1}{\epsilon_{+} \eta_{+}} \frac{1}{z^{*}} C_{\|}+\frac{1}{\eta_{+}^{2}} C_{\perp}\right] \\
\mathcal{B}_{++}^{(x)} & =\left[-\frac{1}{\epsilon_{+}^{2}} C_{\perp}+z^{*} \frac{1}{\epsilon_{+} \eta_{+}} C_{\|}\right] \tag{I.31}
\end{align*}
$$

Comparing this approach to the first approach, we get the conditions:

$$
\begin{align*}
\mathcal{B}_{++}^{(t)} & =-\frac{1}{\eta_{+}^{2}} A_{2}(s) \stackrel{!}{=}\left[-\frac{1}{\epsilon_{+} \eta_{+}} \frac{1}{z^{*}} C_{\|}+\frac{1}{\eta_{+}^{2}} C_{\perp}\right] \\
\mathcal{B}_{++}^{(x)} & =\frac{1}{\epsilon_{+}^{2}} A_{2}(s) \stackrel{!}{=}\left[-\frac{1}{\epsilon_{+}^{2}} C_{\perp}+z^{*} \frac{1}{\epsilon_{+} \eta_{+}} C_{\|}\right] \tag{I.32}
\end{align*}
$$

For $\gamma_{B}=0$, the $\pm$ couplings are related by complex conjugation ${ }^{2}$. Therefore, the equations simplify to

$$
[-\underbrace{\frac{\epsilon_{-} \eta_{+}}{\epsilon_{+} \eta_{-}}}_{=: \beta} C_{\|}+C_{\perp}]=-A_{2}, \quad[-\underbrace{\frac{\epsilon_{+} \eta_{-}}{\epsilon_{-} \eta_{+}}}_{\beta^{*}} C_{\|}+C_{\perp}]=-A_{2}
$$

For our case (measurement dynamics), $\beta$ is a complex quantity and the solution requires $C_{\|} \equiv 0$ (this is different from the equilibrium/statistical mechanics case). Therefore, we have the relationship $C_{\perp}=-A_{2}(s) \approx-A_{2} \cdot s$, where both quantities do not depend on other parameters anymore. Furthermore, this relation, as well as $C_{\|}=0$, hold true for complex $z$ (independent of $\gamma_{B}=0$ or $\gamma_{B} \neq 0$ ). In turn, we can evaluate (I.12) using the same approach and obtain (in the Keldysh basis):

$$
\mathcal{B}_{a b}^{(t, x)} \approx \chi_{a b}\left(\begin{array}{c}
\eta_{a b}^{2}  \tag{I.33}\\
\Delta \eta \\
\hline
\end{array}\right)=-\chi_{a b}\binom{\frac{\eta_{a b}^{2}}{\Delta \eta}}{-\frac{\epsilon_{a b}^{2}}{\Delta \epsilon} C_{\perp}}\left(A_{2} \cdot s\right) .
$$

The sign of $A_{2}$ can again be inferred from the case $\gamma_{B}=0$ and the comparison to the analysis in Ref. [19].

$$
{ }^{2} \epsilon_{+}^{*}=\epsilon_{-}, \eta_{+}^{*}=\eta_{-} \text {and } z=\eta_{+} / \epsilon_{+}
$$

## I. 4 2nd Order Renormalization: Full Set of Flow Equations

$$
\begin{align*}
& \partial_{s} \eta_{c c}^{2}=\left[-64 \lambda_{q}^{2} \frac{\epsilon_{q q}^{2}}{\Delta \epsilon}-4\left(\frac{\epsilon_{c c}^{2}+\epsilon_{q q}^{2}}{\Delta \epsilon}\right)\left(\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right)-16 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)} \frac{\epsilon_{c q}^{2}}{\Delta \epsilon}\right] A_{2}, \\
& \partial_{s} \eta_{q q}^{2}=\left[-64 \lambda_{c}^{2} \frac{\epsilon_{c c}^{2}}{\Delta \epsilon}-4\left(\frac{\epsilon_{c c}^{2}+\epsilon_{q q}^{2}}{\Delta \epsilon}\right)\left(\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right)-16 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)} \frac{\epsilon_{c q}^{2}}{\Delta \epsilon}\right] A_{2}, \\
& \partial_{s} \eta_{c q}^{2}=\left[-8 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)}\left(\frac{\epsilon_{c c}^{2}+\epsilon_{q q}^{2}}{\Delta \epsilon}\right)+8\left(\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right) \frac{\epsilon_{c q}^{2}}{\Delta \epsilon}\right] A_{2} \text {, } \\
& \partial_{s} \epsilon_{c c}^{2}=\left[-64 \lambda_{q}^{2} \frac{\eta_{q q}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}-4\left(\frac{\eta_{c c}^{2}+\eta_{q q}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}\right)\left(\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right)-16 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)} \frac{\eta_{c q}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}\right] A_{2}, \\
& \partial_{s} \epsilon_{q q}^{2}=\left[-64 \lambda_{c}^{2} \frac{\eta_{c c}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}-4\left(\frac{\eta_{c c}^{2}+\eta_{q q}^{2}}{\Delta \eta z_{1}^{2} z_{2}^{2}}\right)\left(\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right)-16 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)} \frac{\eta_{c q}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}\right] A_{2} \text {, } \\
& \partial_{s} \epsilon_{c q}^{2}=\left[-8 \lambda_{c q}^{(c)} \lambda_{c q}^{(s)}\left(\frac{\eta_{c c}^{2}+\eta_{q q}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}\right)+8\left(\left(\lambda_{c q}^{(c)}\right)^{2}-\left(\lambda_{c q}^{(s)}\right)^{2}\right) \frac{\eta_{c q}^{2}}{\Delta \epsilon z_{1}^{2} z_{2}^{2}}\right] A_{2} \\
& \partial_{s} \lambda_{c}=\left(2+\frac{4}{\pi} \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(\frac{\eta_{c c}^{2}}{z_{1} z_{2}}+\epsilon_{c c}^{2}\right)\right) \lambda_{c} \\
& +\frac{1}{4 \pi}\left(\left(\lambda_{c q}^{(c)}\right)^{2}+\left(\lambda_{c q}^{(s)}\right)^{2}\right) \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(\frac{\eta_{c c}^{2}-\eta_{q q}^{2}}{z_{1} z_{2}}+\left(\epsilon_{c c}^{2}-\epsilon_{q q}^{2}\right)\right) A_{1}, \\
& \partial_{s} \lambda_{q}=\left(2+\frac{4}{\pi} \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(\frac{\eta_{q q}^{2}}{z_{1} z_{2}}+\epsilon_{q q}^{2}\right)\right) \lambda_{q} \\
& -\frac{1}{4 \pi}\left(\left(\lambda_{c q}^{(c)}\right)^{2}+\left(\lambda_{c q}^{(s)}\right)^{2}\right) \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(\frac{\eta_{c c}^{2}-\eta_{q q}^{2}}{z_{1} z_{2}}+\left(\epsilon_{c c}^{2}-\epsilon_{q q}^{2}\right)\right) A_{1}, \\
& \partial_{s} \lambda_{c q}^{(c)}=\left(2+\frac{1}{\pi} \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(\left(1-\lambda_{c} A_{1}\right)\left(\frac{\eta_{c c}^{2}}{z_{1} z_{2}}+\epsilon_{c c}^{2}\right)+\left(1-\lambda_{q} A_{1}\right)\left(\frac{\eta_{q q}^{2}}{z_{1} z_{2}}+\epsilon_{q q}^{2}\right)\right)\right) \lambda_{c q}^{(c)} \\
& +\frac{1}{\pi} \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(2-\left(\lambda_{c}+\lambda_{q}\right) A_{1}\right)\left(\frac{\eta_{c q}^{2}}{z_{1} z_{2}}+\epsilon_{c q}^{2}\right) \lambda_{c q}^{(s)}, \\
& \partial_{s} \lambda_{c q}^{(s)}=\left(2+\frac{1}{\pi} \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(\left(1+\lambda_{c} A_{1}\right)\left(\frac{\eta_{c c}^{2}}{z_{1} z_{2}}+\epsilon_{c c}^{2}\right)+\left(1+\lambda_{q} A_{1}\right)\left(\frac{\eta_{q q}^{2}}{z_{1} z_{2}}+\epsilon_{q q}^{2}\right)\right)\right) \lambda_{c q}^{(s)} \\
& -\frac{1}{\pi} \frac{i}{\Delta \epsilon\left(z_{1}+z_{2}\right)}\left(2+\left(\lambda_{c}+\lambda_{q}\right) A_{1}\right)\left(\frac{\eta_{c q}^{2}}{z_{1} z_{2}}+\epsilon_{c q}^{2}\right) \lambda_{c q}^{(c)} . \tag{I.34}
\end{align*}
$$

The $z$ 's encode the poles of the propagator and are given by:

$$
\begin{align*}
& z_{ \pm}^{2}= \pm \sqrt{\frac{\left(\epsilon_{c q}^{2} \eta_{c q}^{2}+\frac{1}{2}\left(\epsilon_{q q}^{2} \eta_{c c}^{2}+\epsilon_{c c}^{2} \eta_{q q}^{2}\right)\right)^{2}-\Delta \eta \Delta \epsilon}{\Delta \epsilon^{2}}}+\frac{\epsilon_{c q}^{2} \eta_{c q}^{2}+\frac{1}{2}\left(\epsilon_{q q}^{2} \eta_{c c}^{2}+\epsilon_{c c}^{2} \eta_{q q}^{2}\right)}{\Delta \epsilon} \\
& \Delta \epsilon=\epsilon_{c c}^{2} \epsilon_{q q}^{2}+\epsilon_{c q}^{4}, \\
& \Delta \eta=\eta_{c c}^{2} \eta_{q q}^{2}+\eta_{c q}^{4} . \tag{I.35}
\end{align*}
$$

Here, $z_{1}$ and $z_{2}$ are the roots of $z_{ \pm}^{2}$, corresponding to poles in the upper half plane with a finite imaginary part (we assume that there are no real poles). In
the simplest case, we have $z_{2}=-z_{1}^{*}$. The initial couplings are given in (I.5). The constants $A_{1}, A_{2}$ are chosen as:

- $A_{2} \cdot m^{4}=-1 / 16$ (compensating some prefactors in (I.34)),
- $A_{1} \cdot m^{2}=-1 / 10$.


## I. 5 First Order Flow Equations from treating Space and Time on equal Footing

Using the same RG procedure, we should also recover the same flow equations at first order (up to a constant) (see again Sec. 4.8.1). As an example, we consider the renormalization of $\cos \left(4 \phi_{q}(X)\right)$ :

$$
\begin{array}{ll}
\text { micro.: } & \lambda_{q} \int d^{2} X \cos \left(4 \phi_{q}(X)\right) \\
\text { renorm.: } & \left.\left.b^{2} e^{-8\left\langle\left(\phi_{q}\right)^{2}\right\rangle<\lambda_{q} \int d^{2} X \cos \left(4 \phi_{q}(X)\right)}\right\}\right\} \partial_{s} \lambda_{q} \approx(2-8 s^{-1} \underbrace{\left\langle\phi_{q}^{2}\right\rangle_{<}}_{\mathcal{O}(s)}) \lambda_{q} . . . . ~ . ~ . ~
\end{array}
$$

Using the same 'symmetrizing' approach (I.19), the correlation function at equal times is given by:

$$
\begin{align*}
& \left\langle\phi_{a} \phi_{b}\right\rangle_{<}=\chi_{a b}\left(\frac{\eta_{a b}^{2}}{\Delta \epsilon|z|^{3}}-\frac{\epsilon_{a b}^{2}}{\Delta \epsilon|z|}\right) \mathcal{A}_{0} \\
& \mathcal{A}_{0}:=\int \frac{d^{2} \tilde{Q}}{(2 \pi)^{2}} \frac{\tilde{k}^{2}}{\left(\alpha \tilde{\omega}^{2}-\alpha^{-1} k^{2}\right)\left(\alpha^{-1} \tilde{\omega}^{2}-\alpha \tilde{k}^{2}\right)}, \quad\left(\alpha-\alpha^{-1}\right) \mathcal{A}_{0}=i A_{0}(s), \tag{I.36}
\end{align*}
$$

where $A_{0}(s) \approx A_{0} \cdot s$ and $A_{0}$ is a real number. The corresponding flow equation is given by

$$
\begin{equation*}
\partial_{s} \lambda_{q} \approx\left(2+8 \frac{i}{z-z^{*}}\left(\frac{\eta_{q q}^{2}}{|z|^{2}}-\frac{\epsilon_{q q}^{2}}{\Delta \epsilon}\right) A_{0}\right) \lambda_{q} \tag{I.37}
\end{equation*}
$$

where the original case of a sharp cutoff is recovered for $A_{0}=-\left|A_{0}\right|$ (see again Sec. 4.8.1) with the initial conditions given in (I.5).

## I. 6 Limiting Case: Flow Equations for $\gamma_{B}=0$

For $\gamma_{B}=0$, the additional symmetry $\phi_{c} \leftrightarrow \phi_{q}$ locks the $c c$ and $q q$ couplings together: $\eta_{c c}=\eta_{q q}, \epsilon_{c c}=\epsilon_{q q}$. Furthermore, $\lambda_{c}, \lambda_{q}$ are always less relevant than $\lambda_{ \pm}$and can therefore be ignored from the start. This leads to a contour decoupling, also in the case of interactions, and it is sufficient to consider the couplings for the + -contour. The inverse Green's function is given by:

$$
\begin{aligned}
G_{0, \pm}^{-1} & =i\left(\begin{array}{cc}
\left(\eta_{c c}^{2}+i \eta_{c q}^{2}\right) k^{2}-\left(\epsilon_{c c}^{2}+i \epsilon_{c q}^{2}\right) \omega^{2} & 0 \\
0 & \left(\eta_{c c}^{2}-i \eta_{c q}^{2}\right) k^{2}-\left(\epsilon_{c c}^{2}-i \epsilon_{c q}^{2}\right) \omega^{2}
\end{array}\right) \\
& :=i\left(\begin{array}{cc}
\eta_{+}^{2} k^{2}-\epsilon_{+}^{2} \omega^{2} & 0 \\
0 & \eta_{-}^{2} k^{2}-\epsilon_{-}^{2} \omega^{2}
\end{array}\right)
\end{aligned}
$$

Correlations: The inverse Green's function gives rise to the correlation function in Fourier space

$$
\left\langle\phi_{\sigma}(Q) \phi_{\sigma}(-Q)\right\rangle=\left(\eta_{\sigma}^{2} k^{2}-\epsilon_{\sigma}^{2} \omega^{2}\right)^{-1}
$$

where the contour couplings are related by $\left(\eta_{+}^{2}\right)^{*}=\left(\eta_{-}^{2}\right),\left(\epsilon_{+}^{2}\right)^{*}=\epsilon_{-}^{2}$. In the time domain, we get

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \frac{\pi e^{-i \omega t}}{\epsilon_{\sigma}^{2} \omega^{2}-\eta_{\sigma}^{2} k^{2}}=\frac{\pi}{2} i \alpha_{\sigma} \frac{e^{i|k||t| \alpha_{\sigma} \epsilon_{\sigma} / \eta_{\sigma}}}{\eta_{\sigma} \epsilon_{\sigma}|k|}, \quad \alpha_{\sigma}:=\operatorname{sgn}\left(\operatorname{Im}\left(\frac{\eta_{\sigma}}{\epsilon_{\sigma}}\right)\right) \tag{I.38}
\end{equation*}
$$

Initially, $\epsilon_{\sigma}^{2}=\sigma / \pi$ and $\eta_{\sigma}^{2}=\sigma-i \frac{2 \gamma_{M}}{\pi^{2} \nu}$ (as a sanity check: we always have an exponential decay in time). The equal time correlator reads:

$$
\begin{equation*}
\left\langle\phi_{\sigma}(X=0) \phi_{\sigma}(X=0)\right\rangle=-\alpha_{\sigma} \frac{\pi}{2} \int_{\Lambda \geq|k| \geq \Lambda / \xi} \frac{d k}{(2 \pi)} \frac{1}{\eta_{\sigma} \epsilon_{\sigma}|k|}=-\frac{\alpha_{\sigma}}{2 \epsilon_{\sigma} \eta_{\sigma}} \log (\xi) \tag{I.39}
\end{equation*}
$$

Renormalization: Integrating out the $k$ modes in $\left[\Lambda / e^{s}, \Lambda\right]$, the flow equations for the derivative couplings are:

$$
\left.\begin{array}{l}
\partial_{s} \eta_{c c}^{2}=-16\left[\lambda_{+}^{2} \frac{1}{\epsilon_{+}^{2}}+\lambda_{-}^{2} \frac{1}{\epsilon_{-}^{2}}\right] A_{2},  \tag{I.40}\\
\partial_{s} \eta_{c q}^{2}=16\left[\lambda_{+}^{2} \frac{1}{\epsilon_{+}^{2}}-\lambda_{-}^{2} \frac{1}{\epsilon_{-}^{2}}\right] A_{2},
\end{array}\right\} \quad \partial_{s} \eta_{+}^{2}=-32 \lambda_{+}^{2} \frac{1}{\epsilon_{+}^{2}} A_{2} .
$$

By symmetry, $\epsilon_{+}^{2}$ evolves as:

$$
\begin{equation*}
\partial_{s} \epsilon_{+}^{2}=-32 \lambda_{+}^{2} \frac{1}{\eta_{+}^{2}} A_{2} \tag{I.41}
\end{equation*}
$$

Defining $\Delta \eta:=\eta_{+}^{2} \eta_{-}^{2}$ and $\Delta \epsilon:=\epsilon_{+}^{2} \epsilon_{-}^{2}$, the interaction coupling $\lambda_{+}=\left(\lambda_{c q}^{(c)}+\right.$ $\left.i \lambda_{c q}^{(s)}\right) / 2$ evolves as:
$\partial_{s} \lambda_{+}=\left(2-\frac{2}{\pi} i \frac{\alpha_{z}}{\sqrt{\Delta \epsilon}\left(z-z^{*}\right)}\left[\frac{\eta_{c c}^{2}-i \eta_{c q}^{2}}{\sqrt{\Delta \eta}}-\frac{\epsilon_{c c}^{2}-i \epsilon_{c q}^{2}}{\sqrt{\Delta \epsilon}}\right]\right) \lambda_{+}=\left(2+\frac{2}{\pi} \frac{i \alpha_{+}}{\eta_{+} \epsilon_{+}}\right) \lambda_{+}$.

Combining $\eta_{+}$and $\epsilon_{+}$into $K_{+}:=\frac{i \epsilon_{+} \eta_{+}}{\alpha_{+}}$, we obtain the flow equations given in the main text (4.153) with the initial condition $K_{+}(0)=\frac{1}{\pi} \sqrt{1-i \frac{2 \gamma_{M}}{\pi \nu}}$ (with $\alpha_{+}=-1$ ).

Note 1: To recover the flow equations in Ref. [19], $A_{2}$ has to be negative. However, there is a difference: In our case, we analyze the flow of $\partial_{s} K_{+}^{2}$ (also compatible with the standard BKT flow equations), in contrast to $\partial_{s} K_{+}$.

Note 2: In the case $\gamma_{B}>0$, we have observed that the poles of the propagator can wander onto the real axis. For $\gamma_{B}=0$ instead, the poles $\omega_{+}^{2}=z^{2} k^{2}$ with

$$
\begin{equation*}
z^{2}=\frac{\eta_{c c}^{2}+i \eta_{c q}^{2}}{\epsilon_{c c}^{2}+i \epsilon_{c q}^{2}}=\frac{\eta_{+}^{2}}{\epsilon_{+}^{2}} \tag{I.43}
\end{equation*}
$$

do not flow:

$$
\begin{equation*}
\partial_{s} z^{2}=\partial_{s}\left(\frac{\eta_{+}^{2}}{\epsilon_{+}^{2}}\right)=0 \tag{I.44}
\end{equation*}
$$

## I. 7 Effective Action for the relative Mode in the Presence of random unitary Evolution

In Sec. 4.10.3, we introduced an additional random unitary evolution (with 'imaginary noise') of strength $\gamma_{I}$. This dynamic contribution translates into additional contributions to the action:

$$
\begin{aligned}
& i\left(\Delta S^{(I)}+\Delta S^{(M)}\right)= \\
& -\frac{1}{2} m^{2} \int_{X}\left[\left(\frac{\gamma_{I}-\gamma_{M}}{J}\right) \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)\right. \\
& \left.+\left(\frac{\gamma_{I}-\gamma_{M}}{\nu}\right) \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(a)}\right)+\left(\frac{\gamma_{I}+\gamma_{M}}{\nu}\right) \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(a)}\right) \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)\right] \\
& +4 m^{2} \int_{X}\left(\frac{\gamma_{I}+\gamma_{M}}{\nu}\right) \cos \left(\sqrt{2} \phi_{+, X}^{(a)}\right) \cos \left(\sqrt{2} \phi_{-, X}^{(a)}\right) \cos \left(\sqrt{2} \phi_{+, X}^{(r)}\right) \cos \left(\sqrt{2} \phi_{-, X}^{(r)}\right)
\end{aligned}
$$

In the absence of a bath, the decoupling of the $\pm$ contours for the relative mode is still intact and it is sufficient to consider the renormalization of the terms $\cos \left(2 \sqrt{2} \phi_{\sigma}\right)$. Starting point are the first and second order contributions from the coupling of the absolute and relative mode:

$$
\begin{align*}
& \langle\Delta S\rangle_{(a)}=\frac{i}{2}\left(\frac{\gamma_{I}-\gamma_{M}}{\nu}\right) \sum_{\sigma= \pm} \int d^{2} X \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right)  \tag{I.45}\\
& \frac{i}{2}\left(\langle\Delta S\rangle_{(a)}-\langle\Delta S\rangle_{(a)}^{2}\right) \approx-i\left(\left(\frac{\gamma_{I}}{\nu}\right)^{2}+\frac{\gamma_{I} \gamma_{M}}{\nu^{2}}\right) \sum_{\sigma= \pm} \int d^{2} X \cos \left(2 \sqrt{2} \phi_{\sigma, X}^{(r)}\right) \tag{I.46}
\end{align*}
$$

## I. 8 Details about Solving the Flow Equations

A general feature of the BKT type flow equations like (I.34) is that they can result in indefinitely growing couplings beyond the Gaussian phase (there is no interacting fixed point in this perturbative RG). Therefore, the flow has to be terminated once the interaction couplings become large: $\left|\lambda / m^{2}\right| \gg 1$. In this regime, the perturbative treatment is not valid anymore. For (I.34), another difficulty is the flow of the poles $\omega_{\text {Pol }}(s)=z(s)|k|$. On the one hand, $z(s)$ can become real at some finite $s_{f} \sim \mathcal{O}(1)$. On the other hand, two poles can coalesce
$z_{1} \rightarrow z_{2}$, which also renders the flow equations invalide. Otherwise, we terminate the flow at $s_{\text {max }}=100$ and identify the most strongly growing coupling, which we take as an indicator for the underlying strong coupling phase, shown in Fig. 4.15(a). The overall scheme reads:

- Termination condition: Terminate flow once $\left|\lambda / m^{2}\right|>10^{2}$ and/or the imaginary parts of any pole gets smaller than $\left|\operatorname{Im}\left[z_{1,2}\right]\right|<10^{-10}$. If none of the above applies, terminate flow at $s_{\text {max }}$.
- Identification: Check if any interaction fulfills $\left|\lambda / m^{2}\right|>10^{-2}$. In this case, identify the dominant coupling with $\max _{\{\lambda\}}\left|\partial_{s} \lambda\right|$, which is plotted in Fig. 4.15(a).
- Numerical solver: We use the 'DifferentialEquations.jl'-package in Julia with the algorithm 'AutoTsit5(Rosenbrock23())' with 'reltol=1e-7, abstol=1e7 ' up to $s_{\max }=100$.

We checked that for different constant $A_{1}$ and $A_{2}$ a qualitatively similar phase diagram is obtained $\left(A_{1}=-0.5, \pm 0.1, A_{2}=-1 / 2,-1 / 5,-1 / 10\right.$ with $s_{\max }=50$ and 'reltol $=1 \mathrm{e}-6$, abstol $=1 \mathrm{e}-6$ '). For larger $\left|A_{2}\right|$ the region $(C)$ shrinks. Using different solvers, the detailed structure in region $(M)$ changes, where nevertheless multiple couplings are strongly growing.
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[^0]:    ${ }^{1}$ The numbers are platform dependent, see also Refs. [25, 26].
    ${ }^{2}$ For an introduction to error correction, see, e.g., Ref. [28]

[^1]:    ${ }^{3}$ First experimental investigations are performed, e.g., on a trapped ion based quantum computer [33] (see also Ref. [34]).

[^2]:    ${ }^{1}$ Using the basis $\{|0\rangle,|1\rangle\}: \sigma_{x}=|0\rangle\langle 1|+|1\rangle\langle 0|, \sigma_{z}=|0\rangle\langle 0|-|1\rangle\langle 1|$.
    ${ }^{2}$ Even the full time evolution can be determined, see, e.g., Ref. [45].

[^3]:    ${ }^{3}$ It can be determined by a comparsion to a diabatic expansion [45].

[^4]:    ${ }^{4}\left[\boldsymbol{b}_{k}, \boldsymbol{b}_{k^{\prime}}^{\dagger}\right]=\delta_{k, k^{\prime}}$ with vacuum states $\left|0_{k}\right\rangle$.

[^5]:    ${ }_{6}^{5} \operatorname{tr}_{B}\left[\tilde{\boldsymbol{U}}(t)|\sigma\rangle\langle\sigma| \otimes \boldsymbol{\rho}_{B} \tilde{\boldsymbol{U}}^{\dagger}(t)\right]=|\sigma\rangle\langle\sigma| \cdot \operatorname{tr}_{B}\left[\boldsymbol{\rho}_{B}\right]$ for $\sigma=0,1$.
    ${ }^{6}$ See Ref. [16] on details on how to evaluate the integral.

[^6]:    ${ }^{7}$ Described by creation/annihilation operators $\boldsymbol{c}_{j}^{\dagger}, \boldsymbol{c}_{j}$ on lattice sites $j$.

[^7]:    ${ }^{a}$ Depending on the reference, there can be a difference in the normalization of the coherent states.

[^8]:    ${ }^{8} \sigma_{z}|\uparrow\rangle=|\uparrow\rangle, \sigma_{z}|\downarrow\rangle=-|\downarrow\rangle$ and $\sigma_{x}|\rightarrow\rangle=|\rightarrow\rangle$ etc. with $|\rightarrow\rangle=\frac{1}{\sqrt{2}}(|\uparrow\rangle+|\downarrow\rangle)$

[^9]:    ${ }^{9}$ Convention as in Ref. [11]:

    $$
    c_{l}=\frac{e^{-i \frac{\pi}{4}}}{\sqrt{L}} \sum_{k} c_{k} e^{i k(l a)}, \quad k_{j}=\frac{2 \pi}{L a}\left[-\frac{L}{2}+\left(j-\frac{1}{2}\right)\right], j \in\{1, \ldots, L\} .
    $$

[^10]:    ${ }^{10}$ Such a coarse graining procedure, only considering a subset of degrees of freedom, is ubiquitous in statistical physics. As an example, the entropy of a closed quantum system will stay constant under unitary evolutions. However, the entanglement entropy between subsystems evolves and can, e.g., indicate the approach towards equilibrium [66-68].

[^11]:    ${ }^{11}$ Containing (all) terms that are allowed by symmetry.

[^12]:    ${ }^{12}$ For $\Lambda \rightarrow \infty$ or $a \rightarrow 0$.

[^13]:    ${ }^{13}$ There is is also the possibility of marginal couplings with $y_{\alpha}=0$, which will not be our main focus.

[^14]:    ${ }^{14}$ The scaling of $g_{x} \sum_{l} \boldsymbol{\sigma}_{l}^{x}$ can be inferred from, e.g., the scaling of $\left\langle\boldsymbol{\sigma}_{l}^{x} \boldsymbol{\sigma}_{l+n}^{x}\right\rangle$ [2].

[^15]:    ${ }^{1}$ Based on the scaling of the correlation time: $\xi_{\tau} \sim\left|g_{0}-g_{0, c}\right|^{-z \nu}$ and $g_{0}-g_{0, c}=v_{0} t^{n}$.

[^16]:    ${ }^{2}$ The dimensionless velocities are determined from the two-step process: (i) rescaling with the leading derivative coupling $D_{z}$ and (ii) forming dimensionless combination using the cutoff $\Lambda$.

[^17]:    ${ }^{3}$ Here, the correlation length was extracted from the density-density correlations $C_{i j}=$ $\left.\left\langle\boldsymbol{n}_{i} \boldsymbol{n}_{j}\right\rangle-\left\langle\boldsymbol{n}_{i}\right\rangle\left\langle\boldsymbol{n}_{j}\right\rangle\right)$ where $\boldsymbol{n}_{i}$ is the projector onto the Rydberg state.

[^18]:    ${ }^{4}$ With $\left\langle\frac{1}{L} \sum_{l} \sigma_{l}^{x}\right\rangle=0$.
    ${ }^{5}$ The generalization in $d$ dimensions and 'defects' of dimension $p$ is: $n_{E} \sim \xi^{*-(d-p)}$ [136].

[^19]:    ${ }^{6}$ The Hamiltonian at the end of the drive is:

    $$
    \text { transverse XX: } \boldsymbol{H}(|t| \rightarrow \infty) \propto-\left(\frac{\hat{v}_{\perp}}{2}+\hat{v}_{\|}\right) \sum_{l} \sigma_{l}^{z}-\frac{\hat{v}_{\|}}{2} \sum_{l}\left(\sigma_{l}^{x} \sigma_{l+1}^{x}+\sigma_{l}^{y} \sigma_{l+1}^{y}\right)
    $$

    with the ground state $|\uparrow \uparrow \ldots\rangle$. The fermionic version is diagonal in momentum space with $\chi_{k}=c_{k}$.

[^20]:    ${ }^{7}$ See also Refs. [139, 140] for a linear and quadratic drive.

[^21]:    ${ }^{8}$ Nevertheless, once $\hat{\Delta}_{0} \neq 0$ (staying at a finite distance to the critical point), $\hat{\mu}_{k}$ will become the leading scale and allows for the restoring of adiabaticity.

[^22]:    ${ }^{a}$ Making use of (2.5) for the canonical Hamiltonian (3.32).

[^23]:    ${ }^{9}$ Corresponding to a quantitative version of Fig. 3.2(d).

[^24]:    ${ }^{10}$ This is not entirely unproblematic: It might happen that for some finite $t_{i}$, the drive already starts in the impulse regime for some momenta $k$.

[^25]:    ${ }^{11}$ Using the adiabatic basis to solve the dynamics, stopping at $J\left(t_{f}\right) /(2 \gamma) \approx 600$.

[^26]:    ${ }^{12}$ Corresponding to the setup we have discussed before (in terms of $\hat{v}$ and $\phi=\phi_{\Lambda}$ ).

[^27]:    ${ }^{13}$ We can still make use of this conceptual idea, but we have to consider the different states $\left|\psi\left(t_{k}^{*}\right)\right\rangle_{k}$ individually: $\left|\operatorname{GS}\left(g\left(t^{*}(k)\right), J\left(t^{*}(k)\right)\right)\right\rangle_{k} \rightarrow\left|\operatorname{GS}\left(g\left(t_{f}\right), J\left(t_{f}\right)\right)\right\rangle_{k}$.

[^28]:    ${ }^{14}$ The mutual information, which is directly related to the entanglement entropy, also provides an upper bound to possible correlations [146].

[^29]:    ${ }^{1}$ Determined by taking the partial trace of the full density matrix $\rho_{S B}$ with respect to the bath.

[^30]:    ${ }^{2}$ It suppresses fluctuations of fields in a Keldysh field theory description that can be associated with off-diagonal terms in the density matrix.
    ${ }^{3}$ We discuss this object in, e.g., Sec. 4.3.

[^31]:    ${ }^{4}$ There are purposefully designed scenarios, where this is not the case, see, e.g., Ref. [200, 201].

[^32]:    ${ }^{a}$ Also denoted as right and left movers [202].

[^33]:    ${ }^{5}$ Strictly speaking, this requires for the Klein factors to drop out or at least play no role (since these are not bosonic operators).

[^34]:    ${ }^{6}$ Here, we neglect the role of the Klein factors.
    ${ }^{7}$ See, e.g, Ref. [82], where the entanglement in a transverse XY model (parameters: $\gamma, g$ ) is tracked, starting from the ground state of the XY model at different parameters $\left.\left(\gamma^{\prime}, g^{\prime}\right)\right)$. For an overview, see also Ref. [207].

[^35]:    ${ }^{8}$ Ignoring for the moment that the initial state is actually not translationally invariant, but see also Ref. [208].
    ${ }^{9}$ Based on the correlation matrix $D[17,209]$ and formally defined as $n(x, k, t):=$ $\sum_{10} e^{i k s} D_{x-s / 2, x+s / 2}(t)[17]$.
    ${ }^{10}$ Assuming a translational invariant initial state for sake of simplicity.

[^36]:    ${ }^{a}$ The states $\left|y_{ \pm}\right\rangle,\left|x_{ \pm}\right\rangle$denote the eigenstates of $\sigma_{y}, \sigma_{x}$ with eigenvalues $\pm 1$.

[^37]:    ${ }^{11}$ For a derivation of dephasing in the context of optical lattices, see, e.g., Ref. [51].
    ${ }^{12}$ Dephasing of fermions, XX-models and hard-core bosons has been studied in, e.g., Refs. [185, 213-220].
    ${ }^{13}$ Perturbative treatments of Lindblad operators have been discussed in, e.g., Refs. [221-223] (in Ref. [224] an alternative method is used). Physically related models have been discussed in, e.g., Refs. [179-182] (quantum diffusive XX model, open quantum symmetric simple exclusion process) are relevant.
    ${ }^{14}$ Under certain conditions, see, e.g., Refs. [225-227].

[^38]:    ${ }^{15}$ Unfortunately, these measures do not guarantee that the state is not entangled (they are necessary but not sufficient), see, e.g., Ref. [228, 229].

[^39]:    ${ }^{16}$ It is still 'exactly' solvable in a sense. Some explicit results have been obtained in, e.g., Refs. [185, 215, 220] (see also Ref. [17, 179]).
    ${ }^{17}$ The matrix $h$ is defined as $h_{i j}=-J\left(\delta_{i, j-1}+\delta_{i, j+1}\right)$.

[^40]:    ${ }^{18}$ Ignoring the terms $\boldsymbol{n} / L$ in the full bosonic Hamiltonian.
    ${ }^{19}$ Strictly speaking, we have to take care of the infinite set of occupied modes for $k<0$, therefore we can subtract the expectation value with respect to the fermionic vacuum state (corresponding to state with no bosons).

[^41]:    ${ }^{20}$ We will drop the subscript $S$ in the following.
    ${ }^{21} \mathrm{We}$ are a bit sloppy with the wording here, these are not quantum mechanical observables in the strict sense.

[^42]:    ${ }^{22}$ Related to the Edwards-Anderson order parameter $[20,32,155,157,235,236]$ in the theory of spin glasses.

[^43]:    ${ }^{23}$ In particular the maximally mixed state $\boldsymbol{\rho}^{(c)} \propto \mathbb{1} \rightarrow \boldsymbol{\rho}_{A}^{(c)} \propto \mathbb{1}_{A}$ would result in the largest possible entropy (it is also formally not an entanglement measure for mixed states).

[^44]:    ${ }^{24}$ Another option would be to start from $\rho^{(c)} \propto \mathbb{1}$, but this is technically not feasible for large system sizes.

[^45]:    ${ }^{25}$ The mutual information is also an upper bound to correlations between $A$ and $B$, see Ref. [146].

[^46]:    ${ }^{26}$ Here, we ignore the non-linear contributions.

[^47]:    ${ }^{27}$ The role and meaning of the classical $(c)$ and quantum $(q)$ component (Keldysh basis) is explained in Sec. 4.7.7.

[^48]:    ${ }^{28}$ Introduce in more detail in Sec. 4.7.7.

[^49]:    ${ }^{29}$ Therefore, we can also leave the additional terms out, though they will reappear once we calculate expectation values.

[^50]:    ${ }^{30}$ The identities are $\mathbb{1}=\mathbb{1}^{(a)} \otimes \mathbb{1}^{(r)}$.

[^51]:    ${ }^{31}$ Our convention: $f(x, t)=f(X)=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \frac{d k}{2 \pi} e^{i(\omega t+k x)} f(k, \omega)=\int \frac{d^{2} Q}{(2 \pi)^{2}} e^{i \vec{Q} \vec{X}} f(Q)$.

[^52]:    ${ }^{32} \mathrm{~A}$ word of caution: The structure of the relative mode path integral is not of the usual Keldysh structure, therefore not all identities can be transferred to the relative case.

[^53]:    ${ }^{33}$ Related to the action $S_{0}^{(r)}=\frac{1}{2} \int \frac{d^{2} Q}{(2 \pi)^{2}} \Psi_{-Q}^{T} G_{0}^{-1} \Psi_{Q}$.

[^54]:    ${ }^{34}$ Here, we assume that operator expectation values $\left\langle\phi_{x} \phi_{y}\right\rangle$ correspond to the leading contribution of field versions: $\left\langle\phi_{c,(0, x)} \phi_{c,(0, y)}\right\rangle$ or $\left\langle\phi_{q,(0, x)} \phi_{q,(0, y)}\right\rangle$. Therefore, we left out the index intentionally.

[^55]:    ${ }^{35}\langle\mathcal{O}\rangle_{<}:=\int \mathcal{D}\left[\phi^{<}\right] \mathcal{O} e^{i S_{0}^{<}}$.

[^56]:    ${ }^{36} m$ is the prefactor stemming from the regularization in the bosonization procedure.
    ${ }^{37}$ There are also other excitations like solitons, connecting different minima, but we will not cover them here (see Appendix E in Ref. [205]).

[^57]:    ${ }^{38}$ With the initial conditions given in (I.5).
    ${ }^{39}$ In this regime, all interaction couplings are growing, therefore we also interpret the spot around $\gamma_{M} / \nu \approx 0.55$ as part of the this regime.

[^58]:    ${ }^{a} \mathrm{Up}$ to a possible regularization, as also present in the Keldysh scenario [69] due to initial conditions and the closing of the contours at final time $t_{f}$.
    ${ }^{b}$ With $\alpha_{\sigma}:=\operatorname{sgn}\left(\operatorname{Im}\left(\eta_{\sigma} / \epsilon_{\sigma}\right)\right)$.

[^59]:    ${ }^{40}$ To extract the purity, the overlaps $\left\langle\psi_{t}^{(\beta)} \mid \psi_{t}^{(\alpha)}\right\rangle$ between all members need to be calculated.
    ${ }^{41}$ As an example: if the initial state is the maximally mixed state, we can choose the different members $\left|\psi_{t=0}^{(\alpha)}\right\rangle=\left|\{n\}_{\alpha}\right\rangle$ to be the occupation number, forming a basis of the Hilbert space, which has a dimension exponentially large in $L$.

[^60]:    ${ }^{42}$ For a single lattice site it would be $2^{N_{T}}$ with $N_{T}$ the number of time steps. For a lattice of site $L$ it is already $\left(2^{L}\right)^{N_{T}}$.
    ${ }^{43}$ The required number of trajectories depends on observables we like to study. Therefore, whether a reduction of computational complexity is achieved in this approach depends on the observables, see, e.g., Ref. [245].

[^61]:    ${ }^{44}$ The numerical cost is at least as high as using $n_{\mathrm{ens}} \times n_{\text {avg }}$ pure state quantum trajectories

[^62]:    ${ }^{45}$ See also Ref. [164] in the measurement context and Refs. [180-182, 221-223] in the Lindblad/random unitary context.

[^63]:    ${ }^{46}$ Technically, this is not correct in the presence of measurements and a bath: the evolution of each ensemble member depends on the collective expectation value $\left\langle\boldsymbol{n}_{l}\right\rangle=\sum_{\alpha} p_{\alpha} \operatorname{tr}\left[\boldsymbol{n}_{l} \boldsymbol{\rho}^{(\alpha)}\right]$, which requires the knowledge of all ensemble members at each point in time.

[^64]:    ${ }^{47}$ The dynamics can be approximated along two lines: (i) using the same perturbative approach as before or (ii) going into the 'interaction' picture, adapting the approach in Ref. [180] for a directly related model. The second approach is discussed in App. G.

[^65]:    ${ }^{48}$ Note that for $\gamma_{M} / J-\gamma_{I} / J \ll 1$ also the second-order contributions should be included eventually.

[^66]:    ${ }^{1}$ However, for the measurement scenario, the $U(1)$ symmetry is not necessarily required for the phenomenology $[20,176]$ (since it is the symmetry at the replica level that is relevant).

[^67]:    ${ }^{1}$ With respect to the fermionic vacuum state $|\mathrm{GS}\rangle$.
    ${ }^{2}$ Meaning: ${ }_{*}^{*} \boldsymbol{\psi}_{\sigma, \eta, x}^{\dagger} \boldsymbol{\psi}_{\sigma, \eta, x *}^{*}=\boldsymbol{\psi}_{\sigma, \eta, x}^{\dagger} \boldsymbol{\psi}_{\sigma, \eta, x}-\langle\mathrm{GS}| \boldsymbol{\psi}_{\sigma, \eta, x}^{\dagger} \boldsymbol{\psi}_{\sigma, \eta, x}|\mathrm{GS}\rangle$.

[^68]:    ${ }^{3}$ By using the bosonic commutation relations and the Poisson formula.
    ${ }^{4}$ Note that we are using a slightly different convention compared to Ref. [202]. In particular, we have: $2 \sigma \phi_{\sigma, \eta, x}=\left(\varphi_{\sigma, \eta, x}+\varphi_{\sigma, \eta, x}^{\dagger}\right)$.

[^69]:    ${ }^{5} \mathrm{We}$ need to evaluate the commutator $\left[\phi_{\sigma, \eta, x}, \phi_{\sigma, \eta, x^{\prime}}\right]=\ldots=$ $\frac{1}{4} \sum_{m=-\infty}^{\infty} \frac{1}{m} e^{-m\left(\frac{2 \pi A}{L a}-i \sigma \frac{2 \pi}{L a}\left(x-x^{\prime}\right)\right)}=-\frac{1}{4} \ln \left(1-e^{-\frac{2 \pi}{L a}\left(A+i \sigma\left(x-x^{\prime}\right)\right)}\right)$, which for $L \rightarrow \infty$ reproduces the above result (see Ref. [202] for more details).

[^70]:    ${ }^{1}$ This is also related to the 'thermodynamics of quantum jump trajectories', where these rare events are analyzed [249]. In Ref. [176], the post-selected trajectories have been considered, where no rare event takes place ('no-click limit').

[^71]:    ${ }^{1}$ As it is clearly the case for the fermionic hopping Hamiltonian.

[^72]:    ${ }^{2}$ Evolution in the interaction picture: $i \hbar \frac{d}{d t}(\boldsymbol{U}(t)|\psi(t)\rangle)=i \hbar\left(\frac{d}{d t} \boldsymbol{U}(t)\right) \boldsymbol{U}^{\dagger}\left|\psi_{I}(t)\right\rangle+$ $\boldsymbol{U}(t) \boldsymbol{H} \boldsymbol{U}^{\dagger}(t)\left|\psi_{I}(t)\right\rangle$.

[^73]:    ${ }^{1}$ We left the integration domains unspecified intentionally, as they can depend on the exact regularization scheme to be used.

