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1 Introduction  

In this thesis I experimentally investigate prosocial and ethical behavior in economic 

interactions. The thesis consists of three experimental research papers that have a broad 

range of research questions on social responsibility, ignorance and cheating. With these 

experiments I aim to better understand when and why people behave good and bad and 

which consequences it has on their own and other players’ payoffs, and on overall 

efficiency. By acting good, I mean two kinds of behavior. First, one might conform to 

the social norms, i.e. telling the truth, even if lying has a higher financial benefit (weak 

goodness; ethical behavior). Second, one might go above just conforming to the social 

norms and also voluntarily benefit others, for instance, by donating to a charity or 

working for a good cause (strong goodness; prosocial behavior). Under acting bad, on 

the other hand, I understand unethical behavior, i.e. not conforming to the social norms, 

for instance, misreporting of private information in order to receive a higher payoff or 

working for a bad cause.  

 Chapter 2 looks at prosocial behavior, whereas chapters 3 and 4 address 

(un)ethical behavior, which together underscore that the focus of the thesis is on both 

ethical and prosocial behavior. The approach in the thesis centers on using the 

experimental method in the laboratory, where one can observe how people make 

decisions in a completely controlled environment (for the method, see Roth, 2005).  

 Prosocial behavior, also called other-regarding preferences, has been extensively 

studied in experimental and behavioral economics over the last decades (see, Cooper and 

Kagel, forthcoming, for an overview). The experiments have shown that people are 

willing to voluntarily forego some money and give it to the others (see ultimatum and 

trust games), and it cannot be solely explained by strategic concerns (see dictator 

games). The non-strategic prosocial behavior is argued to be driven by pure or warm 

glow altruism (see Andreoni, 1989, and Andreoni, 1990), inequity concerns (Fehr and 

Schmidt, 1999; Bolton and Ockenfels, 2000) and efficiency concerns (Charness and 
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Rabin, 2002). The experimental evidence also suggests that experimental participants 

are willing to treat someone nicely if this person treated them (or others) nicely before, 

which suggests that some people behave reciprocally. This has been widely shown in the 

so-called gift-exchange literature, where higher wages tend to be reciprocated with 

higher efforts by the employees (see, for instance, Charness, 2004).    

 Chapter 2 of this thesis focuses on one specific research question with regard to 

prosocial behavior, with which it contributes to this broad research area (or even maybe 

the most extensive research area by date in experimental economics). In this chapter, 

which is called “Social Responsibility and Incentives in the Lab: Why Do Agents Exert 

More Effort when Principals Donate?” and is joint work with Dirk Sliwka, we 

experimentally and theoretically analyze whether and why principals’ charitable giving 

has a positive effect on agents’ effort, i.e. we use a variation of a gift-exchange game.  

The motivation for this research paper is that many companies invest high 

amounts of money in corporate social responsibility (CSR) activities, have CSR 

departments and make their prosocial activities public through CSR reports. Since 

companies spend a share of their profits for the social causes, does it mean that they 

want to do good? And maybe it pays to do good? In this paper, we study one particular 

channel through which a firm’s social behavior might affect its financial performance, 

namely why and under what conditions CSR has a positive effect on employees’ 

performance.  

In order to study how donating decisions of the principal affect employees, we 

use a laboratory experiment with a simple principal-agent setting, where a principal first 

decides whether or not to donate a fixed amount to a charity and, in the next step, an 

agent chooses his effort level. We argue that there are three potential mechanisms that 

can trigger a positive effect of an employer’s charitable giving on an employee’s effort 

in such a setting: (i) distributional concerns, (ii) reciprocal altruism and the signaling of 

prosocial motives, and (iii) shared warm glow utility. As expected, we find that agents 

choose higher efforts when principals had donated to a charity. We disentangle the 

different mechanisms by varying the intentionality and size of the donation as well as 

the wealth of the principals. We find robust evidence for reciprocal altruism as a driver 
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for agents’ performance reactions to employers’ donating decisions, while distributional 

concerns and warm glow motives are pronounced to a weaker extent. Additionally, we 

test for whether donating decisions are strategic (think of the companies anticipating that 

employees reward donations with higher effort and donating for this reason). We find 

that a high fraction of principals donate strategically in order to induce higher efforts, 

but agents reward charitable acts irrespective of the extent to which these acts are driven 

by strategic motives. 

In chapter 3, I move thematically from what I call strong goodness to unethical 

behavior. In this chapter (“If I close my eyes, nobody will get hurt: The effect of 

ignorance on performance in a real-effort experiment”; single-authored; published in 

“Journal of Economic Behavior & Organization”, 2015), I analyze whether experimental 

subjects choose to stay ignorant about the negative consequences of one’s own actions 

and if so how it affects their further decisions. With this chapter, I contribute to a 

relatively new and not yet extensively researched area in behavioral economics – 

ignorance (see experiments by Dana et al., 2006; Dana et al., 2007; Larson and Capra, 

2009; Fong and Oberholzer-Gee, 2011; Matthey and Regner, 2011; Conrads and 

Irlenbusch, 2013; Grossman and van der Weele, 2013; Bartling et al., 2014; Grossman, 

2014; van der Weele, 2014). 

 In the CSR experiment, participants could act prosocially by donating to a 

charity or transferring points to the principal or not take these actions. In this chapter, on 

the other hand, the default situation is negatively framed. In most of the treatments of 

this study, participants can act unethically by donating or not to a negatively perceived 

charity. That is, there is no way to act prosocially, but one can decide on whether one’s 

actions are ethical. Thus, in contrast to the previous chapter, the focus of this study is on 

ethical behavior, and in particular its interaction with ignorance.  

The motivation for the experiment in this chapter is the observation that people 

often willfully decide to avoid information. Especially when it comes to ignorance in 

organizations, a number of examples of willful ignorance are available, as for instance, 

huge corporate scandals like Enron. In most of the cases, ignorance increases monetary 

gain by maintaining the illusion of acting in a fair way. For instance, consider an 
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employee who does not know the negative effect of her work on the economy. She can 

maintain her positive self-image while still earning a high income. I simulate such an 

environment, in which work output increases one’s own payoff but might have a 

negative externality, and am interested in observing how choosing to be ignorant about 

the negative consequences of one’s own work affects work output.  

The game in this experiment was the following: The participants worked on a 

tedious real-effort task, and their effort either increased only their own payoff or also 

increased the donation to a negatively perceived charity (National Rifle Association, a 

US gun lobby). I manipulated the information between conditions: In some conditions, 

participants knew that their effort benefits the NRA, and in some they did not. I 

introduced ignorance by letting agents decide whether to learn if their effort benefitted 

the NRA. As expected, agents exerted significantly higher efforts if they knew the NRA 

would receive no benefits. Yet when given the choice, almost a third of the agents chose 

to stay ignorant and exert significantly more effort than agents who knew their effort 

would benefit the charity. Importantly, if uncertainty about the donation to the charity 

was introduced exogenously, agents exerted lower effort than ignorant agents, which 

suggests that not having information about the consequences of one’s own actions alone 

does not lead to self-interested behavior, but rather the sorting of social agents of a low 

type into ignorance drives self-interested behavior of ignorant agents. 

 Finally, in chapter 4 (“Lying Costs and Incentives”, joint work with Uri Gneezy), 

I move from ignorance to another topic in behavioral economics and ethics – lying. 

Lying behavior has gained attention of many behavioral economists over the last ten 

years (see experiments by Gneezy, 2005; Mazar, Amir, and Ariely, 2008; Sutter, 2008; 

Dreber and Johannesson, 2008; Erat and Gneezy, 2012; Fischbacher and Föllmi-Heusi, 

2013). These experiments show that for some people lying is intrinsically costly – they 

would prefer an outcome if they achieve it honestly over achieving it by lying. Although 

the economics literature has extensively studied lying, many questions regarding 

individual lying behavior remain unanswered, for instance, the structure of the intrinsic 

cost of lying. Given the important economic consequences of cheating (think of 

insurance fraud or recent cheating examples, such as the one involving VW), 

understanding the factors that influence the decision to cheat is important for 
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understanding many economic behaviors. Contributing to the knowledge about the 

structure of the intrinsic lying cost is the aim of chapter 4.  

 In this study, Uri Gneezy and I concentrate on “intrinsic” costs of lying and use 

two experiments to better understand the structure of these costs. In the first experiment, 

we replicate the finding in the cheating game literature that lying does not increase with 

incentives and show that this insensitivity is not a characteristic of the intrinsic lying 

costs, but rather a result of concern about being exposed as a liar. When we modify the 

cheating game into a “mind” game in which this concern is reduced, we find that people 

lie more in general and react to the incentives associated with lying. The second 

experiment allows us to look deeper into the structure of the intrinsic cost of lying. In 

this experiment, we test the functional form of the lying costs. Our results reject the 

common assumption of “small lies” that are told because of a convex cost of lying. In 

contrast, our data are consistent with a fixed intrinsic cost of lying: When our 

participants lie, they do so to the full extent, whereas partial lying is rare. Taken 

together, our results show that for many participants, the decision to lie follows a simple 

cost-benefit analysis: They compare the intrinsic cost of lying with the incentives to lie. 

Once the incentives are higher than the cost, they switch from telling the truth to lying to 

the full extent. 

 Together, the results from the three experimental studies presented in this thesis 

contribute to our understanding and knowledge about when and why people behave 

prosocially and/or ethically. In particular, the experimental evidence suggests that (i) 

donations to charity by employees are rewarded in an experimental setting, and the 

effect is driven by reciprocal concerns; (ii) there is a significant fraction of people who 

decide not to know about negative consequences of own actions, and the sorting of 

social agents of a low type into ignorance drives self-interested behavior of ignorant 

agents; and (iii) if the possibility of being exposed as a liar is small, the tendency to lie 

increases with incentives, indicating that some people have positive and finite costs of 

lying. Furthermore, when the participants lie, they lie to the full extent, which suggests 

that the intrinsic cost of lying is fixed.  

In the following chapters, I present the three experimental studies in detail.  
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2 Social Responsibility and Incentives in the Lab: 

Why Do Agents Exert More Effort when 

Principals Donate? 

 

2.1 Introduction 

Milton Friedman (1970) famously claimed that “the social responsibility of business is 

to increase its profits.” On the other hand, we observe that companies spend high 

amounts of money on Corporate Social Responsibility (CSR) activities. Many of them 

have CSR departments and make these socially-responsible activities public through 

CSR reports (for example, think of such companies as Google, BMW or Disney). Since 

companies spend parts of their profits to social causes, does it mean that they want to do 

good? And does it pay to do good? While there are a large number of observational 

studies (see, for instance, Stanwick and Stanwick, 1998, and Margolis et al., 2007 for a 

meta-analysis) showing that the financial performance of a firm is (weakly) positively 

correlated with social responsibility activities, there is still a lack of evidence on the 

causal impact of an employer’s social behavior on financial performance. In this paper, 

we study one particular channel through which a firm’s social behavior may affect its 

financial performance, namely we investigate why and under what conditions a 

charitable act by a principal has a positive effect on an agent’s motivation to exert effort 

that is beneficial for this principal.  

A number of recent lab experiments (Charness et al., 2014; Imas, 2014; Koppel 

and Regner, 2014; Cassar, 2015, or Tonin and Vlassopoulus 2015) have established that 

charitable giving can raise employee incentives. Our main aim is to understand the 

behavioral mechanisms driving an agent’s reaction to observable prosocial acts by a 

principal in the lab. In particular, we consider a baseline setting in which principals first 
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decide on a donation to a charity and agents then exert effort that affect principals’ 

profits. We argue that there are three different channels through which a principal’s 

social activity can raise employees’ motivation: (i) reciprocal altruism (see Levine, 

1998), (ii) shared warm glow motives (see Andreoni, 1989, and Andreoni, 1990)1 and 

(iii) distributional concerns (see Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000; 

Charness and Rabin, 2002). By varying characteristics of our baseline setting we aim to 

disentangle these different behavioral channels. 

We study a very simple setting in which a principal is matched to an agent, and 

prior to the agent’s effort choice there is either a donation to a charity from the 

principal’s account or not. In the second stage of the game, the agent observes the 

donation decision and decides on his effort. There are no performance-contingent 

incentives, meaning that higher efforts only increase the principal’s payoffs and reduce 

the agent’s. When the principal decides on the donation and players have full 

information about the game, the agents’ effort can be affected through all three 

mechanisms, i.e., reciprocal altruism, “warm glow” utility and distributional concerns. 

Reciprocal altruism comes into play since a donating principal signals that she is a 

prosocial type, which may lead to higher efforts by agents who are reciprocal altruists. 

“Warm glow” utility can affect efforts when donations trigger the possibility that agents 

can “buy into” these donations by exerting effort. Note that we here extend the notion of 

“warm glow” proposed by Andreoni (1989) and Andreoni (1990). The idea is that an 

agent may feel that he “finances” (part of) the donation when exerting effort for the 

donating principal even when the donation decision has been made before the agent 

decides how much effort he exerts. Finally, distributional concerns can lead to a positive 

reaction to a donation because donations raise the effort level at which the principal’s 

and agent’s payoffs from the interaction are equalized. We illustrate these mechanisms 

in a formal model (reported in the Appendix A) and experimentally disentangle motives 

by conducting several treatment variations, which differ with respect to the intentionality 

of the principal’s decision, the size of the donation and the principal’s initial 

endowment.  

                                                           
1 See, for instance, Crumpler and Grossman (2008) or Tonin and Vlassopoulus (2010) for experimental 
evidence on warm glow giving. 
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In the baseline treatment of our experiment, principals choose whether or not to 

donate to a charity and are aware that agents will learn about the decision prior to 

choosing their effort levels. In our non-intentional condition, on the other hand, similarly 

to Blount (1995), Offerman (2002), Charness and Levine (2007) and Falk et al. (2008), a 

random device determines whether the principal donates or not. This treatment variation 

allows us to study the role of reciprocal altruism as a driving force, since the decision is 

randomly assigned and, hence, the principal cannot signal his type. If reciprocal altruism 

matters, an agent’s reaction to a donation decision should be diminished in the non-

intentional condition when compared to the baseline condition, but warm glow motives 

and distributional concerns may still play a role.  

We conduct further treatments to better understand the role of warm glow 

motives and distributional concerns. First, we vary the size of the potential donation. 

Both warm glow and distributional motives can positively affect efforts when the 

donation’s size increases since a larger donation raises the scope to “buy into” the warm 

glow of the donation and shifts the effort level at which equity is attained upwards. 

Second, we run a treatment in which the principal is wealthier than the agent. If 

distributional concerns matter, raising the principal’s wealth should reduce the agent’s 

efforts as higher efforts in this case would increase inequity even further. However, if 

warm glow motives drive agents’ behavior, we should still observe a positive effort 

reaction to a donation in this treatment even if the donation is exogenously assigned.  

In additional treatments, we test how possible strategic motives behind a 

donation affect agents’ effort by conducting sessions in which principals are unaware 

that agents make a subsequent effort decision and agents know that principals were 

unaware when they made the choice. Donations in these treatments can thus be a more 

“pure” signal of the principal’s prosocial inclinations.  

We find that in seven out of the eight treatments agents choose significantly 

higher efforts when principals donate.2 In line with the importance of intentions and 

reciprocal altruism, the effect of donating is mitigated when donations are exogenously 

                                                           
2 The only treatment where agents do not exert more effort after a donation is the one in which donations 
are exogenously assigned and the principal is richer than the agent. 
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assigned. In the non-intentional conditions, average efforts are (slightly) higher when 

nothing is donated and lower after a donation.3  

We find that high donations do not trigger higher effort levels than those 

observed after lower donations. Increasing the principal’s wealth, however, substantially 

reduces agents’ effort choices after a donation, in particular when the donation is 

exogenously assigned.  But when principals donated intentionally agents choose 

significantly higher efforts even when the principal is substantially wealthier than the 

agent. Hence, reciprocal altruism is a robust channel through which observable prosocial 

behavior by principals affect agents’ efforts. 

As we noted above, there are several recent experimental studies that analyze the 

impact of social incentives on employees’ performance.4 Tonin and Vlassopoulus (2015) 

analyze how social incentives (i.e., a piece rate or a fixed donation transferred to a 

charity) motivate subjects in a real effort experiment. They show that social incentives 

lead to a rise in productivity, regardless of their form (fixed vs. piece rate) or strength, 

but are not as effective as monetary incentives in motivating workers. Imas (2014) also 

compares monetary and social incentives (in a form of a piece rate to a charity) in a real 

effort experiment and finds that while social incentives work better when the stakes are 

low, social incentives are not more effective than monetary incentives when the stakes 

increase. Similarly, Charness et al. (2014) find that social incentives work better when 

stakes are low, and monetary incentives are more effective in motivating employees 

when stakes are high. Koppel and Regner (2014) analyze the effect of CSR on the 

agents’ effort in an experimental gift-exchange game. In their experiment, the principal 

simultaneously decides on the wage and a share of profits transferred to a charity and the 

agent decides on his effort. They find that agents’ efforts increase according to the share 

of profit that principals donate to the charity. Similarly, Cassar (2015) also shows that in 

a gift-exchange game agents are motivated by a principal’s piece-rate donation and exert 

more effort. We build on these studies and aim to identify and disentangle the behavioral 

                                                           
3 The positive reciprocal responses are significant in the rich principals’ treatments but not when the 
principal is “poor,” while negative reciprocal responses are significant only in poor principals’ treatments.  
4 There are also a growing number of experiments analyzing how social responsibility of firms’ affects 
consumers’ behavior. See, for instance, Bartling et al. (2015) and Pigors and Rockenbach (forthcoming) 
for recent evidence.  
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mechanisms driving the link between charitable giving by the principal and employees’ 

effort. Note that in our setting, the charitable act has already been carried out when the 

agents choose their efforts and these efforts do not affect the size of the donation. Hence, 

our setting aims at studying how a charitable act by a principal changes the relationship 

between principal and agent excluding the direct social incentives for an agent to raise 

charitable giving by his efforts. 

The paper is organized as follows: In section 2.2, we describe the experimental 

design and experimental procedure. In section 2.3, we describe the theoretical 

predictions. Section 2.4 reports the results. We discuss our findings and conclude in 

section 2.5.  

 

2.2 Experimental Design 

We conducted a laboratory experiment with eight treatments using a simple principal-

agent game. The game consisted of two stages and was played only once. Two 

participants were matched, one in the role of participant A (the principal) and one in the 

role of participant B (the agent). We randomly assigned the roles prior to the 

experiment.5 

We conducted the main treatments to analyze intentional, distributional, and 

warm glow effects of social incentives on agents’ performance. In the baseline condition 

Intentions 20 (denoted by I20), each principal initially received 50 ECU (10 ECU = 1 

EUR) in her experimental account. In the first stage of the game, principals could decide 

whether to donate 0 or 20 ECU to the charity “Médecins sans Frontières”, which is a 

renowned charity and received the Nobel Peace Prize in 1999.6  

In the second stage of the game, the agent was informed about the donation by 

the principal whom he was assigned to. The agent could decide how many points of his 

endowment of 100 ECU to transfer to the principal, where every integer between 0 and 

                                                           
5 In the instructions (see Appendix for translations from German), we used neutral formulations. In 
particular, we did not use words such as principal or agent. 
6 In the experiment by Koppel and Regner (2014), in which subjects can choose which charity they want 
to donate to, the majority chooses “Médecins sans Frontières”. 
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100 was feasible. We doubled each transferred point, and thus the payoff functions are  �� = 5Ͳ − ݀ + ʹ݁ , �� = ͳͲͲ − ݁  and �� = ݀ for the principal, agent and charity, 

respectively, whereas ݀ stands for the donation and ݁ for effort.7 

The second treatment No Intentions 20 (NI20) differed from the baseline 

condition only in the nature of the donation decision. In this treatment, we ruled out 

intentionality of the principal’s action, i.e., we used a random device to make the 

donation decision. The experimenter rolled a six-sided die in front of every agent. If the 

die showed 1, 2 or 3, no donation was made, and if the number was 4, 5 or 6, we 

transferred a donation of 20 ECU from the principal’s account. 

Further treatments Intentions 40 (I40) and No Intentions 40 (NI40) differed from 

I20 and NI20 in the size of the donation. Here, the donation that the principal (or the 

random device) could choose was 40 ECU, which is equal to 80% of the principal’s 

endowment. These treatments give us insights into the importance of warm glow and 

distributional concerns since there is a larger scope for a warm glow “buy in” (the 

donation that can be “financed” by the agent is higher) and the effort level that generates 

equitable payoffs is shifted upwards.  

In the treatments Intentions 20 with rich principals (I20rich) and No Intentions 

20 with rich principals (NI20rich), we increased the endowment of the principal up to 

120 ECU, such that �� = ͳʹͲ − ݀ + ʹ݁. This treatment helps us to get further insights 

on warm glow motives and distributional concerns. While warm glow would still predict 

positive effort after a donation, the distributional concerns should lead to no (or very 

low) effort, given that the principal is richer than the agent and higher efforts only 

increase inequity further.  

Finally, we conducted the last two treatments, Non-strategic 20 (NS20) and Non-

strategic Online 20 (NSO20), to investigate agents’ reactions to non-instrumental 

donations, where the I20 condition served as the reference for these treatments. While in 

all the treatments described above both the agent and the principal had complete 

information about the game, in NS20 agents and principals were informed about the 

existence of the second stage of the game, but the content of the stage was withheld until 

                                                           
7 The payoff functions are similar to those used by Falk and Kosfeld (2006). 
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the end of the first stage. Not knowing about the agent’s possible reciprocal response 

should diminish strategic concerns when making a donation. However, since some 

principals could still expect that the payoffs in the second stage might depend on the 

donation made in the first stage, we conducted a further treatment, NSO20, which ruled 

out all strategic concerns. Here, we let the principals decide whether to donate 0 ECU or 

20 ECU in a single-stage online donation experiment. Thus, the donations made by the 

principals should be completely non-strategic. Later we invited subjects who were 

assigned to the role of agents to the lab. Each agent observed the donation of a principal 

that we assigned to her from the online experiment and decided on her effort. We 

subsequently transferred the money generated for the principals via bank transfer. 

We used the strategy method (Selten, 1967) for the agents’ choices in all the 

treatments.8 Specifically, we asked the agents to state their effort levels for both possible 

principals’ decisions (donation and non-donation) before they found out the actual 

decision. Table 2.1 summarizes the experimental treatments.  

 

Table 2.1: Treatments 

Treatment 
name 

Intentional 
decision 

High 
donation 

Wealthy 
principal 

Strategic 
concerns 

N of 
agents 

I20 X   X 30 

NI20    X 29 

I40 X X  X 30 

NI40  X  X 30 

I20rich X  X X 30 

NI20rich   X X 30 

NS20 X    30 

NSO20 X    30 

                                                           
8 According to Brandts and Charness (2011), most of the experimental studies do not find significant 
differences between results gathered using the strategy method and the direct-response method. 
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We conducted our experiment in April 2013 - April 2015 using the experimental 

software zTree (Fischbacher 2007). We recruited the participants via ORSEE (Greiner 

2004).  We ran sixteen sessions (two sessions for each treatment condition), fifteen in 

the lab and one session online using the survey software Unipark. Altogether 478 

subjects participated in our experiment, half of them were agents and the other half 

principals. No subject participated in more than one of our sessions. Thus, we collected 

roughly 30 independent observations for both agents’ and principals’ decisions in each 

treatment condition.9  

Instructions for the experiment were displayed on the computer screen. We 

allowed participants to ask questions privately. After they read the instructions, 

participants had to answer a number of questions in order to guarantee that they 

understood the setting. Then the actual experiment started. After the experiment was 

finished, we asked the subjects to complete a post-experiment questionnaire including 

questions on gender, age, field of study and motives behind their decisions. At the end, 

they privately received their payoffs in cash and left the laboratory. In the online 

condition, the participants received their payments via bank transfer.10  

Each lab session lasted approximately 50 minutes. The average payoff was 9.42 

Euros and 11.65 Euros for principals and agents, respectively, including a show-up fee 

of 2.50 Euros. The overall revenue generated for the charity “Médecins sans Frontières” 

was 366 Euros. We made the transfers to “Médecins sans Frontières” directly after each 

session. To ensure that the donations are credible, we wrote in the instructions that the 

subjects can stay after the experiment and observe how we make the donation. In the 

online experiment, participants could give us their email address to receive the proof of 

the donation. Only one participant stayed in the lab after the experiment and observed 

how we transferred the money to the charity. In the online experiment, approximately 

half of the subjects stated that they wanted to receive proof of the donation via email. 

 

                                                           
9 There are 30 independent observations for principals’ and agents’ behavior in all the treatments except 
NI20, which has 29 independent observations, since two subjects did not show up to the session. 
10 We transferred the payment together with the doubled agents’ transfer from the second stage of the 
game. The principals received an email, in which we explained why they may receive the additional 
money.  
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2.3 Predictions 

We analyze our experimental game in a formal signaling model, from which we derive 

predictions for the agents’ and principals’ behavior (see Appendix A for the formal 

model). Our model builds on Levine’s (1998) model of reciprocal altruism where agents 

are characterized by their degree of “prosociality” and an agent cares more for another 

individual when he considers this other individual to be a more prosocial person. We 

incorporate two further motives into this framework. First, we allow for the possibility 

that, as in Charness and Rabin (2002), these prosocial concerns matter as long as the 

payoff from the interaction does not leave an agent worse off than her interaction 

partner. Second, we allow for the possibility that the agent receives an indirect “warm 

glow” utility when exerting effort for a principal who made a donation as long as the 

resulting profit is smaller than the donation made ex-ante. The idea is that agents may 

reap psychological benefits from “buying into” the donation. In the following sections, 

we describe the resulting predictions.  

 

Overall Effect 

We expect agents in all of our treatment variations to exert more effort after a donation 

than after a non-donation. In the baseline condition I20, all three mechanisms can come 

into play and lead to higher efforts after a donation. First, the donation made by the 

principal alters the income distribution in favor of the agent, and thus an agent who has 

distributional concerns will exert more effort if the principal donates. Second, through 

charitable actions an employer signals that she is a prosocial type, in turn increasing the 

agent’s expectation about the principal’s type and triggering a stronger identification on 

the part of the agent with the employer’s outcomes. Finally, if indeed agents care for 

indirect warm glow, by making a donation an employer creates the possibility that the 

employee “buys into” the warm glow of this donation by exerting effort.  
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Intentions and Signaling  

In the next step, we explore the signaling motive by comparing I20 with the NI20 

condition. Donations in the latter do not reveal any information on the principal’s type as 

they are exogenously assigned. We thereby exclude reciprocal responses, while 

donations still might affect effort due to distributional and warm glow concerns. In 

NI20, we expect average efforts to be lower after donations and higher when nothing is 

donated when compared to I20.  

 

Donation Size 

A comparison of the distribution of efforts between the high (d=40 in Treatments 

I40/NI40) and low donation (d=20 in I20/NI20) treatments allows us to gain further 

insights into the role of warm glow and distributional effects and study the agents’ 

sophistication in understanding the signaling mechanism. 

First, note that both warm glow and distributional concerns predict higher efforts 

after a donation. In particular, the model predicts the existence of “spikes” in the 

distribution of efforts: At an effort level  the effort fully “finances” the donation, 

and at this point any potential “warm glow” utility should break off. Hence, an agent 

with a strong warm glow motive can at most be driven to choose an effort level of  

2
de  . Furthermore, agents with strong distributional concerns choose the payoff 

equalizing effort 3
50 de  .  Note that these spikes should vary with the size of the 

donation d. 

Concerning the signaling mechanism, the model shows that size of the donation 

may affect the strength of the reciprocal reactions due to its possible effect on the signal 

strength. In this context, it is instructive to use Bénabou and Tirole’s (2012) notion of 

“normal” and “admirable” prosocial acts. If the donation is small, many people donate 

and the donation becomes “normal.” In this case, a donation is not a particularly strong 

positive signal of prosociality, but a non-donation is a negative signal (generating 

“stigma”). On the other hand, if the donation is high, fewer people may donate and the 

donation becomes “admirable,” i.e., it acts as a stronger positive signal about the 

2
de 
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principal's prosociality (generating “honor”). Thus, if we observe that many principals 

donate, efforts after a donation should only be weakly larger in the baseline I20 

treatment than in NI20 (where donations are exogenously assigned). When there is no 

donation, efforts should be reduced to a stronger extent in I20 compared to NI20. If, 

however, donations are less frequent, as we expect for the high donation conditions, we 

should observe the opposite pattern.  

 

Wealth of the Principal 

In a further treatment variation, we raise the wealth of principals such that they are 

always richer than the agents. This variation helps us to distinguish between warm glow 

and distributional concerns as drivers of agents’ effort choices. If the agents receive 

warm glow utility from “buying into” the principal’s donation, we should still observe 

positive efforts after a non-intentional (i.e., exogenously assigned) donation by a rich 

principal. However, if this indirect warm glow motive does not matter (or is not very 

strong) but instead distributional concerns drive behavior in our baseline treatments, an 

agent would not exert effort even after a donation as higher efforts only further increase 

payoff inequality in our treatments. As Charness and Rabin (2002) have shown, social 

concerns towards another player tend to vanish when this other player is wealthier than 

oneself.  

 

Strategic or Non-Strategic Donations 

Finally, we argue that in non-strategic donation conditions a lower number of principals 

will donate and expected efforts after both a donation and a non-donation will then be 

larger. As the principal does not know about the second stage of the game and thus 

extrinsic benefits are not taken into account (i.e., the instrumental value that a donation 

creates higher efforts), the overall incentives to donate are weaker. In turn, fewer 

principals donate and those who do are more prosocial, leading to larger efforts after a 

donation. However, because fewer principals donate, those who do not donate should 

also be more prosocial on average. A non-donation is less of a negative signal on the 

principal’s type, and agents should react to this with higher effort than in the baseline. 
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2.4 Results 

We now present the results concerning these predictions, starting with the baseline 

treatment, and then move on to the other treatment variations to disentangle the 

underlying behavioral mechanisms step by step.  

 

2.4.1 Do donations increase efforts? 

In the baseline condition I20, a substantial fraction of principals decides to donate: 

76.67% of the principals (23 out of 30) transfer 20 ECU to the charity. Thus, in the 

baseline setting, most of the principals are either sufficiently prosocial or believe that 

charitable giving has an instrumental value by raising agents’ efforts.  

When it comes to the agents’ behavior, we find that, although effort is costly, the 

average transfer levels in I20 are positive (see Figure 2.1 for the average effort levels). 

Importantly, in line with our predictions, agents transfer substantially more to a principal 

when he has given to the charity: In I20, the average effort amounts to 4.57 after a non-

donation and increases to 15.23 if the principal donated. The difference is highly 

statistically significant, with p<0.001 (two-sided Wilcoxon Matched Pairs Signed Ranks 

test (WMPSR)).11 In this treatment, 22 out of 30 agents reacted positively to a donation, 

while 7 were neutral (i.e., chose the same effort level irrespective of the donation) and 1 

subject reacted negatively. At this point, the positive reaction to a donation in I20 may 

be driven by all of the defined mechanisms: agents’ distributional concerns, indirect 

warm glow giving, or reciprocal altruism. In the following sections, we aim to 

disentangle these mechanisms. 

 

 

 

 

                                                           
11 All of the tests we report in this study are two-sided if not otherwise noted. 
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Figure 2.1: Average effort in lower donation treatments 

 

 

Note: *** indicates significance on the 1%-level. 

 

2.4.2 Do intentions matter? 

To see whether and to what extent intentions matter for the agents’ reactions, we 

compare efforts in I20 to NI20. We find that in the non-intentional condition NI20 the 

donation leads to a significantly higher effort than a non-donation (p<0.001, WMPSR). 

Hence, reciprocal altruism alone cannot explain positive agent’s reactions in I20. The 

impact of the principal’s decision is reduced when the donation cannot signal 

information about his type. First, we find that in NI20 agents transfer slightly less in the 

event of a donation than in I20 (13.79 instead of 15.23; or 9.5% lower), but the 

difference is not significant (p=0.591 in a two-sided Mann Whitney U test (MWU)). 

Second, after a non-donation, at 7.10 the average effort in NI20 is 55.36% larger than in 

I20. This difference is significant on the 5% level (p=0.030, MWU). Hence, in I20 

principals are punished for their selfish decision and slightly rewarded, if they decide to 

donate. The result is in line with the experiments by Offerman (2002), in which he also 

finds more evidence for negative reciprocal responses than positive ones. 
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It follows that intentionality matters for understanding why charitable giving 

affects employee incentives. An intentional donation choice reveals information about 

the principal’s type, and thus the agent’s reaction is different than in exogenously-

assigned donation conditions, even though the payoff consequences are identical.  

 

2.4.3 (How) does the size of the donation affect behavior? 

In a next step, we study the I40/NI40 treatments, in which the size of the donation is 

increased to 40. First, in the I40/NI40 treatments we observe very similar effort patterns 

as in the baseline I20/NI20 condition (see Figure 2.2). A donation leads to a higher effort 

than a non-donation, and the within-treatment differences are highly statistically 

significant, with p<0.001, WMPSR, in both I40 and NI40. Second, agents again react 

more negatively to a non-donation when the decision is endogenous: Efforts after a non-

donation are 65.32% lower in I40 than NI40 (2.67 instead of 7.70; p=0.039, MWU). 

Third, intentional donations are not substantially rewarded. In I40, the effort after a 

donation is 15.60 and thereby 16.03% higher than in NI40, where the average effort is 

13.10, but the difference is not significant (p=0.321, MWU).  

In the next step, we compare efforts between the low and high donation 

conditions. Surprisingly, we find that effort in the higher donation treatments does not 

differ from the effort exerted in the lower donation conditions. In I40 after a non-

donation, the average agent exerts an effort of 2.67, which is not significantly different 

from the 4.57 in I20 (p=0.905, MWU). And if the principal donates in I40, agents exert 

an average effort of 15.60, which is very close to the average effort of 15.23 in I20 

(p=0.739, MWU).12 We also do not observe any significant differences between efforts 

in NI20 and NI40 either after a non-donation or after a donation (p>0.1, MWU), where 

the average efforts amount to 7.10 (13.79) and 7.70 (13.10) after a non-donation 

(donation) in NI20 and NI40, respectively.13 

                                                           
12 Note that if, on average, the agents react equally to a donation of 20 and 40, overall efficiency is the 
same in both treatments.  
13  Tonin and Vlassopoulus (2015) and Imas (2014), also find no effect of the size of the social incentive 
on agents’ performance. But note that in their settings the size of the piece rate paid to the social cause is 
varied rather than the size of the lump sum payment. 
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Figure 2.2: Average effort in higher donation treatments 

 

 

Note: *** indicates significance at the 1%-level. 

 

Concerning the principals’ behavior, we find that in the I40 condition the fraction 

of donors is slightly reduced to 66.67 % as compared to the 76.67% in I20, indicating 

that fewer principals donate when donating is expensive. Yet the difference is not 

significant (p=0.567, Fisher’s exact two-sided test). The signaling value of donating is 

apparently not strongly affected by the size of the donation, resulting in a similarity of 

effort reaction that is consistent with the similarity of the signaling value.14  

The result is more puzzling from the perspective of the warm glow and 

distributional concerns motives. In our model, the size of the donation affects the warm 

glow motive as it raises the scope to “buy into” the warm glow of the donation. It also 

affects distributional concerns by shifting the effort level at which equity is attained 

upwards. If either motive is sufficiently strong, we should see an upward shift in the 

                                                           
14 In the model, we show that a separating equilibrium exists, in which a principal donates if and only if 
her “degree of prosocial orientation” is larger than a certain cut-off value. If the cut-off value is large, 
fewer people donate, and donations are a stronger positive signal of prosocial preferences. In other words, 
the fraction of donators and the signaling value of a donation are directly linked. If the fraction of donating 
principals does not differ to a strong extent, there can be no substantial difference in the signaling value of 
a donation.  
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level of effort. However, when looking at the aggregate results, we do not observe this, 

which could indicate that these motives are present but of weaker importance. In our 

model, for instance, the warm glow maximizing level of effort may be well below the 

“donation-financing” effort, even with a donation of 20. In that case, higher donations 

should not lead to higher efforts from this motivation. 

It is therefore important to investigate whether we observe evidence for these 

motives when we compare the distribution of efforts between the high and low donation 

treatments. Figure 2.3 shows histograms for the efforts chosen in these treatments after a 

donation has been made. Our theoretical model predicted that the distribution of efforts 

should have three mass points: at 0 (for the very selfish agents), at 2
de   (for those 

agents with strong warm glow preferences who “fully finance” the donation with their 

own efforts), and at the payoff equalizing effort 3
50 de  . These hypothesized mass 

points are marked with dotted (“equitable effort”) and solid (“donation financing effort”) 

vertical lines in the histograms.  

 

Figure 2.3: Distribution of efforts 
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It is noteworthy that the donation financing efforts are indeed prominent in both 

the low donation treatment (where it is equal to 10) and the high donation treatments 

(where it is 20), a result well in line with the idea that warm glow motives matter. With 

respect to distributional concerns, while there is a mass point at the equitable effort for 

the high donation treatments, this equitable effort is not prominent in the low donation 

treatment. However, this may to some extent be due to the fact that the equitable effort is 

exactly 30 in the high-donation treatment but a less salient 23.33 in the low donation 

treatment, which may have led participants to pick 20 in the latter. Interestingly, the 

choice of zero is more frequent in the high donation treatments (p=0.032, Fisher’s exact 

test), which explains why efforts after d=40 do not exceed efforts after d=20, even 

though both the equitable and the donation-financing efforts are higher and also 

frequently chosen by agents. One interpretation for this pattern is that agents apply a 

boundedly rational heuristic, such that they revert to an effort choice of 0 when the 

choice of both focal points is perceived as being too expensive in d=40 instead of 

choosing an effort level in between, as our model would predict.  

Hence, we find some evidence of warm glow and distributional motives since we 

observe peaks at (or close to) both the donation-financing and the payoff-equalizing 

levels. However, these motives are not sufficiently strong to boost effort reactions when 

the donations are increased.15 In a next step, we provide another test on the role of 

distributional and warm glow motives.  

 

2.4.4 What happens when we “turn off” distributional concerns?  

Note that in our treatments so far the agent was always better off than the principal at an 

effort level of zero.  In turn, fairness concerns could motivate the agent to exert positive 

effort. Furthermore, donations create a stronger inequality to the disadvantage of the 

principals and thus should trigger higher efforts, if the agent is motivated to reduce 

                                                           
15 Note that the observation that efforts do not substantially increase with the donation is consistent with 
the model if warm glow motives are not very strong (low ), the disutility of inequity  ji xxh   is a 

linear function and there are not many subjects with very strong prosocial inclinations A. In this case, 
only the first case in the first order condition (3) matters, predicting positive efforts after a donation that 
do not vary with the size of this donation.  
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inequality. However, this is no longer the case when the principal has a higher initial 

wealth. Therefore, we conducted the I20rich and NI20rich treatments, in which the 

principal has an initial endowment that makes her wealthier than the agent even when 

the effort level is zero. In this case, equity concerns are eliminated as a driving force of 

higher efforts – higher efforts then only would increase inequity to the further 

disadvantage of the agent (see also subsection 2.6.3 in the formal model). On the other 

hand, warm glow motives may still play a role since agents could still benefit from 

warm glow utility when buying into the principal’s donation irrespective of the 

principal’s wealth. 

 

Figure 2.4: Average effort in rich principals’ treatments 

 

Note: *** indicates significance at the 1%-level. 

 

We find that agents exert virtually no effort if there are no donations or if the 

donation decision has been assigned exogenously, as Figure 2.4 shows. When there is no 

donation, we observe an average effort of 1.00 in the “non-intentional” NI20rich 

condition, which is not significantly different from the 0.83 in the “intentional” I20rich 

condition (p=0.986, MWU) and also not significantly different from the average effort 

of 1.33 when a donation was exogenously assigned. Efforts are therefore significantly 
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lower in NI20rich than NI20 in both cases after a donation and non-donation, with 

p<0.001, MWU. Hence, in line with the role of distributional concerns an increase in the 

principal’s wealth to a level where she is always richer than (or at least as rich as) the 

agent eliminates the agent’s incentives to exert effort when the donation is exogenously 

assigned. Moreover, the low effort in NI20rich also shows that the aim to “buy into” the 

warm glow of giving cannot be a strong motive since this motive should be unaffected 

by the principal’s wealth.16  

But intentional donations still have a significant effect on the agents’ motivation. 

After an intentional donation, agents on average choose an effort level of 5.33, which is 

significantly higher than both the effort when there is no donation (p<0.001, WMPSR) 

and the effort when the donation is non-intentional (p=0.023, MWU). It follows that the 

most robust motive for higher efforts after a donation is reciprocal altruism/indirect 

reciprocity: Agents are willing to exert higher efforts to generate profits for principals 

even when these principals are richer than themselves (and become more so with every 

unit of effort exerted) if these principals have made a costly donation decision on their 

own volition.17  

Finally, note that the absence of distributional concerns also substantially reduces 

overall efforts in the intentional condition. The effort of 5.33 exerted in I20rich after a 

donation is substantially lower than the corresponding effort level of 15.23 in I20, where 

the principal was poor (p<0.001, MWU).  

Looking at the principals’ behavior, we find that in I20rich a substantial 

fraction18 of 83.33% of the principals donate, which is slightly but not significantly 

higher than in I20 and I40 (p>0.1, Fisher’s exact test).19 Again, as the majority of people 

                                                           
16 Another interpretation (not captured by our model) is that warm glow motives matter but are 
outweighed by envy, i.e., marginal returns to a warm glow buy in may exist but are smaller than the 
marginal utility loss from increasing disadvantageous inequity. 
17 Reciprocal altruism thus matters even towards wealthier individuals. 
18 58.62 %, 60 % and 50 % of principals donate in NI20, NI40 and NI20rich, respectively. The fractions of 
donors do not differ significantly between random and endogenous donation treatments in two-sided 
Fisher’s exact tests (p>0.1). 
19 We asked agents after they made their effort choice what fraction of principals do they think donates. 
The beliefs were not incentivized. The beliefs are 53.27%, 37.40% and 62.33% in I20, I40 and I20rich, 
respectively, whereas the difference in the beliefs is slightly significant between I20 and I40 (p=0.068, 
MWU), significant between I40 and I20rich (p=0.002, MWU) and not significant between I20 and I20rich 
(p=0.24, MWU). 
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donates, donations are rather “normal” and therefore should not be a particularly strong 

positive signal of prosociality. It is important to note that even if non-donations thus 

should lead to a stronger “stigma”, here it cannot lead to a more pronounced effort 

reduction as agents already choose an effort level close to zero when the donation is 

exogenously assigned.  

 

2.4.5 Are non-strategic donations rewarded? 

In this final section, we present our results from control treatments in which we study 

how agents react to non-instrumental donations. We argued that more principals should 

donate in the baseline condition than in the non-strategic treatments since in the baseline 

treatment – where principals are aware that agents learn about their donation prior to the 

effort choice – principals also have an instrumental motive to donate in order to raise 

agents’ efforts. In contrast, in the non-strategic treatments, strategic concerns are ruled 

out to a stronger (NSO20 – here principals made their donation decisions in a prior one-

shot experiment in which they only made a donation) or weaker (NS20 – here principals 

were informed that there was a second stage of the game but did not know what 

happened at this stage) extent. Also, if principals know that agents observe their 

decision, image motivation may lead to a positive donation. Similarly, Ariely et al. 

(2009) show that subjects make significantly higher donations to a renowned charity 

when this is publicly observed. However, this channel is less relevant in our 

experimental setting since the relationship between the principal and agent is 

anonymous. 

As expected, we find that fewer principals donate in the non-strategic treatments, 

with the fraction of donors decreasing from 76.67 % in I20 to 53.33 % in NS20 and to 

36.67 % in NSO20 (see Figure 2.5). When we compare the differences between the 

fractions in all three conditions with a Jonckheere-Terpstra test, we find that they have a 

significant descending ordering (p=0.001, one-sided). Comparing the treatments 

pairwise, we find no statistically significant difference in principals’ behavior between 

I20 and NS20 (p=0.103, a two-sided Fisher’s exact test) or NS20 and NSO20 (p=0.299, 

Fisher’s exact test) but a highly significant difference between I20 and NSO20 (p=0.004, 
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Fisher’s exact test). Hence, principals anticipate that a donation may pay off and thus 

have an instrumental motive to trigger a high effort by choosing a donation. 

Approximately half of the donating principals in I20 thus donate strategically. While in 

NSO20 only 11 out of 30 donate, in I20 this number increases to 23 out of 30.  

 

Figure 2.5: Fraction of donors in the baseline and non-strategic conditions 

 

 

We also predicted that agents react to a stronger extent to a non-strategic 

donation because it should be a more “pure” and thus more credible signal about the 

principal’s prosociality. However, this hypothesis is not supported by the data: We 

observe that in NS20 (NSO20) agents choose an average effort of 3.10 (2.87) after a 

non-donation and 14.10 (12.40) after a donation. Thus, while there is again a large 

within-treatment difference between agents’ reactions to a donation and non-donation 

(p<0.001, WMPSR in NS20 and NSO20), we do not find any differences between the 

strategic and the non-strategic treatments (all p>0.1, MWU). Hence, while a substantial 

fraction of principals donates strategically, agents do not change their behavior when 

moving from the baseline to the non-strategic conditions.  
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2.5 Discussion and Concluding Remarks 

We conducted a set of laboratory experiments to study the effects of principals’ 

charitable giving on agents’ effort in a principal-agent game and to disentangle the 

motives driving agents’ reactions. Overall, we find that agents choose significantly 

higher effort levels after a donation. This effect is robust against treatment variations, 

such as changing the instrumentality or the size of a donation. The positive performance 

effect of donations disappears only when the principal is wealthy and the donation is not 

intentionally made by the principals.   

Regarding the mechanisms driving agents’ behavior, we find robust evidence for 

the importance of reciprocal altruism. Specifically, an intentional choice not to donate 

leads to significantly lower efforts (as compared to a situation where this is assigned 

exogenously) when the principal is not wealthy, and an intentional donation led to 

significantly higher efforts when the principal is wealthy. Distributional concerns and 

indirect warm glow motives, on the other hand, are of weaker importance.  

Furthermore, when analyzing the instrumentality of the donations, we find that 

about half of the donating principals donate strategically, i.e. they donate only when they 

know that their choice is observed by an agent who then can exert efforts that affect the 

principals’ profits. Interestingly, the agents’ effort is not affected by the principals’ 

strategic concerns since agents do not react differently regardless of whether the 

principals’ donations had an instrumental value or were purely altruistic. In particular, 

the latter observation is important for CSR activities in firms: Our results indicate that 

CSR can affect employee motivation even when the true underlying motives may to 

some extent be instrumental – as will often be the case in companies driven by profit or 

shareholder value maximization motives.20   

On a broader methodological level, our observations hint at the importance of 

asymmetries in wealth in lab experiments on employment relations. In most real world 

settings, employers are substantially wealthier than their employees, but in most lab 

experiments wealth is rather symmetrically distributed (or agents even have a higher 

                                                           
20 See, for instance, Barron (2007) for a formal analysis of strategic and non-strategic CSR motives from 
an investor’s perspective. 
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endowment ex-ante). As we have found, this substantially alters patterns of effort 

reactions. Our results show that positive intentions play a much bigger role when 

principals are wealthier. In our experiment reciprocal altruism is thus the most robust 

driving force behind performance effects of charitable acts by a principal. We should 

therefore expect that this motive is also the strongest driver of positive reactions to 

social activities by real world employers. 

 

2.6 Appendix A: Theoretical Analysis 

2.6.1 The Model 

We develop and analyze a formal model as a conceptual framework to capture several 

mechanisms that may affect the way in which agents react to social activities of their 

employers. The main idea of the formal model is to apply standard approaches discussed 

in the behavioral economics literature while at the same time limiting the number of 

parameters used. The model incorporates reciprocal altruism (as in Levine, 1998), 

distributional concerns (as in Fehr and Schmidt, 1999, or Charness and Rabin, 2002), 

and warm glow motives of impure altruism (based on Andreoni, 1989, and Andreoni, 

1990). In the experiment we aim to disentangle these motives. 

It is instructive to first consider an actor in a two person game who has a utility 

function of the following form  

   ji

ji

ijii xxhxxxu 







1
,  

 

where ix  and 
jx  are the material payoffs both players obtain from their interaction and 

 
 
  .0

and 0 if 0

,0 if 0





h

h

h
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The degree of prosocial preferences of an actor i  is captured by a single 

parameter i . Note that the model incorporates both reciprocal altruism and 

distributional preferences: A player is inequity averse as his utility is lower when the 

other player is worse off. A player is also a reciprocal altruist (as in Levine, 1998) as he 

cares more for another player when the other player is a more prosocial type (i.e., 
j  is 

large), which he may infer from this other player's decisions. Note that the model 

encompasses specific cases of standard behavioral economics approaches: When  h  is 

linear and 0  the model boils down to the linear social welfare preferences model 

from Charness and Rabin (2002), in which an agent cares for another agent if this other 

agent is poorer than herself. It is then also equivalent with a Fehr and Schmidt (1999)-

type model with 0  and thus well in line with key observations in the empirical 

analysis of Charness and Rabin (2002), who summarize that their “(…) regression 

analysis indicates that a B who has a higher payoff than A puts great weight on A's 

payoff. However, if B has a lower payoff than A and no reciprocity is involved, the 

weight on A's payoff is close to 0. When A has mistreated B, B significantly decreases 

positive weight or puts negative weight on A's payoff”.21 

Following Levine (1998), we assume that the   of the fellow players are initially 

unknown and follow some continuous distribution with cdf  F  and unlimited support 

(which allows for spitefulness). In that case, player i  infers information about 
j  from 

player j 's actions. 

The game we study closely follows the design of the later experiment. An agent 

A  is matched to a principal/firm P . Both have the type of equity & intentions utility 

function outlined above with (unobservable) preference parameters A  and P . The 

agent receives an (exogenously given) wage w . Ex-ante the firm has a wealth level of W 

and can give an amount  Dd ,0  to a charity, which is publicly observable.22 After the 

                                                           
21The difference to Charness and Rabin (2002) is that we capture reciprocity in a different manner. In our 
model, reciprocity follows Levine’s (1998) idea that positively reciprocal behavior occurs because actors 
make inferences about other person’s types from their actions. 
22 In real world settings it may not always be easy for employees to observe social activities of their 
employers perfectly and thus signals of prosociality may be somewhat noisy. De Haan, T., Offerman, T., 
& Sloof (2011) theoretically and experimentally investigate noisy signaling and show that separating (and 
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agent has observed the donation decision d  he invests an effort  max,eee  at linear 

cost e . The firm receives payoff ike , with 1k . We impose one additional restriction 

on the parameters, namely that ,wd   i.e., the donation is smaller than the wage.23 

Moreover, we initially assume that 2w>W, i.e., the principal is not too wealthy (in 

subsection 3.2 we will discuss the case in which W is larger). 

Both the principal and the agent may also care for the benefit of the charity. This 

is captured by treating the charity as a third party that may add a further social welfare 

utility, whereby we also consider one further motive that can play a role in our context, 

namely that donations can be driven by “impure altruism” as people enjoy the donation 

as such beyond its true charitable value. We extend this idea to allow for the possibility 

that an employee receives utility from “buying into” a donation made by their employer. 

To be specific, the principal’s expected utility is  

                     

      dgewdwkeWhdwekW CPAP 














11
 (1) 

 

and the agent’s is 

       .,min
11

dkegdwkeWewhew CAPA















  (2) 

where the last part in both functions captures the potential “warm glow” from 

participating in the donation (with   00 g  and   0 xg  and   0 xg  for 0x ) and 

C  measures the “social worth” of the charity. Note that the principal’s preference for d  

may encompass “pure” as well as “impure” motives. But as the agent does not affect the 

size of d  and this already has been determined at the agent’s choice, node g() entirely 

captures “impure” warm glow motives. The parameter   measures to what extent agents 

                                                                                                                                                                           
thus credible signaling) occurs in the experiment also for low levels of noise where separating equilibria 
do not exist in their theoretical model. 
23This in particular implies that the effort that equalizes the principal's and agent's payoffs k

dWw



1

2  is 

larger than the effort k
d  which is chosen when the agent tries to completely compensate the donation with 

his effort. 
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care for sharing this “warm glow.” Finally, note that we assume that more prosocial 

agents experience a stronger warm glow.24 

 

2.6.2 Equilibrium Analysis 

In the model, we analyze how employers’ publicly observable social actions can affect 

agents' behavior. Note that three effects may here come into play: First of all, a donation 

may simply alter the distributional set-up and thus will affect the agent’s fairness 

concerns. In addition, an employer may try to reveal though charitable actions that she is 

a prosocial type, in turn triggering a stronger identification by the agent with the 

employer’s outcomes. Finally, when making a donation, an employer creates the 

possibility that the employee buys into the warm glow of this donation by exerting 

effort. As the principal’s actions may reveal information about her type, the game is a 

signaling game, and we characterize Perfect Bayesian Equilibria. 

We start by analyzing an agent’s effort choice for a given donation. The agent’s 

expected utility becomes 

       dkegdekWwhewdeu CAPA

PAA ,min12,ˆ,, 11

ˆ




  



   

 

where  dE PP  ˆ  denotes the agent’s expectation about the principal’s type. Note that 

k
dWwe 

 1
2  is the effort level that equalizes the payoffs of principal and agent such that 

equity concerns do not affect the agent’s marginal utility above this point. The first 

derivative of the agent’s objective function with respect to e is25 

 

                                                           
24Most of the theoretical results do not rely on 0 .  
25The second derivative is 
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and, hence, the function is strictly concave below k
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The agent thus never exerts an effort beyond the payoff equalizing level of 

k
dWw




1
2 . We can now characterize the agent’s reaction function 

   deude PAA
e

PA ,ˆ,,maxarg,ˆ,    

 

and, in turn, the expected efforts   deE PAA
,ˆ,

  as a function of the donation d  and 

the agent’s belief about the principal's type 
P̂ . 

Proposition 1 Expected efforts   deE PAA
,ˆ,


 increase according to the 

donation d  and the agent’s expectation about the principal's prosociality (
P̂ ). For a 

given donation d  the distribution of efforts has the support  
k

dWw



1

2,0  with three mass 

points at ,0e   k
de   and  k

dWwe 
 1

2
. 

Proof: First, we characterize the function  
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As  deu PAA ,ˆ,,   is strictly concave, the optimal effort 0e  if and only if 
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and otherwise 0e . Moreover, agent will choose an effort level of 
k
de   if the left 
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derivative at this point is positive and the right derivative is negative. The left derivative 

is positive if 
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and the right derivative is negative if 
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It is straightforward to see that dd
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Hence, when  d
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10     the effort level is uniquely characterized by   
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and when  d

A

d

32     the effort is characterized by 
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The function  de PA ,ˆ,  is thus defined by 
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The function is continuous as at each interval boundary the left hand side 

optimum converges to the right hand side optimum: To see this, just note that the 

interval boundaries are defined such that the first order conditions are equal to zero at 

,0e   
k
de   or  

k
dWwe 

  1
2 , respectively. 

The left hand sides of the second and fourth condition are both increasing in d , 

A  , and 
P̂ . And both 

k
d   and k

dw



1
2  are increasing in d . Hence,  de PA ,ˆ,  is non-

decreasing in each of its arguments and, in turn, the expected effort  

      APAPA dFdedeE
A

 ,ˆ,,ˆ, 



   

is also increasing in d  and 
P̂ .       

                       □ 

Hence, even for fixed beliefs about the principal’s type, the donation has a direct 

impact on effort for two reasons: (i) The donation alters the income distribution in favor 

of the agent, who then raises efforts to increase distributional fairness; and (ii) higher 

donations increase the scope for warm glow participation by the agent. 

Furthermore, note that even though the underlying type distribution is continuous 

and has unlimited support, the efforts chosen have three mass points (as the same effort 

level is chosen by all agents who have a A  in a certain interval). The first spike is at 

0e  as all agents with very low prosocial preferences do not exert any efforts. The next 

spike is at k
de   where the effort fully “finances” the donation since at this point the 
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“warm glow” utility breaks off. The third spike is at the payoff equalizing effort 

k
dWwe 

 1
2  as individuals with very strong social preferences are willing to exert effort 

until the principal and agent are equally well off but never beyond. 

Moreover, the expected efforts increase along with the agent’s expectation about 

the principal’s type  dE PP  ˆ , and this creates a third motive for an incentive impact 

of observable charitable giving: The principal may have an incentive to signal that she is 

a prosocial type. To study this motive in more detail and to fully characterize Perfect 

Bayesian Equilibria of the game, we have to analyze the principal’s behavior. 

First, recall that  de PA ,ˆ,  never exceeds the “equitable effort” k
dWw




1
2 . 

Therefore, the principal’s utility (1) simplifies to  dgdwekW CP  
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that her expected utility is  
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We now determine P 's optimal choice given A 's beliefs and best response. Let 
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D

P  ̂  and  0ˆ0  dE PAP   the agent’s beliefs about the principal’s type 

on the equilibrium path. The principal donates to the charity if 
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but this is equivalent to 

                               
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Hence, any Perfect Bayesian Equilibrium has the form such that P donates if P  is 

larger or equal than a cut-off value P  and the agent’s posterior belief on the principal’s 

type is 
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Hence, we have obtained the following result: 

Proposition 2 In any Perfect Bayesian Equilibrium, firms donate to charity if 

and only if they are sufficiently prosocial (i.e., if P  larger than a cut-off value P ). The 

agent’s beliefs about the prosociality of the principal and thus the expected efforts are 

strictly higher when a principal has given to charity. 

Proof: The condition that sufficiently prosocial principals donate in any PBE 

directly follows from condition (4). 

To show that such equilibria always exist, we need to show that the function  
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has at least one root. The function is continuous as  de PA ,ˆ,  is continuous (see the 

proof of Proposition 1). As  
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existence follows from the intermediate value theorem.     

        □ 

Hence, charitable giving is indeed a signal about the principal's type: Only for 

sufficiently prosocial principals do the benefits of charitable giving exceed the costs. In 
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turn, agents exert higher efforts after observing a donation not only because of 

distributional concerns or to participate in the warm glow, but also because reciprocal 

altruists internalize the payoffs of a more prosocial principal to a stronger extent and the 

fact that a donation represents a credible signal of the principal’s social preferences. 

 

2.6.3 Disentangling Motives 

In the lab experiment, it is important to disentangle the distributional, warm glow, and 

intention-based effects when explaining the agents’ potential reactions to a donation. To 

do this, we consider following modifications of the model. 

 

Exogenously Assigned Donations 

To eliminate the signaling motive of donations, it is instructive to consider a benchmark 

case where donations do not reveal information on the principal’s type as they are 

exogenously assigned. The agent’s optimal effort choice is here: 

  .,, dEe PA   

 

Proposition 1 then directly implies the following result: 

Proposition 3 When donations are exogenously assigned, average efforts are 

lower after donations and higher when nothing is donated: 
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Hence, without an intentional act, donations still affect efforts due to 

distributional and warm glow effects. However, when the social activity is endogenously 

chosen, prosocial acts trigger a stronger positive effect on efforts, and the absence of the 

social activity has a stronger negative effect because it reveals that the principal has only 

weak prosocial preferences. 
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It is therefore important to study how strong the “signaling of intentions” affects 

beliefs and, in turn, affects efforts in both directions. To do that, it is instructive to 

consider a specific type distribution. Suppose that   is normally distributed with mean 

m  and variance 2 . In that case26 
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Hence, we can now plot the supervisor’s reputation for prosociality as a function 

of the equilibrium cut-off, which is shown in Figure 2.6. The upper curve shows the 

reputation of a donating and the lower curve of a non-donating principal. If the cut-off is 

small, many people donate (in the language of Bénabou and Tirole (2012), the donation 

is then “normal”). In this case, a donation is not a particularly strong positive signal of 

prosociality, but a non-donation is a negative signal. On the other hand, if the cut-off is 

high, few people donate (in the language of Bénabou and Tirole (2012), the donation is 

then “admirable or heroic”). In that case, a non-donation is not a particularly negative 

signal, but a donation is a strongly positive signal about the principal’s prosociality.  

This leads to predictions for the experiment when we compare exogenously-

determined with endogenous donations. If we observe that many principals donate, 

efforts after a donation should only be weakly larger when the donation is endogenous 

than in the baseline. But when there is no donation, efforts should be reduced to a 

stronger extent when this non-donation had been endogenously determined as compared 

to an exogenous imposition of the donation. 

If, however, donations are rare, we should observe the opposite pattern. Efforts 

should be only weakly smaller after endogenous non-donations but larger after 

endogenous donations. 

 

 

                                                           
26This can be easily derived from R. 185(i) in Gourieroux and Monfort (1989), p. 526. 
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Figure 2.6: Reputation for Prosociality 

 

 

Varying the principal’s wealth 

As laid out in the above, we vary the principal’s wealth in a further experimental 

treatment. Note that in the model, we can eliminate distributional concerns as a driver of 

the agent’s effort choices if  

dwkeWew   

even for e=0 which is equivalent to  

dwW  2 . 

In this case, the agent is always worse off than the principal, and higher efforts will only 

increase the disadvantageous inequity. Only warm-glow motives matter, and the first 

order condition of the agent’s objective function is 

  11 
 kkegCA


 . 

Hence, if we observe strictly positive effort levels in the experiment even if dwW  2  

this would provide evidence for the importance of warm glow motives. 
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Non-Strategic Donations 

We can also compare the outcome to another benchmark, namely when we consider the 

agent’s reaction to purely non-instrumental donations. To do that we make a simple 

thought experiment supposing that the principal (erroneously) believes that the game is 

over after the donation. In that case, P  will give to the charity if 

  DDgCP 



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1
 

or 

                                            
 

  .
1

PCP
Dg

D 





                                      (7) 

 

We can compare this cut-off 
P


 to the equilibrium cut-off P  as characterized in (4): 

Proposition 4 When the principal's donation decision is non-strategic, a lower 

number of principals will donate. The expected efforts after both a donation and a non-

donation are then larger. 

Proof: The cut-off value 
P


 will exceed P  if 
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which always holds due to Proposition 1. Hence, 
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and, as expected, efforts are strictly increasing in the agent's expectation about P  the 

result follows.             

                        □ 
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Hence, a non-strategic donation reveals the “intrinsic motives” of a principal as 

only the intrinsic concern for the social cause affects the principal's behavior. As the 

extrinsic benefits are not taken into account (i.e., the instrumental value that a donation 

creates higher efforts), the overall incentives to donate are weaker. In turn, fewer 

principals donate and those who do so are more prosocial, leading to larger efforts after 

a donation. However, as fewer principals donate, those who do not donate should also be 

more prosocial on average. In this case, a non-donation is less of a negative signal on the 

principal’s type. 

 

2.7 Appendix B: Further Statistics 

 

Figure 2.7: The distribution of agents’ efforts after a non-donation 

 

Note: The payoff equalizing level is 16.67 in I20, NI20, I40 and NI40, while in I20rich and 

NI20rich the payoffs cannot be equalized.  
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2.8 Appendix C: Experimental Instructions 

Below you find translated instructions for participants A and B in I20 treatment. 

Original instructions were in German and were displayed on the screen.  

 

[Instructions Participant A] 

Welcome in our experiment! Please read the instruction carefully. If you have a 

question, please raise your hand. We will come over to you and answer your question. 

Communication with other participants is not allowed. If you break this rule, we will 

have to exclude you from the experiment and you will not receive any payment. Please 

switch off your mobile phone or any other devices which may disturb the experiment. 

Every participant will receive 2.50 Euros for attending, which will be paid out 

independently of the decisions made in the experiment. 

Furthermore, you can get additional payoffs in this experiment. The procedure is 

described more precisely below. In the experiment, experimental currency units (ECU) 

are used. The payoff in ECU will be converted into euros and paid in cash. The 

exchange ratio is: 

10 ECU=1 Euro 

Neither during the experiment, nor after the experiment will any of the 

participants be informed about the identity of other participants or about their payoffs. 

In this experiment, there are two types of participants: Participants A and 

participants B. The types were assigned randomly and remain constant for the whole 

experiment. You are participant A. One of the participants B will be randomly assigned 

to you for the experiment. 

You will receive a starting cash balance of 50 ECU. You can decide whether you donate 

0 or 20 ECU to the organization “Ärzte ohne Grenzen e.V.” 

The participant B assigned to you will receive 100 ECU starting cash balances. 

Participant B can decide how many points he transfers to you. Each ECU that participant 

B transfer to participant A is doubled. It means that each point which B transfers to you 
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increases your payoff by 2 points and reduces B’s income by one point. Participant B 

can transfer to you any amount between 0 and 100 ECU. 

Thus, your payoff, the payoff of participant B and the donation to charity are 

given by: 

Your payoff = 50 – donation by A + 2 * transfer by B 

Donation to charity = donation by A 

Payoff of participant B = 100 – transfer by B 

Hence, the experiment consists of two stages: 

Stage 1: 

In the first stage of the game, you can decide whether you donate 0 or 20 ECU to 

the organization "Ärzte ohne Grenzen e.V.". 

Stage 2: 

In the second stage of the game, participant B will be informed about your 

donation and will decide how many ECU he transfers to you. 

Participant B has to decide how many ECU he transfers to you, before he is 

informed whether you have donated 0 or 20 ECU. Participant B has to make two 

decisions: First, he has to decide how many ECU he transfers, if you donate 0 ECU. 

And, he decides, how many ECU he transfers to you, if you donate 20 ECU. The screen 

that will be shown to the participant B will look like this: 

You have 100 ECU.  

You can transfer from 0 to 100 ECU to participant A.  

Every point that you transfer will be multiplied with a factor of 2.  

Case 1: Participant A transfers 0 ECU.  

How many ECU do you transfer to participant A? ___ 

Case 2: Participant A transfers 20 ECU. 

How many ECU do you transfer to participant A? ___ 
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It depends on your decision which of these two decisions will be payoff-relevant. 

If you donate 0 ECU, the decision for the Case 1 will determine your payoff. I you 

donate 20 ECU, the decision for the Case 2 will determine your payoff.   

Subsequent to the experiment, the donations of all participants will be added up 

and the team of Cologne Laboratory for Economic Research will transfer the donation to 

„Ärzte ohne Grenzen e.V.“ We will transfer the money right after the experiment and 

you can stay and watch how we transfer the donation. 

If you have any questions, please raise your hand. 

 

 [Instructions Participant B] 

Welcome in our experiment! Please read the instruction carefully. If you have a 

question, please raise your hand. We will come over to you and answer your question. 

Communication with other participants is not allowed. If you break this rule, we will 

have to exclude you from the experiment and you will not receive any payment. Please 

switch off your mobile phone or any other devices which may disturb the experiment. 

Every participant will receive 2.50 Euros for attending, which will be paid out 

independently of the decisions made in the experiment. 

Furthermore, you can get additional payoffs in this experiment. The procedure is 

described more precisely below. In the experiment, experimental currency units (ECU) 

are used. The payoff in ECU will be converted into euros and paid in cash. The 

exchange ratio is: 

10 ECU=1 Euro 

Neither during the experiment, nor after the experiment will any of the 

participants be informed about the identity of other participants or about their payoffs. 

In this experiment, there are two types of participants: Participants A and 

participants B. The types were assigned randomly and remain constant for the whole 

experiment. You are participant B. One of the participants A will be randomly assigned 

to you for the experiment. 
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You will receive a starting cash balance of 100 ECU. You can decide how many 

ECU you transfer to participant A. Each ECU that you transfer to participant A is 

doubled. It means that each point which you transfer to participant A increases the 

payoff of participant A by 2 points and decreases your payoff by 1 ECU. You can 

transfer any amount between 0 and 100. 

Participant A, who was assigned to you, receives 50 ECU starting cash balances. 

He can decide whether he donates 0 or 20 ECU to the organization “Ärzte ohne Grenzen 

e.V.” 

Thus, your payoff, the payoff of participant A and the donation to charity are 

given by: 

Your payoff = 100 – transfer by B 

Donation to charity = donation by A 

Payoff of participant A = 50 – donation by A + 2 * transfer by B 

Thus, the experiment consists of two stages: 

Stage 1: 

In the first stage of the game, participant A can decide whether he donates 0 or 

20 ECU to the organization "Ärzte ohne Grenzen e.V.". 

Stage 2: 

In the second stage of the game, you will be informed about the donation of 

player A and will decide how many ECU you transfer to participant A.  

You have to decide how many ECU you transfer to participant A, before you are 

informed whether participant A has donated 0 or 20 ECU. You have to make two 

decisions: First, you have to decide how many ECU you transfer to participant A, if he 

donates 0 ECU. And, you decide, how many ECU you transfers to participant A, if he 

donates 20 ECU. The screen will look like this: 

You have 100 ECU.  

You can transfer from 0 to 100 ECU to participant A.  
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Every point that you transfer will be multiplied with a factor of 2.  

Case 1: Participant A transfers 0 ECU.  

How many ECU do you transfer to participant A? ___ 

Case 2: Participant A transfers 20 ECU. 

How many ECU do you transfer to participant A? ___ 

 

It depends on the decision of participant A which of your two decisions will be 

payoff-relevant. If participant A donates 0 ECU, the decision for the Case 1 will 

determine your payoff. If participant A donates 20 ECU, the decision for the Case 2 will 

determine your payoff.   

Subsequent to the experiment, the donations of all participants will be added up 

and the team of Cologne Laboratory for Economic Research will transfer the donation to 

„Ärzte ohne Grenzen e.V.“ We will transfer the money right after the experiment and 

you can stay and watch how we transfer the donation. 

If you have any questions, please raise your hand.  
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3 If I close my eyes, nobody will get hurt: The 

effect of ignorance on performance in a real-

effort experiment 

 

3.1 Introduction 

In many situations, people willfully decide to avoid information. For instance, a smoker 

lights up a cigarette in a bar without asking the person sitting next to him whether it 

disturbs him, assuming it does not. Or say you suspect your favorite restaurant in town 

launders money; however, you do not want to know.  

When it comes to ignorance in organizations, a number of examples of willful—

and mostly profitable—ignorance are available (e.g., McGoey, 2012): starting with hip 

students who work at Apple stores and do not read about the working conditions in 

Apple factories; investment bankers who use instruments they do not understand in 

detail; doctors prescribing their patients drugs that pharmacy companies lobbied them to 

prescribe instead of thinking about better but less profitable alternatives; employees in 

marketing departments of tobacco companies avoiding thinking about the danger of their 

product; or huge corporate scandals as in Watergate or Enron27; ending up with one of 

the largest American drug makers Merck producing a painkiller which increased risk of 

heart attacks- however, the company claimed not to know about the side effect and 

refused to redraw the drug from the market for a while.28 

In most of the aforementioned examples, ignorance increases the monetary gain 

by maintaining the illusion of acting in a fair way. In this paper we will concentrate on 

employees’ behavior. Consider an employee who does not know the negative effect of 

her work on the economy, climate, or other domains. She can maintain her positive self-

                                                           
27 See Simon (2005) for detailed analysis of Watergate and Enron scandals.   
28 See http://www.nytimes.com/2006/08/22/business/22mistakes.html?pagewanted=all.  

http://www.nytimes.com/2006/08/22/business/22mistakes.html?pagewanted=all
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image while earning a high monetary payoff. Simulating such an environment in which 

work output increases one’s own payoff but might have a negative externality on a third 

party, we are interested in how choosing to be ignorant about the negative consequences 

of one’s own work affects work output.    

To test the link between ignorance and work output, we conducted a real-effort 

experiment with a simple task in which agents decoded letters (as in Charness et al., 

2014). By exerting effort, agents could increase only their payoff or also the payoff of 

the National Rifle Association (NRA), which a pre-test confirmed is considered negative 

on campus (see also Ariely et al., 2009). Some of our conditions provided no payment to 

the NRA, whereas other conditions provided a piece-rate payoff to it.  

We also manipulated the information between conditions, such that participants 

either knew or not about the payment to the NRA. In the first condition with incomplete 

information, participants knew the chance that the NRA would be paid was equal to the 

chance it would not, and they could choose to reveal the actual realization. We call the 

participants who decided not to know “ignorant agents.” 

An interesting question is whether selecting to be ignorant is the same as simply 

not knowing. In the second condition with incomplete information, we tested whether a 

sorting occurs of social agents of a relatively “low type” into ignorance, whereas a social 

agent of a “low type” has self-image concerns but acts prosocially only if such behavior 

comes at a low cost.  In the model by Grossman and van der Weele (2013), a social 

agent of a low type may sort into ignorance because doing so allows her to avoid a 

situation in which she has to behave unambiguously selfishly. Sorting may thus be the 

driver of ignorant agents’ self-interested behavior. This model predicts that if we 

eliminate the option to reveal the information, people will be less selfish than those who 

choose to be ignorant. To test for the sorting, we designed a condition in which the 

agents did not know the piece rate of the NRA and had no possibility of finding out, 

which we then compared with the condition in which agents endogenously chose not to 

know. 

As predicted, in the conditions with complete information, agents exerted 

significantly higher efforts if the NRA received no payment. Considering the role of 
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ignorance, we observe that when agents decided not to know about the piece rate, they 

exerted a high effort, similar to their behavior in the condition in which the piece rate of 

the NRA was zero. If, on the other hand, the agents were not informed exogenously, 

they behaved as if they were in the condition with a positive payoff for NRA, and 

exerted a low effort. Thus, in line with the model of Grossman and van der Weele 

(2013), not having information about the consequences of one’s own actions does not 

alone lead to a self-interested behavior, but rather, the sorting of low-type social agents 

into ignorance drives our results. 

Our experiment relates to a number of experimental studies on ignorance. 

Ignorance was analyzed in dictator games (Dana et al., 2006; Dana et al., 2007; Larson 

and Capra, 2009; Fong and Oberholzer-Gee, 2011; Matthey and Regner, 2011; 

Grossman and van der Weele, 2013; Bartling et al., 2014; Grossman, 2014; van der 

Weele, 2014), in ultimatum games (Conrads and Irlenbusch, 2013), and in trust and 

moonlighting games (van der Weele et al., 2014). Most of these studies find that 

ignorant agents behave in a more selfish way, because they use lack of knowledge as an 

excuse for selfish behavior and may also have the illusion of acting fair. One exception 

is van der Weele et al. (2014) who find no effect of ignorance on behaving more 

selfishly, which they argue to be due to the richer moral context in their experiment. 

However, none of these studies analyzes how ignorance about negative externalities of 

one’s own work might affect performance in a real-effort setting, which distinguishes 

our study from the previous literature.    

The remainder of this paper is organized as follows: In section 3.2, we describe the 

experimental design. We report our results in section 3.3, and section 3.4 concludes.   

 

3.2 Experimental Design 

3.2.1 Set-up  

In our experiment, participants worked on a real-effort task similar to the decoding task 

by Charness et al. (2014), which consisted of decoding letters into two-digit numbers. 

The table with letters in the first column and numbers in the second column was 
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displayed on the computer screen in zTree (Fischbacher, 2007), whereby only one 

particular letter in the table had to be decoded with the corresponding number. After the 

subject decoded the letter, a new table with different numbers and letters combinations 

appeared. Moreover, the accuracy of entries was checked, because a participant could 

move to the next decoding task only if he decoded the letter correctly.29  

We implemented a between-subjects design with four treatments. First, we 

conducted our baseline condition (denoted by BA) to measure the base pace of work in 

the piece-rate environment. Here, all the participants acted as agents and received 5 ECU 

for each letter they coded correctly, whereby 100 ECU were equal to 1 EUR. Thus, the 

more an agent worked, the more he earned. 

The second condition (denoted by NRA) differed from the reference condition 

insofar as we introduced a negatively perceived charity. We told agents they would get 5 

ECU for each decoded letter. At the same time, we informed them that each decoded 

letter yielded 7 ECU for the National Rifle Association (NRA). The participants 

received a short description of the NRA and were told that 93% of the subjects who took 

part in the survey at the campus perceived the NRA negatively.30  

We conducted the ignorance treatment to investigate if and how ignorance might 

affect agents’ performance. Here, agents could choose whether they wanted to learn the 

piece rate of NRA, whereby they knew the probability of it being 0 or 7 ECU was 50%. 

Thus, the performance could either increase only the agent’s payoff and have no benefits 

for the NRA or increase the payoffs for both the agent and the NRA. We decided on the 

piece rate by a flip of a coin just before a session started, and this random mechanism 

was common knowledge. If a subject decided to become informed about the impact of 

her effort, the randomly chosen piece rate appeared on the screen, and if she did not 

want to reveal the piece rate, a question mark appeared. We denote the participants who 

learned that the piece rate was 0 (7) ECU by NI0 (NI7) in the remainder of the paper. 

                                                           
29 See instructions in Appendix B for an example of a code table that we used in the experiment.  
30 We ran the survey two weeks before conducting the first sessions (see Appendix B for the survey). A 
student research assistant asked people passing by on campus to take part in a survey that would take only 
1 minute. The participants filled in the survey in private, folded the sheets of paper, and gave them back to 
the assistant. Overall, 100 subjects participated in the survey, and collecting the data took approximately 
two hours. Participants received no payment for the survey, and were asked to rate the NRA on a 7-point 
scale (1=I find it very bad, 7=I find it very good). We considered answers between 1 and 3 to be negative.  
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We denote the participants who stayed ignorant by IG. We denote the group of all the 

subjects in the ignorance treatment (both ignorant and not ignorant) by NI&IG.  

Finally, we conducted the uncertainty treatment (denoted by UN) to test whether 

social agents of a relatively low type sort into ignorance, which may possibly explain 

what drives the behavior of ignorant agents. In this treatment, agents knew that the piece 

rate of the NRA is 0 or 7 ECU, with a 50% probability of either rate. However, different 

from the ignorance treatment, here agents did not have the possibility of finding out the 

actual piece rate of the NRA. When comparing the output in the UN treatment and the 

output exerted by IG subjects, we can measure the sorting effect.  

Moreover, in all the conditions, agents could choose a timeout by pushing the 

“Pause” button. If they used the button, the screen locked for 20 seconds. The agents 

received 4 ECU for each pause, which represents the opportunity cost of working.31  

 

3.2.2 Hypotheses 

Given the low costs of exerting effort (i.e., the task is simple and requires little thinking) 

and the piece-rate incentives, we expect agents to exert a positive effort in the baseline 

condition. With respect to the NRA condition, we expect agents to work less than in the 

baseline condition, because working on the task not only financially benefits the agent, 

but also the NRA, which the majority of University of Cologne students perceive 

negatively. Thus, working on the task creates a trade-off between self-image and 

monetary payoff.32  

We expect a substantial fraction of agents to stay ignorant. We base this 

hypothesis on the previous systematic experimental evidence showing that a substantial 

number of participants remain ignorant about the consequences of their own decisions.33 

Furthermore, we expect the IG agents to work more than agents who know their work 

                                                           
31 We use a form of opportunity costs similar to Berger et al. (2013), who used the “Pause” button for a 
break in their real-effort experiment.  
32 Furthermore, Ariely et al. (2009) showed that subjects produced significantly less output for NRA than 
Red Cross. 
33 For instance, 44% of dictators are ignorant in the seminal game by Dana et al. (2007), and 53% in the 
study by Larson and Capra (2009). 
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will benefit the NRA, which may be driven by the moral wiggle room that protects self-

image (as in Dana et al., 2007) and/or the sorting of social agents of a relatively low type 

into ignorance (as in Grossman and van der Weele, 2013).  

As for the sorting effects, we compare performance in exogenous and 

endogenous information conditions. According to the model by Grossman and van der 

Weele (2013), selfish and social agents are present, whereas the degree of being social 

varies. Although a selfish agent will always act in a payoff-maximizing way and a social 

agent of a high type will always act prosocially, a social agent of a low type has (self-) 

image concerns and will act prosocially only if doing so comes at a low cost. 

Importantly, in the case in which acting prosocially is expensive, ignorance allows the 

lower social type to avoid a situation in which the agent has to pool with selfish types 

(i.e., because acting prosocially is expensive, the low-social-type agent will exert a high 

effort, even if doing so benefits NRA), and thus the social agent of a lower type chooses 

ignorance and then acts in a self-interested way. We expect IG agents to behave more 

selfishly (i.e., decode more letters) than UN agents, because agents in the ignorance 

condition sort into ignorance, but agents in the uncertainty treatment do not. On the 

other hand, agents who choose to inform themselves about the NRA’s piece rate will 

behave more prosocially (i.e., decode fewer letters) than agents who received the 

information exogenously, because social agents of a higher type choose to know. 

Finally, we do not expect the output levels to be different in BA and NI0, because all the 

decisions made in BA or NI0 conditions affect only one’s own payoff and not the 

NRA’s payoff, and thus the agents’ type should not affect the agents’ behavior. 

As for the timeouts, we expect agents will not use the pause button if the NRA 

will not receive any donation or if the participants are ignorant, because on average, 

working leads to a higher monetary payoff than taking a break.34 However, if the agents 

know the piece rate of the NRA is 7 or if the agents were assigned to the UN condition, 

the pause button may represent a morally good alternative to earning money instead of 

working for the NRA, and thus agents should push the timeout button more often.  

                                                           
34 In the BA condition, the average amount of decoded letters is 18.47 per minute. It follows that the 
average agent earns more than 30 ECU in 20 seconds, which is notably more than 4 ECU for a pause.  
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3.2.3 Experimental Procedure 

We conducted our experiment in March-June 2014 at the Cologne Laboratory for 

Economic Research using the experimental software zTree (Fischbacher, 2007). We 

recruited participants via ORSEE (Greiner, 2004). We ran 10 sessions with a total of 267 

participants. No subject participated in more than one of our sessions.  

At the beginning of the experiment, participants received written instructions for 

the experiment and were allowed to ask questions privately. To ensure each participant 

understood the instructions, subjects had to answer comprehension questions that the 

experimenters examined before the task started. Then each participant had 90 seconds 

for the trial period of the decoding task.35 In this stage, they received 5 ECU for every 

correctly decoded letter and could not choose a timeout, and we introduced this stage as 

an ability checker. After each participant finished the trial task, the actual decoding task 

started, which subjects had 10 minutes to complete. Each agent received identical 

decoding tasks in the same order.36  

After completing the actual experiment, the participants were asked to complete 

a post-experiment questionnaire that included questions on gender, age, field of study, 

the Big Five personality traits, and motives behind the decisions. At the end, participants 

privately received their payoffs in cash and left the laboratory. Each session lasted 

approximately one hour. The average payoff was 12.81 Euros (minimum 4.20 Euro, 

maximum 16.15 Euro), including a show-up fee of 2.50 Euros.  

The transfer to the NRA was made after all sessions were finished. To ensure the 

donation was credible, we told students in the instructions that they could give us their 

email address if they wanted to receive proof of the donation, and we sent them the 

proof at a later date.37 

 

                                                           
35 In the trial period, participants knew already which treatment they are assigned to. 
36 We limited the decoding tasks to 240. Nine out of 267 participants reached the limit at the end of the 
task. 
37 We wrote, “Please write down your email address, if you want to get a proof of the donation” (see 
Appendix B for the post-experiment questionnaire). Forty-four out of 219 participants (or 20.09%) wrote 
down their email addresses. 
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3.3 Results 

In line with our predictions, agents exerted substantial effort in the baseline condition 

and decoded an average of 184.67 letters in 10 minutes of working on the task (see 

Figure 3.1 and Figure 3.2). With respect to the NRA condition, we observe that agents 

worked less when their efforts benefitted the NRA: With 163.15 decoded letters, average 

performance in this condition was significantly smaller compared to BA (p=0.01093, 

two-sided Fisher-Pitman permutation test for independent samples).38 Hence, we observe 

that agents are less motivated to work if a negatively perceived organization benefits 

from their efforts, which is in line with our hypothesis and the results by Ariely et al. 

(2009). 

 

Figure 3.1: Average performance per agent, in number of decoded letters 

 

Notes: Figure 3.1 plots the average amount of decoded letters. Number of subjects amounts to 48, 48, 44, 

46, 45, 36, and 127 in BA, NRA, UN, NI0, NI7, IG, and NI&IG, respectively. Error bars are standard 

errors of the mean.  

 

                                                           
38 In this paper, we use the Fisher-Pitman permutation test for independent samples, which is a non-
parametric statistical test and provides p-values for the difference in means of outcomes in two 
independent groups. The test is superior to Wilcoxon tests if the observed values are given on at least an 
interval scale (see Kaiser, 2007). Note that we use Monte Carlo simulations to calculate the p-values 
(200000 runs). Furthermore, all of our results also hold if we use t-test. 
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Furthermore, we asked subjects in the post-questionnaire whether their decisions 

in the experiment were fair (on a Likert scale from 1 to 7 with 1=very fair and 7=not fair 

at all). If the subjects reported that they felt their decisions were on average more unfair 

in conditions with positive giving to NRA than in the non-donation condition, we took 

the report as an indicator that subjects in the experiment perceived donating to the NRA 

as less desirable than working only for themselves. Whereas the average response 

amounts to 3.15 in the NRA condition, it is only 2.29 in BA (p=0.02803).39 Thus, it 

follows that subjects felt worse about their decisions in the condition in which their 

efforts benefitted the NRA than in the conditions in which their efforts did not.40 

In the ignorance treatment, 28.35% of subjects (or 36 out of 127) decided not to 

learn how their actions would affect others. This share is smaller than, for instance, in 

the seminal study by Dana et al. (2007), in which 44% of subjects chose to remain 

ignorant.41 With respect to the output, we observe that agents who chose to find out how 

their action would affect others, and learned the NRA piece rate was 0 (NI0), decoded 

190.33 letters on average. At the same time, the performance of agents who learned the 

piece rate was 7 (NI7) decreases to 150.69 letters. The difference between output levels 

in NI0 and NI7 is highly statistically significant with p=0.00234. 

Concerning the impact of ignorance on the output, we observe that among agents 

who decided not to learn the NRA piece rate, performance increased by 23.64% to 

186.31 letters, on average, compared to condition in which agents knew the piece rate 

was 7 (NI7).42 This difference is significant with p=0.01812. Thus, as predicted, agents 

who are ignorant about the consequences of their actions work more than agents who are 

aware of a negative externality. One interpretation of the result is that not knowing 

maintains the illusion of acting in a good way. Moreover, when we compare the ignorant 

                                                           
39

 See Figure 3.5 in Appendix A for the average results of feeling unfair in all the conditions. 
40 However, as the editor pointed out, the subjects in the experiment did not necessarily think the NRA 
was a bad charity. Rather, subjects maybe have merely wanted to conform to the social norm that the 
experimenter conveyed to them.  
41 The difference between our result and theirs might reflect the fact that our setting implemented the 
opportunity to give to the NRA. In the study by Dana et al. (2007), the worse game only means that if the 
dictator chooses the payoff-maximizing option, the receiver gets less money than in the better game. In 
our setting, on the other hand, the worse game leads to a donation to a gun-lobbying organization, which is 
perceived negatively. 
42 If we pool all the subjects in the ignorance treatment (NI0, NI7, and IG), the average output amounts to 
175.14 letters (denoted by NI&IG in Figure 3.1).  
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agents with BA or NI0 agents, we see no difference in the output levels (p>0.1), which 

suggests that ignorant agents behave as if they were in the condition with the zero piece 

rate for the NRA.    

In the next step, we analyze the selection effects of agents. First, we compare 

agents in the NRA condition with agents in the NI7 condition. As discussed above, 

agents who choose to know should be more prosocial on average than agents who 

receive the information exogenously. However, when comparing the output in NI7 and 

NRA, we find no significant differences in the distributions (p=0.37904).43 Thus, it 

follows that choosing to be informed when working for the NRA had no effect on effort.   

Second, we expect agents who choose to be ignorant to behave, on average, less 

prosocially than agents in the uncertainty condition, because social agents of a lower 

type sort into not knowing. We found that agents in the UN condition decoded 160.91 

letters, which is not statistically different from output in NRA or NI7 (p>0.1) and 

suggests the subjects behaved as if they were in the condition with a positive piece rate 

for the NRA. Therewith, participants in UN behaved more prosocially on average than 

agents in IG, and decoded 13.63% fewer letters. The effect is marginally statistically 

significant with p=0.05757. Thus, it follows that not knowing about the consequences of 

one’s own actions does not necessarily lead to selfish behavior. Rather, in our 

experimental setting, the selection effect drives the negative effect of ignorance; that is, 

social agents of a lower type sort into ignorance and behave in a more selfish way. In 

line with this finding, the results from the post-questionnaires show (see Figure 3.5 in 

Appendix A) that IG agents feel significantly less unfair about their decisions in the 

experiment than UN agents, with a p=0.05001 in a Fisher-Pitman test. Finally, the result 

that IG agents behave more selfishly than exogenously UN agents is in line with the 

result by Fong and Oberholzer-Gee (2011) that in a dictator game, dictators who choose 

not to know whether their recipient is disabled or a drug user give significantly less to 

the recipient than those who were uninformed exogenously.  

 

                                                           
43

 We find no significant differences in the output distributions between BA and NI0 (p=0.31812). Note 
that here we do not expect the output levels to be different, as discussed in the Hypotheses section. 
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Figure 3.2: The distribution of decoded letters (in number of subjects) 

 

Notes: Figure 3.2 plots the distribution of decoded letters. Number of subjects amounts to 48, 48, 44, 46, 

45, 36, and 127 in BA, NRA, UN, NI0, NI7, IG, and NI&IG, respectively. 

 

All the results described above still hold if we control for ability of the 

participants.44 To derive a measure of output that takes ability into account, we divide 

the output level in the main part of the experiment by the number of decoded letters in 

the trial period for every participant.45 When comparing this measure over the 

treatments, we find the same effects stay significant (not significant) in a Fisher-Pitman 

test as when comparing only the output in the main part of the experiment.46 

                                                           
44 The ability of subjects is not significantly different over the conditions, because pairwise comparisons 
of decoded letters in the trial period between conditions lead to p-values larger than 0.1 in a Fisher-Pitman 
test. In the trial period, subjects in BA, NRA, UN, NI0, NI7, and IG decode on average 21.29, 20.85, 
22.00, 21.93, 22.04, and 22.62 letters, respectively.  
45 We are thankful to an anonymous referee who suggested using this type of measure.  
46

 The output in the main part divided by the trial output is on average 8.88 in BA, 8.05 in NRA, 7.31 in 
UN, 8.95 in NI0, 7.15 in NI7, and 8.57 in IG. The difference between BA and NRA (BA and UN) is 
statistically significant with p=0.06517 (p=0.00173). The measure is also significantly different between 
NI0 and NI7, NI7 and IG, and UN and IG with p=0.01051, p=0.06957, and p=0.07544, respectively. The 
differences between BA and IG, NRA and UN, NRA and NI7, and BA and NI0 stay statistically 
insignificant with p>0.1.  
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Finally, with respect to the pauses, we find that agents almost never take a break 

in the baseline condition. Here, the average number of timeouts is 0.10 (see Figure 3.3 in 

Appendix A).  In the NRA condition, on the other hand, the average number of pauses 

increases to 3.25. This between-treatment difference is highly statistically significant 

with p=0.00005. One interpretation of the result is that in the NRA condition, agents 

take breaks because they believe that earning money is a moral alternative to working to 

benefit the NRA. In line with this interpretation, agents in NI7 also take significantly 

more breaks than agents in NI0, whereas the average number of breaks is 5.84 and 0.07 

in NI7 and NI0, respectively (p=0.00011). Finally, agents in IG take 1.03 breaks, on 

average, which is significantly less than in the NI7 condition (p=0.01707). On the other 

hand, agents who were assigned to the incomplete information condition UN take 3.95 

breaks on average, which is almost four times more than agents in the IG condition. 

However, the difference is only marginally statistically significant (p=0.10782).47 

All in all, we observe that agents who work to benefit the NRA or are in the UN 

condition substitute part of their work with incentivized timeouts, whereas agents who 

work only for themselves or are ignorant work significantly more and take only a few or 

no breaks. Thus, it follows that agents care about the moral consequences of their 

actions, even if they are uncertain about whether a negative externality even exists. 

However, agents who choose to be ignorant behave in a more selfish way by exerting 

more effort, because, on average, social agents of a lower type sort into ignorance. 

 

3.4 Conclusion 

We conducted a real-effort experiment to study the effect of ignorance regarding 

negative externalities of own work on agents’ performance in a real-effort setting. 

Overall, we find that, as expected, agents work significantly more if their effort does not 

benefit a recipient that is perceived as socially undesirable. Agents choose to forego a 

part of their monetary payment to avoid this negatively perceived outcome. 

                                                           
47 When pooling the data from all the conditions, a Spearman rank correlation coefficient shows a negative 
and significant correlation between output and timeouts (rho=- 0.5498, p=0.0000).  
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However, agents who choose to stay ignorant about the negative consequences of 

their actions exert high effort and behave as in the condition in which the negative effect 

is zero. We explain the self-interested behavior of the ignorant agents with a selection 

effect, showing that in the treatment in which agents are not informed about the piece 

rate to the negative party exogenously, they work less and behave as if they were in the 

condition with a negative effect. Thus, we conclude that uncertainty about the 

consequences of own actions does not necessarily lead to a self-interested behavior, but 

rather, the selection of lower social types into ignorance drives the negative effect of 

ignorance. 

 

3.5 Appendix A: Further statistics 

 

Figure 3.3: Average amount of timeouts per agent 

 

Notes: Error bars are standard errors of the mean.  
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Figure 3.4 The distribution of timeouts (in % of subjects) 

 

 

Figure 3.5 Feeling unfair about own decisions in the experiment 

 

Notes: The feeling of being unfair was measured on a Likert scale with 1=very fair and 7=not fair at all. 

Error bars are standard errors of the mean.  
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3.6 Appendix B: Experimental Instructions 

Below you find translated instructions. Original instructions were in German. 

 

Welcome to our experiment! Please read the instructions carefully. If you have a 

question, please raise your hand. We will come over to you and answer your question. 

Communication with other participants is not allowed. If you break this rule, we will 

have to exclude you from the experiment and you will not receive any payment.  

Every participant will receive 2.50 Euros for attending, which will be paid out 

independent of the decisions made in the experiment. 

Furthermore, you can get additional payoffs in this experiment. We more 

precisely describe below how the payoff system works. The experiment uses 

experimental currency units (ECU). The payoff in ECU will be converted into euros and 

paid in cash. The exchange ratio is 100 ECU=1 Euro. 

Neither during nor after the experiment will we inform any of the participants 

about the identity of other participants or about their payoffs. 

All participants received the same instructions.  

 

The task:  

A table with two columns (one column with letters and one column with 

numbers) will appear on your computer screen. The table looks like the following 

screenshot: 
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 Your task is to decode the letter, which is denoted in the table. To decode the 

letter, please find its corresponding number. In the example displayed above, the letter 

“K” has to be decoded. From the table, it follows that the corresponding number is “49” 

(the number is placed in the same row as the letter “K”). Therefore, you should enter 

number “49” in the blue field and press the “OK” button.   

 If you have decoded the letter correctly, a new input mask with a new table 

will appear. Now, you can decode a new letter. If you made a mistake while decoding 

the letter, an error message will appear. In that case, please correct the input and press 

the “OK” button.   

 A “Pause” button is also displayed on the computer screen. If you press the 

“Pause” button, your computer screen will be frozen for 20 seconds. During this time, 

you will be unable to decode letters. Please note that no pauses can be taken within the 

last 20 seconds of the task.  
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 Procedure and payoffs: 

The experiment consists of two stages: 

 Stage 1: Trial period. Before the actual experiment starts, you have an 

opportunity to practice the task. The trial period will last 90 seconds and you will 

receive 5 ECU for every letter that you decode correctly. The remaining time will be 

displayed on the screen.  

In the trial period, the “Pause” button will not be displayed.  

Your payoff in Stage 1 = 5 ECU * number of correctly decoded letters. 

Stage 2: Main part of the experiment. In this stage, you have will have 10 

minutes for the task. The remaining time will be displayed on the screen.  

 

[Treatment BA] 

For every correctly decoded letter, you will receive 5 ECU. 

If you press the “Pause” button, the screen will be frozen for 20 seconds. For 

every pause you take, you will receive 4 ECU.  

The payoff in Stage 2 is  

Your payoff in Stage 2 = 5 ECU * number of correctly decoded letters +  

4 ECU * number of pauses. 

If you have any questions, please raise your hand. 

 

[Treatment NRA] 

In the main part of the experiment, your effort increases not only  

your payoff, but also the donation to National Rifle Association  

(NRA). The NRA is a gun-lobbying organization in the United States  
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that fights for the right for all US citizens to be able to buy, own, carry, pass on, and use 

a gun. The United States is one of the countries with the highest death rates caused by 

firearms.  

Two weeks ago, we ran a questionnaire about the image of the NRA at the 

campus of the University of Cologne. Ninety-three percent of the subjects perceived the 

NRA negatively.  

For every correctly decoded letter, you will receive 5 ECU. Additionally, for 

every correctly decoded letter, 7 ECU will be transferred to the NRA. 

If you press the “Pause” button, the screen will be frozen for 20 seconds. For 

every pause you take, you will receive 4 ECU.  

Your payoff and the payoff of NRA are 

Your payoff in Stage 2 = 5 ECU * number of correctly decoded letters +  

4 ECU * number of pauses. 

Your contribution to the NRA = 7 ECU * number of correctly decoded letters. 

Subsequent to the experiment, the contributions of all the participants will be 

combined and transferred to the NRA. We will transfer the money after the experiment. 

You can give us your email address and we will send you proof of the donation. 

If you have any questions, please raise your hand. 

 

[Treatments SI and UN] 

In the main part of the experiment, your effort may increase not  

only your payoff, but also the donation to the National Rifle  

Association (NRA). The NRA is a gun-lobbying organization in the United States that 

fights for the right of all US citizens to be able to buy, own, carry, pass on, and use a 

gun. The United States is one of the countries with the highest death rates caused by 

firearms. Two weeks ago, we ran a questionnaire about the image of the NRA at the 
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campus of the University of Cologne. Ninety-three percent of the subjects perceived the 

NRA negatively.  

For every correctly decoded letter, you will receive 5 ECU. Additionally, for 

every correctly decoded letter, 0 ECU or 7 ECU will be transferred to the NRA. A flip of 

a coin before this experiment determined whether 0 ECU or 7 ECU will be transferred to 

the NRA for every correctly decoded letter. The probability that the payment to the NRA 

is 0 ECU or 7 ECU is in both cases 50%.  

If you press the “Pause” button, the screen will be frozen for 20 seconds. For 

every pause you take, you will receive 4 ECU.  

Your payoff and the payoff of NRA are: 

Your payoff in Stage 2 = 5 ECU * number of correctly decoded letters +  

4 ECU * number of pauses. 

With a 50% probability, your contribution to the NRA = 0 ECU * number of correctly 

decoded letters. 

With a 50% probability, your contribution to the NRA = 7 ECU * number of correctly 

decoded letters. 

 

[This paragraph only in the SI treatment] Before the main part of the experiment begins, 

you can decide if you want to find out whether the NRA gets 0 ECU or 7 ECU for every 

correctly decoded letter. If you want to find it out, press the “Yes” button. If you do not 

want to find out about the contribution to NRA, press “No.”  

 

Subsequent to the experiment, the contributions of all the participants will be 

combined and transferred to the NRA. We will transfer the money after the experiment. 

You can give us your email address and we will send you proof of the donation. 

If you have any questions, please raise your hand. 
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[Post-experiment questionnaire] 

Please answer the following questions. 

Age: _____ 

Gender: _____ 

Major: _____ 

Semester: _____ 

 

Please describe briefly how you made your decisions in this experiment: _____ 

 

Please answer on a scale from 1 to 7 (1=I agree fully, 7=I do not agree at all): 

The task in itself was great fun: _____ 

I was trying very hard when working on the task: _____ 

 

Did you use the pause button? _____ 

If yes, why did you use the pause button? _____ 

 

Were your decisions in the experiment fair? (1=very fair, 7-=not fair at all) _____ 

 

Please write down your email address if you want to get proof of the donation: _____ 

 

Please write down how much the following statements are true for you. Use a scale from 

1 to 5 (1=strongly disagree, 5=strongly agree): 

1. I am reserved ____ 

2. I am generally trusting ____ 

3. I tend to be lazy _____ 
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4. I am relaxed, handle stress well _____ 

5. I have few artistic interests _____ 

6. I am outgoing, sociable _____ 

7. I tend to find fault with others _____ 

8. I do a thorough job _____ 

9. I get nervous easily _____ 

10. I have an active imagination _____ 

Please answer on a scale from 1 to 7 whether you answered the questions truthfully 

(1=fully truthfully, 7=not truthfully at all): _____ 

 

[Survey about the image of NRA] 

Your opinion about the NRA 

We are running this survey about National Rifle Association (NRA) for a research 

project in the Department of Economics.  

The NRA is a gun-lobbying organization in the United States that seeks for the right for 

all US citizens to be able to buy, own, carry, pass on, and use a gun. 

Please tell us your opinion about this organization. Please answer on this scale: 1=I find 

it very bad, 7=I find it very good.  

 

1                    2                         3                     4                        5                   6                   7 

Very bad                                                                                                                                           Very good 

 

Your age: _______________________________ 

Your gender:              male___                female__ 
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4 Lying Costs and Incentives 

 

4.1 Introduction  

Much of the interaction in the marketplace are based on asymmetric information, which 

makes some people tempted to misreport the private information they have for their 

advantage. For example, consider VW cheating by installing defeat devices in its cars in 

order to evade emission tests, or insurance fraud, which, according to the FBI, totals $40 

billion a year in the U.S. in the non-health insurance domain.48 Given the important 

economic consequences of cheating, understanding the factors that influence the 

decision to cheat is important in order to understand many economic behaviors.  

For some people, lying is costly—they prefer an outcome if they reach it 

honestly over getting it by lying. In principle, we can distinguish between three types of 

people according to their cost of lying. Some people may be unwilling to tell a lie, 

regardless of their benefit from it (“ethical type”). Scholars such as St. Augustine (421) 

and Kant (1787) advocated such an uncompromising approach to lies. People who are 

not willing to lie could be described in our approach as having an infinite cost of lying. 

Other people may have a finite positive cost of lying. These people will lie when the 

benefit of lying is higher than the associated cost (“finite positive cost type”); at the 

extreme are people with a zero cost of lying (“economic type”). 

We concentrate on “intrinsic” costs of lying—those that are not based on 

strategic considerations. Intrinsic costs could result from a direct distaste of lying, or 

from reasons that are indirectly related to lying. Such indirect preferences may relate to 

interdependent preferences in which the agent’s utility depends on the utility of others, 

either because of payoffs (Rabin, 1993; Fehr and Gächter, 2000) or because of guilt 

aversion (Battigalli and Dufwenberg, 2007; Battigalli, Charness, and Dufwenberg, 

                                                           
48 See: https://www.fbi.gov/stats-services/publications/insurance-fraud/insurance_fraud.  

https://www.fbi.gov/stats-services/publications/insurance-fraud/insurance_fraud
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2013). They may also relate to maintaining a positive social and/or self-image (Bénabou 

and Tirole, 2006; Andreoni and Bernheim, 2009), to the nature of communication 

(Lundquist, Ellingsen, Gribbe, and Johannesson, 2009), or to aversion to violating social 

norms (Elster, 1989; Bicchieri, 2006). 

Standard economic models assume “an economic agent” who has no intrinsic 

cost of lying and considers only strategic aspects of the decision, such as the probability 

of being caught and the punishment resulting from it. Costs of lying in such models may 

be associated with strategic concerns about lying, such as reputation and repeated game 

consideration, but not with intrinsic preferences (e.g., Becker, 1968; Allingham and 

Sandmo, 1972; Holmstrom, 1979; Crawford and Sobel, 1982). Note that this is just a 

simplifying assumption of the models, and the intrinsic cost of lying could be added to 

the standard models (e.g., Kartik, 2009).  

In this paper, we use two sets of experiments to better understand the structure of 

the intrinsic costs of lying. In the first set of experiments (“Incentives Size”), we 

manipulate the incentives associated with lying and observe the effect on people’s 

tendency to lie. The size of the incentive would not affect people who never lie or people 

who always lie when doing so benefits them. By contrast, if the cost is positive but finite 

and the incentives are increased enough, some people will switch from telling the truth 

to lying. As we will argue below, understanding the structure of the intrinsic cost of 

lying will help in constructing policies to reduce cheating. 

The experimental economics literature offers two main approaches to studying 

lying behavior, and their results differ regarding the effect of incentives. The first line of 

research uses deception games, in which a sender has private information regarding 

payoffs associated with each of the choices that a receiver faces. The sender sends a 

message to the receiver that could be true or false, and the receiver makes a choice that 

determines the payoffs for both players. As a two-player game, the deception game 

includes elements of strategic thinking as well as other-regarding preferences. The 

results from experiments with this game are that senders are more likely to lie when the 

incentives to do so are increased (e.g., Gneezy, 2005; Sutter, 2008; Dreber and 

Johannesson, 2008; Erat and Gneezy, 2012). 
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The second approach to studying lying in the lab uses some form of a cheating 

game in which the participant receives private information about the state of the world 

and reports it to the experimenter; this report, in turn, determines the participant’s 

payoff. This type of game involves no strategic element, because the relation between 

the participant’s report and the payoff is one to one. Furthermore, no social preferences 

are involved (assuming the participant does not take the experimenter’s payoff into 

account). In contrast to the finding in the deception game, the literature on cheating 

games reports that higher incentives do not result in a higher fraction of lies (see Mazar 

et al., 2008; Fischbacher and Föllmi-Heusi, 2013, and the discussion in the literature 

review below).  

In our experiments, we focus on cheating games, with one of the goals being to 

understand the source of the difference between the lying results in strategic and non-

strategic settings in the literature. In the “Incentives Size” experiment, we first replicate 

the result of the cheating games by testing a game in which a participant rolls a six-sided 

die in private and then reports the result to the experimenter. If the participant reports a 

5, she receives $X ($X=$1, $5, $20 and $50, between participants), and zero otherwise. 

The size of the incentives we test and the difference between them (a factor of 50) is 

more extreme than in the literature (e.g., Mazar et al., 2008; Fischbacher and Föllmi-

Heusi, 2013). In line with the findings reported above, in this game, we find no increase 

in cheating as the incentives are raised.  

In the deception game, lying is an option suggested in the rules of the game 

where the sender is asked to decide whether to send a true or false message. This is not 

the case in the cheating game, in which participants are asked to report the actual 

outcome without being told about the option to lie. Because the lying option is not in the 

rules of a cheating game, participants might be afraid of possible consequences of a lie. 

In addition, participants in the cheating game might question whether their die roll is 

really private, or whether the experimenter has a way to find out the outcome. When the 

incentives are raised, concerns may increase regarding the possible consequences of 

being exposed when lying (see social psychology literature, e.g., Ekman, 1985; Ekman, 

1988; Vrij, 2008). 
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To test the effect of this potential concern, we modified the cheating game with a 

new design in which we ask participants to think about a number in private, then roll the 

die in private, and report whether the number that came up is the same as the one they 

thought of (see Jiang, 2013, and Shalvi and De Dreu, 2014, for similar manipulations). If 

they report it was the same number, they receive $X as before, and zero otherwise. As 

predicted, the results of this “mind game” show an overall increase in participants’ 

tendency to lie for every level of X. This result indicates that some participants in the 

first treatment chose not to lie because of the risk of being exposed, and not because of 

the intrinsic cost of lying. In addition, and in contrast to the first treatment, the fraction 

of participants who lied increases with X. That is, in the mind game, participants lied 

more when the incentives were increased.  

After demonstrating that some people are more likely to tell a lie when the 

incentives are increased, which indicates a positive and finite cost of lying, we try to 

better understand the structure of their lying cost. In the second experiment (“Cost 

Structure”), we introduce a novel cheating game in which, unlike in the “Incentives 

Size” experiment and the existing literature, we can observe the individual lying 

behavior. In our experiment, we ask participants to click, in private, on one of 10 boxes 

on a computer screen. The participants are told that behind each box is a different 

number between 1 and 10. After revealing the number, participants are asked to report it. 

Payments equal the number they report in Euros. After the experiment, by comparing the 

actual number with the reported one, we can observe how often and to what extent 

participants lie. 

This design helps us directly test hypotheses regarding the structure of the lying 

cost function. In particular, previous papers argued (e.g., Mazar et al., 2008) or assumed 

(e.g., Kartik, 2009) that the cost function is convex—meaning the marginal cost of a lie 

increases with the magnitude of the lie, such that “small lies” are less painful than “big 

lies.”  The size of the lie could be defined on different dimensions—most notably on the 

payoffs (how much more one earns from the lie) and the reported number (how far the 

number reported is from the actual number). In the “Cost Structure” experiment, those 

two dimensions are the same. But in the “Incentives Size” experiment, the size in terms 
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of the reported lie is the same between treatments and increases with X in the payoff 

dimension.  

According to the convex-cost-of-lying hypothesis, if someone is lying in the 

current game, that person might exaggerate the number he or she reports by a little, but 

not go all the way to the maximum. An alternative hypothesis is that lying costs are 

fixed: a person suffers a cost from telling a lie, and this cost does not depend on the size 

of the lie. According to this hypothesis, if a participant will lie, he or she will lie to the 

full extent and report a 10. 

Our results from the “Cost Structure” experiment offer strong support for the 

fixed-cost-of-lying hypothesis. We find most of the participants who lie report the 

maximal outcome of 10. We also find participants reacted to the incentive to lie: the 

fraction of lies decreased when the actual outcome increased. In other words, when the 

return on lying increased, people lied more.    

Together, our results provide an explanation for the findings in the literature on 

cheating games and offer support for the hypothesis that the tendency to lie increases 

with incentives, indicating some of our participants have positive and finite costs of 

lying. In particular, the evidence suggests that our participants compare the cost and 

benefit of the lie, where the former does not depend on the size of the lie. When the 

benefit from lying is higher than the cost of lying, they lie to the full extent.  

 

4.2 Literature review 

As discussed in the introduction, the evidence from cheating games suggests increasing 

the incentives does not increase lying. In the leading paper on the topic in psychology 

and marketing, Mazar et al. (2008) asked participants to solve a set of 20 matrices in 

private and report their success to the experimenter later on. The participants received 

payment based on a piece rate per correctly solved matrix. Payments were increased, 

between participants, from $.50 to $2 (maximal payoff of $10 to $40). The results of this 

treatment were compared with a baseline test of ability. The results show participants lie, 

but there is no difference between the two levels of incentives.  
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Even stronger than this finding, Mazar et al. (2008) report the results of 

additional experiments in which they manipulated the amount of payment to each 

participant per correctly solved matrix ($.10, $.50, $2.50, and $5). They find, compared 

with the control, a “limited dishonesty” in the $.10 and $.50 treatments, but no lying in 

the $2.50 and $5 conditions. Mazar et al. (2008) conclude behavior is consistent with a 

convex cost function: the cost of lying increases faster than the benefits, such that when 

the incentives to cheat are increased, people are not more likely to lie.  

In the leading paper on the topic in economics, Fischbacher and Föllmi-Heusi 

(2013) introduce the die-roll method, in which participants roll a die in private and then 

report the outcome to the experimenter. The participants’ payoff depends on their report: 

they receive 1, 2, 3, 4, 5, 0 Swiss Francs for reporting 1, 2, 3, 4, 5, 6, respectively. To 

test the effect of incentives, in one of the control treatments, all payments were 

multiplied by a factor of 3 (from a maximal payoff of 5 Swiss Francs to 15 Swiss 

Francs). Fischbacher and Föllmi-Heusi (2013) argue that by doing so, the incentives 

were changed in potentially opposing ways: whereas the monetary incentives to lie 

increase, reporting a higher number “increases the size of the lie.”  

The results reported by Fischbacher and Föllmi-Heusi (2013) are similar to 

Mazar et al. (2008): the fraction of participants who lie does not change significantly 

when the stakes are tripled. The authors conclude, “Either the effect of increasing the 

benefits of lying is counterbalanced by the negative effect of increased costs of lying 

when a person earns more through deception, or the concept of lying is not directly 

related to stakes at all.”  

Related to this, Weisel and Shalvi (2015) introduce a cheating game with an 

element of cooperation – two paired players have to report the same outcome 

sequentially in order to receive a payoff, where the payoff equals the number reported. 

Weisel and Shalvi (2015) show that a substantial fraction of participants collaborates 

and lies. However, doubling the incentives does not affect the lying behavior.   

By contrast, in the experiment reported in Gibson, Tanner, and Wagner (2013), 

each participant acted as a CEO and had to report earnings per share for the previous 

quarter. The earnings had two states, and reporting the false state resulted in the higher 
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payoff for the participant. The incentive to lie was varied such that the payoff for the 

wrong report was the same (1.5 Swiss Francs), but the payoff for a truthful message 

differed over the five treatments from 0.3 to 1.5 Swiss Francs. In addition, the authors 

used a within-subject design and told participants that reporting wrong earnings was 

legal. Gibson et al. (2013) find that lying increases from 18% up to 79%, when it 

becomes more beneficial.  

Gneezy, Rockenbach, and Serra-Garcia (2013) report the results of a hybrid 

game combining elements of the deception game with elements of cheating games. In 

the experiment, participant A observed the state of the world, which was a number 

between 1 and 6, and reported the number to participant B. Participant’s A’s payoff 

increased with the number he or she reported. Participant B earned more when following 

a true message than not following, but earned nothing if he or she followed a false 

message. In this design, as in cheating games, the reported number increased the payoff 

of participant A regardless of the action of participant B. Unlike in cheating games, 

lying had a negative externality on participant B. Gneezy et al. (2013) find that lying is 

more frequent when the actual state is low, that is, when the incentives to lie are higher. 

In addition, the majority of participants who lie do so to the full extent. 

Together, the experimental evidence from cheating games suggests no effect of 

incentive size effect on lying, unless the game is modified such that it is more similar to 

the deception game. In particular, Gibson et al. (2013) tell the participants that lying is 

legal—in the deception game, lying is also an option the rules of the game suggest. 

Gneezy et al. (2013) introduce messages to the second player as well as negative 

externalities associated with lying; both studies find an incentives effect on lying. By 

contrast, if one uses a standard cheating game as in Mazar et al. (2008) or Fischbacher 

and Föllmi-Heusi (2013), the fraction of people who lie does not increase with the 

incentive to lie and might even decrease.    

With respect to the functional form of the lying cost, most of the previous papers 

on cheating games argue the lying cost function is convex; “small” lies hurt less than 

“big” lies, and thus people lie just a little bit. In Mazar et al.’s (2008) matrices-solving 

task, participants could report to have correctly solved up to 20 matrices, but in practice, 
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the average reported number of matrices varies between 2.8 and 9.4 over the treatments 

with a lying option. They conclude the magnitude of dishonesty per person is relatively 

low and argue the participants lie only a little so that they can maintain a positive self-

image: “A little bit of dishonesty gives a taste of profit without spoiling a positive self-

view.”  

Fischbacher and Föllmi-Heusi (2013) also report evidence for what they call 

“partial liars.” In the die-rolling game, 35% of the participants report an outcome with 

the highest possible payoff, and statistical inference tells us some of them lie to the full 

extent. However, 27% of the participants report a number resulting in the second highest 

payoff; thus, some participants lie but not to the full extent. One interpretation of this 

result is that participants do not want to tell a big lie (they have a convex lying cost); an 

alternative explanation is that they try to disguise a lie by not reporting the maximum. 

Abeler, Becker, and Falk (2014) use a coin-flipping task to measure lying. 

Participants toss a coin four times and then report the number of tails. In different 

treatments, participants report the outcome either via a computer or a phone call, and 

receive 5 Euros for each tail they report. The majority of the participants in the 

laboratory reported the second highest outcome of three tail flips. That is, many 

participants lie but not to the full extent. Cohn, Fehr, and Maréchal (2014) use a similar 

coin-flipping task and find some participants who lie report the maximum amount of 

successful coins flips, but the majority lie partially.  

Overall, the experimental evidence on the size of lies suggests some participants 

lie to the full extent, and some lie partially by not reporting the maximal possible 

outcome. The partial lying might be due to trying to disguise a lie in order to maintain a 

positive social image or because big lies hurt self-image more than small lies.  
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4.3 Experimental design and procedure 

4.3.1 Incentives Size Experiment 

In the “Incentives Size” experiment, we concentrate on changing the incentives and 

measuring the effect of these changes on lying behavior. In the following, we describe 

four treatment variations we conducted in this set of the experiments.  

 

Cheating game  

The cheating game we use is a variation of Fischbacher and Föllmi-Heusi’s (2013) 

experiment described above, in which a participant rolls a six-sided die in private and 

then reports the outcome to the experimenter. In the game, we told the participant that if 

she would report a 5, she would receive $X; otherwise, she would earn $0. In a between-

participants design, we vary X such that $X=$1, $5, $20, and $50. We use this game to 

measure how people react to the incentives in a standard cheating game. The procedure 

of the cheating game is described on the left side of Table 4.1. 

 

Table 4.1: Structure of the cheating and mind games 

Cheating Game Mind Game 

 Role a die in private  Think of a number 

 Report the number  Role a die in private 

 If report “5” receive $X; otherwise 
receive $0 

 Report “Yes” if the number is the 
same as you thought of; report 
“No” otherwise 

  If report “Yes” receive $X; 
otherwise receive $0 

Notes: The structure of the cheating game is described on the left side, and the structure of the mind game 

on the right side. In both experiments X=$1, $5, $20 and $50 between subject. 75 observations per cell 

(600 in total).  
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Extended cheating game 

A possible reason people cheat is that they want to punish someone after being 

mistreated (e.g., Houser, Vetter, and Winter, 2012). In a sense, people might use being 

treated badly as a justification to lie. Having such an excuse to cheat may increase 

cheating in general and change the effect of incentives in particular. 

To test this prediction, we gave our participants a tedious retyping task before 

they took part in the same cheating game as in the first treatment. We gave them piles of 

200 questionnaire forms and asked them to type in the data in an excel sheet. We asked 

them to work for 15 minutes. We explicitly told the participants they would not receive 

payment for the task. The payoffs and the rules of the cheating game were the same as in 

the first treatment.  

 

Mind game 

In the cheating game described above, participants might be concerned about being 

exposed when lying, and this concern might increase with incentives. Participating in the 

lab experiment such as the cheating game for $1 is a normal procedure for many 

students. Participating in this experiment and receiving $50 for reporting the lucky 

outcome is unusual, and might make participants question what the consequences will be 

if he or she lies. 

To test the effect of this concern about being exposed on one’s behavior in the 

cheating game, we introduce a second game, which we call a “mind game” (see Jiang, 

2013, and Shalvi and De Dreu, 2014, for a similar manipulation). In these treatments, the 

participant is first asked to think about a number between 1 and 6 and remember the 

number (without reporting it to us). She then rolls a six-sided die. If the die outcome is 

the same as the number she thought of, the participant is asked to report “Yes” and 

otherwise to report “No.” If the participant reports “Yes,” she receives $X as above. If 

she reports “No,” she receives $0. The procedure of the mind game is described on the 

right side of Table 4.1. 
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Two-players mind game 

As discussed above, one major difference between the deception game and the cheating 

and mind games is the effect the decision to lie has on another participant’s payoffs. In 

the next treatment, we test the effect of social preferences by introducing a second player 

whose payoff depends on the participant’s decision to lie. In this two-player version of 

the mind game, if the participant reports “Yes,” she receives $X and the other participant 

assigned to her receives zero; if she reports “No,” she receives zero and the other 

participant receives $X. Having the second player in the game should increase cheating 

in general, because reporting “No” results in envy for the first player, and reporting 

“Yes” leads to compassion, where envy is supposed to be stronger than compassion 

(e.g., Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000). 

This treatment also addresses the concern that participants do not cheat, because 

they care about the payoff of the experimenter. Because the experimenter pays no matter 

what the participant reports, such a concern is not applicable here.  

 

4.3.2 Cost Structure Experiment 

In the second part of our investigation, we concentrate on understanding the form of the 

lying cost function. In the following, we describe two treatment variations we conducted 

in the “Cost Structure” experiment. 

 

Observed game 

To test for different hypotheses about the functional form of the lying cost, we introduce 

a variation of a cheating game, in which we can observe the individual lying behavior. In 

this game, we ask participants to click, in private, on one of 10 boxes on a computer and 

reveal a number between 1 and 10; each box has a different number. After seeing the 

number, the participant is asked to report it, where payments are equal to the number the 

participant reports in Euros. Because we can later observe the actual number the 

participant saw, in this treatment, we can observe how often and to what extent 

participants lie, by comparing the actual number with the reported one. 
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Non-observed game 

As we discussed above, in the previous experiments on cheating, some participants lied, 

but not to the full extent. One explanation for this behavior is that the participants have 

signaling concerns with respect to the experimenter when reporting the number. To 

signal he is not a liar, the participant might report a high number (e.g., 9 in our game) 

but not the highest number (10 in our game) when lying.  

To test for the signaling-to-others hypothesis, we conduct a control treatment in 

which we do not observe the actual outcomes, and therewith create a possibility for such 

signaling. In this game, we give the participant a sealed envelope with 10 folded pieces 

of paper that have numbers from 1 and 10 on them. We ask the participant to take out 

one piece of paper, observe the number he took out, put it back into the envelope, and 

then report it. As in the observed game, the payments are equal to the number he 

reported in Euros.  

 

4.3.3 Experimental procedure 

We conducted the experiments in January-July 2015 at the Rady Behavioral Lab, UC 

San Diego (the first set of treatments with the cheating and mind games), and Cologne 

Laboratory for Economic Research, University of Cologne (the observed and non-

observed treatments). We used the experimental software zTree (Fischbacher, 2007) and 

recruited participants via ORSEE (Greiner, 2015) and Sona Systems. Overall, we 

recruited 1,693 participants (50.1% female), and none of them participated in more than 

one session. 

In the UC San Diego experiment (N=1200), we collected 75 observations per 

treatment (type of game and size of incentive). Participants played the lying game at the 

end of an experimental session. At the beginning of our experiment, participants 

received written instructions (full instructions for both sets of experiments are reported 

in Appendix A) and were allowed to ask questions privately. Then each participant 

rolled the die in private and reported the outcome on a sheet of paper. After completing 

the actual experiment, participants were asked to complete a post-experiment 



80 

 

questionnaire that included questions on gender, age, and field of study. At the end, 

participants privately received their payoffs in cash and left the laboratory. 

We conducted the Cost Structure experiment at the University of Cologne 

(N=493), with 390 participants in the observed treatment and 103 in the non-observed 

treatment. Participants played only our game in the experimental session. We displayed 

instructions on the computer screen, and the participants were allowed to ask questions 

privately. Then, depending on the treatment, participants either received the envelopes 

with numbers in it or were asked to click on one of the boxes on the computer screen 

and reveal the number. In the next stage, participants reported the outcomes on a sheet of 

paper and filled out a post-experiment questionnaire that included questions on gender, 

age, field of study, and motives behind the decisions.  

Table 4.2 summarizes the experimental treatments and procedure.  

 

Table 4.2: Experimental summary 

Experiment Treatment name Description N 

 

 

 

“Incentives Size”  

(X=$1,$5, $20, 
$50) 

Cheating game 

 

Receive $X if report 5; $0 
otherwise.  

300 

Extended cheating 
game 

Tedious task before cheating 
game. Receive $X if report 5; $0 
otherwise 

300 

Mind game Receive $X if report yes; $0 
otherwise 

300 

Two-players mind 
game  

Receive $X if report yes, and 
other player receives $0; $0 
otherwise and other player 
receives $50 

300 

 

 
 

“Cost Structure” 

 

Observed game Numbers between 1 and 10 on the 
computer. Receive payment equal 
to the number reported in Euros 

390 

Non-observed game Numbers between 1 and 10 in an 
envelope. Receive payment equal 
to the number reported in Euros 

103 
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4.4 Hypotheses 

In the “Incentives Size” experiment, we are interested in the effect of the monetary 

incentives to lie on the fraction of participants who choose to do so.  In the cheating 

game, the monetary benefit from telling a lie is $1, $5, $20, or $50. The first hypothesis 

is based on a simple incentives effect: 

Hypothesis 1: Increasing incentives in the cheating game will increase lying. 

However, when the incentives are increased, the concern about being exposed is 

also increasing. The participant might experience concern about being exposed when 

lying, for example, from standard preferences regarding penalties. This concern may 

positively depend on the size of the monetary gain from lying. According to the social 

psychology literature, and in line with intuition, stakes are predicted to increase the fear 

of getting caught when lying (e.g., Ekman, 1985; Ekman, 1988; Vrij, 2008). If the 

concern about being exposed when lying is high enough, the incentive effect in the 

cheating game might even be negative.  

By contrast, in the mind game, participants know their lie will not be exposed. 

This reduction in the concern about being exposed suggests two hypotheses. First, with 

respect to the overall lying, participants will lie more in the mind game than in the 

cheating game, because the concern element disappears: 

Hypothesis 2: Participants lie more in the mind game than in the cheating game.  

Second, because the concern about being exposed is eliminated, we also 

anticipate a stronger effect of incentives:  

Hypothesis 3: Increasing incentives in the mind game will increase lying. 

For all the hypotheses stated above, we need to assume the magnitude of the 

intrinsic lying cost is increasing more slowly than the magnitude of the incentive for 

lying; otherwise, we would not expect a positive incentive effect. In the “Cost Structure” 

experiment, we test for the functional form of the lying cost, which in turn also tests the 

assumption we made while formulating Hypotheses 1-3. We test two opposing 

hypotheses: 
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Hypothesis 4a: Fixed cost of lying: If participants lie, they do so to the full 

extent. 

Hypothesis 4b: Convex cost of lying: If participants lie, they do not lie to the 

full extent.  

If we find that in the observed game, the majority of participants report the 

payoff-maximizing outcome of 10, such a finding supports the fixed-cost-of-lying 

hypothesis. If, by contrast, participants overreport the actual outcomes only by a bit, 

such a finding will support the convex-cost-of-lying explanation.  

People could be lying not to the full extent for two reasons. First, they might 

have a convex cost of lying—small lies hurt the self-image less than big lies (signaling 

to self). Second, they might not want to appear as liars (signaling to others). In the 

observed game, appearing honest is not possible if the participant lies but reports a 

number lower than 10, because the experimenter can verify the actual outcome. In the 

non-observed game, the experimenter does not know what the actual state was; 

therefore, the participant can signal she is not a liar, by reporting a number that is higher 

than the number she observed but lower than 10. In the non-observed game, a participant 

who cares enough about her social image might report a number that is higher than the 

number she observed but lower than 10. As a consequence, we expect to find more 

partial lying in the non-observed game than observed game: 

Hypothesis 5: More partial lying occurs in the non-observed than in the 

observed game.  

 

4.5 Results 

In what follows, we first examine the incentive effects on lying in the cheating and mind 

games and show the results are robust to treatment variations, such as adding the second 

player or letting participants work first on a tedious task without payment. We then 

report the results from the “Cost Structure” experiment, in which we take a closer look 

at the lying cost structure and identify the functional form of the lying cost.  
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4.5.1 Reaction to incentives in cheating and mind games 

The left bars of Figure 4.1 display the fraction of participants who reported a die 

outcome of 5 in the cheating game. When the incentive is $1, 25% of participants claim 

to have rolled a 5. Slightly more participants report a 5 when the incentive is $5 or $20, 

with 29% and 33% of positive reports, respectively. When the incentive is increased to 

$50, the reporting of a 5 declines and amounts to 23%. The pairwise between-treatments 

differences are not significant in a Fisher test (p>0.1, two-sided). The overall trend is 

also not significant—when testing for an order (both ascending or descending) in the 

four-incentives conditions, we find no effect of stakes on the fraction of lies (p>0.1, 

Jonckheere-Terpstra). 

 

Figure 4.1: Lying in the cheating and mind games 

 

Notes: The left columns represent levels of cheating (above the expected 16.7%) in the cheating game by 

incentives. The right columns represent these numbers for the mind game.  

 

The expected number of participants who rolled a 5 is 16.67%; hence, in 

expectation, any value above it is based on lies. We run a binomial test and find 

participants lie significantly for $1, $5, and $20 with p=0.061, p=0.008, and p<0.001, 
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respectively. In the $50 treatment, lying becomes insignificant, with p=0.164. This result 

is in line with the concern about being exposed increasing with incentives, such that 

participants do not lie when the stakes are increased by a factor of 50.  

With respect to the control treatment, we find that in the cheating game with a 

tedious task beforehand, 32% of participants report a 5 when the incentive is $1, $5, and 

$20, and 29% report a 5 for $50. As in the main cheating game, the pairwise between-

treatments differences are not significant in a Fisher test (p>0.1).  When testing for an 

ascending order in a Jonckheere-Terpstra test, we find no significant effect of stakes on 

the fraction of lies (p>0.1). Finally, we compare the theoretical distribution with reported 

outcomes and find lying is significant for each size of the incentive in a binomial test on 

a 1% level.  

We run a Probit regression to check for the robustness of the incentive effects in 

the cheating games (Table 4.3 lists the results). In the regression, we also include the 

dummy Real-effort stage to control whether lying is affected in the control cheating 

game. As can be seen from the first model (columns 1 and 1m), we find the same results 

in the regression as in the non-parametric tests. The insignificant coefficients of the $5, 

$20 and $50 dummies in the model show that in the cheating game the size of incentives 

has no effect on lying. The regression also shows lying in the cheating game does not 

change if we introduce the real-effort stage. From the insignificant coefficient of Real-

effort stage (see column 1) follows that participants do not lie more when they have to 

work on a tedious task before the cheating game. 

Based on this regression result, and the fact that all pairwise non-parametric 

comparisons between the original cheating game and the cheating game with the real-

effort stage are also not significant (p>0.1, Fisher test), we pool the data from the main 

cheating game and the cheating game with the real-effort stage and use it as the 

cheating-games data in the following analysis; to be conservative, we also report the 

analysis of the separate treatments in the text. The above analysis reveals our data reject 

Hypothesis 1. In particular, we find the following:  

Result 1. Increasing incentives in the cheating game does not increase lying. 
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Table 4.3: Probit regression models for cheating and mind games 

  (1) (1m) (2) (2m) 

Dependent variable Lying Lying Lying Lying 

Type of the game Cheating Cheating Mind Mind 

Model Probit Probit(ME) Probit Probit(ME) 

$5 0.049 0.017 0.250* 0.098* 

 
[0.153] [0.053] [0.149] [0.059] 

$20 0.124 0.043 0.421*** 0.165*** 

 
[0.153] [0.054] [0.148] [0.058] 

$50 -0.072 -0.025 0.519*** 0.203*** 

 
[0.156] [0.053] [0.148] [0.058] 

Real-effort stage 0.145 0.050 

  

 

[0.110] [0.038] 

  Second player 

  

-0.079 -0.031 

   

[0.105] [0.041] 

Male  0.288*** 0.099*** 0.152 0.059 

 

[0.111] [0.038] [0.105] [0.040] 

Constant -0.786*** 
 

-0.580*** 
 

 

[0.140] 
 

[0.134] 
 

Observations 599 599 599 599 

Pseudo R-squared 0.013 0.013 0.020 0.020 

Notes: The models are Probit specifications with the fraction of positive reports (“5” or “Yes”) as the 
dependent variable. Robust standard errors are clustered on the level of the subject. Columns 1m and 2m 
report marginal effects from Probit models. *, ** and *** denote significance at the 10%, 5% and1% 
level, respectively. $5, $20, $50, Male, Real-effort stage, and Second player are dichotomous variables 
equal to 1 if the participant is in the $5 treatment, $20 treatment, $50 treatment, the participant is male, the 
participant worked on a real-effort task, and we introduced a second player, respectively. The reference 
group in Model 1 consists of participants in the cheating game. The reference group in Models 2 consists 
of participants in the mind game. 

 

Moving from the cheating game to the mind game, we conjectured two effects: 

first, overall lying will increase; second, the fraction of participants who lie will depend 

positively on incentives.   

The right bars in Figure 4.1 present the results from the mind game in terms of 

the fraction of participants who reported the number they thought of was the same 

number they rolled afterward (reporting “Yes”). With respect to the first conjecture, we 

indeed observe that more participants lie in the mind game than in the cheating game. In 
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the mind game, 32%, 47%, 41%, and 49% of participants report a positive outcome for 

$1, $5, $20, and $50, respectively, whereas in the cheating games, the positive reporting 

rate varied between only 23% and 33%. When we compare the fractions of positive 

reports in the pooled cheating-game data and the mind game, we observe that for each 

size of the stake, participants lie more in the mind game than in the cheating game, and 

for stakes of $5 and $50, the between-treatments difference is significant in a Fisher test, 

with p=0.027 and 0.001, respectively. Other pairwise comparisons are not significant 

(p>0.1).  

In particular, when comparing the lying in the cheating game (not pooled) with 

the mind game, all the effects hold – participants lie more in the mind game than in the 

cheating game, and for the stakes of $5 and $50, the between-treatments difference is 

significant in a Fisher test with p=0.043 and 0.001, respectively. Other pairwise 

comparisons are not significant (p>0.1). In addition, in the mind game, lying is 

significant for each size of the incentive in a binomial test (p<0.001).  

In the two-player mind game, participants also lie more than in the cheating 

games. Here, 28% of participants report “Yes“ for $1, 29% do so for $5, and the fraction 

of positive reports amounts to 49% for both $20 and $50. In this game, lying is 

significant in a binomial test for each size of the stakes on the 1% level. When we 

compare the lying in the two-player mind game with lying in the pooled-cheating game, 

we find the fractions of positive reports are higher in the two-player mind game, when 

the stakes are $20 and $50, with p=0.020 and p=0.001 (Fisher test), respectively, and are 

not different for $1 and $5. When comparing the lying in the cheating game (not pooled) 

with the two-player mind game, all effects hold. We find the fractions of positive reports 

are higher in the two-player mind game than in the cheating game, when the stakes are 

$20 and $50, with p=0.068 and p=0.001 (Fisher test), respectively, and are not different 

for $1 and $5 (p>0.1).  

We run a Probit regression to find further support for lying being higher in mind 

games than cheating games. Table 4.4 reports the regression results. We include the 

dummy Mind game to measure whether participants lie more in the mind game. As can 

be seen from column 1m, the marginal effect of dummy Mind game is positive, 
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significant, and large in size. The marginal effect of 0.147 means that, on average, 

participants lie 14.7 percentage points more in the mind game than in the cheating game. 

That is, making the environment safe such that there is no possibility of being caught 

when lying makes participants lie significantly more. The above analysis reveals our 

data do not reject Hypothesis 2. In particular, we find the following: 

Result 2. A larger fraction of participants lie in the mind game than in the 

cheating game.  

Table 4.4: Probit regression model for overall lying 

  (1) (1m) 

Dependent variable Lying Lying 

Model Probit Probit(ME) 

Mind game 0.401*** 0.147*** 

 

[0.107] [0.039] 

$5 0.159 0.060 

 

[0.108] [0.041] 

$20 0.278*** 0.105*** 

 

[0.107] [0.041] 

$50 0.238** 0.090** 

 

[0.107] [0.041] 

Real-effort stage 0.137 0.051 

 

[0.109] [0.041] 

Second player -0.072 -0.026 

 

[0.104] [0.038] 

Male  0.218*** 0.080*** 

 

[0.076] [0.028] 

Constant -0.889*** 
 

 

[0.114] 
 

Observations 1198 1198 

Pseudo R-squared 0.022 0.022 

Notes: The model is a Probit specification with the fraction of positive reports as the dependent variable. 
Robust standard errors are clustered on the level of the subject. Column 1m reports marginal effects from 
the Probit model. *, ** and *** denote significance at the 10%, 5% and 1% level, respectively. $5, $20, 
$50, Male, Real effort stage, Second player, and Mind game are dichotomous variables equal to 1 if the 
participant is in the $5 treatment, $20 treatment, $50 treatment, the participant is male, the participant 
worked on a real-effort task, we introduced a second player, and the participant played the mind game, 
respectively. The reference group consists of participants in the cheating games. 
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In the regression models, we also control for gender effects. We use regression 

models in Table 4.3 to measure these gender effects. We find men lie significantly more 

in the cheating game—the marginal effect of Male is significant, positive, and large (see 

column 1m, Table 4.3). The marginal effect of 0.099 means that, on average, men lie 9.9 

percentage points more than women. This gender effect, however, disappears when we 

move to the mind game—the insignificant marginal effect of Male in column 2m (Table 

4.3) shows men do not lie more than women in the mind game.49  

The result that women and men lie to the same degree in the mind game, but that 

in the cheating game, women lie less is in line with the gender differences found in the 

risk-aversion literature, where women are shown to be more risk averse (e.g., see 

Charness and Gneezy, 2012). In the cheating game, the risk of getting caught keeps 

women from lying, whereas the risk affects men to a lower extent. As soon as this risk is 

eliminated, women and men lie to the same degree. 

After we show that a larger fraction of participants lie in the mind game than in 

the cheating game, the second conjecture we have with respect to the mind games is that 

lying will increase with incentives in the mind game; the data support this conjecture. In 

the mind game, when the gain from reporting “Yes” is $1, 32% of participants report it. 

This fraction increases to 47% ($5), 41% ($20), and 49% ($50). The pairwise between-

treatments comparisons show a marginally significant difference between lying for $1 

and $5 and a significant difference between $1 and $50, with p=0.094 and p=0.046, 

respectively. Other pairwise comparisons are not significant (p>0.1). When we test for 

an ascending order in a Jonckheere-Terpstra test over the four conditions, we find a 

significant increasing effect of stakes on the fraction of lies, with p=0.034. That is, 

participants lie more when the stakes are raised in the mind game.  

                                                           
49 In general, gender differences in lying are still relatively unexplored. Dreber and Johannesson (2008) 
find that in situations where the sender can benefit at the expenses of the receiver by lying (“selfish black 
lies”), men are more likely to lie than women. Erat and Gneezy (2012) replicated this result, but found that 
in situations when the sender loses but the receiver gains in the case of a lie, women were more likely to 
lie. Conrads and Lotz (2015) find that women are more responsive to changes in communication channels 
(see Croson and Gneezy, 2009). Muehlheusser et al (2015) used a similar die-rolling paradigm as in 
Fischbacher and Föllmi-Heusi (2013), dividing participants up into groups of two. They find no gender 
differences in cheating, but more cheating in male groups and mixed groups than in female groups. 
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In the two-player mind game, lying also increases with stakes. The fraction of 

participants reporting “Yes” goes from 28% and 29% for $1 and $5, respectively, up to 

49% in the $20 and $50 conditions. The pairwise between-treatments comparisons show 

a significant difference between lying for $1 and $20, $1 and $50, $5 and $20, and $5 

and $50, with p=0.012, p=0.012, p=0.019, and p=0.019, respectively; other pairwise 

comparisons are not significant (p>0.1). When we test for an ascending order in a 

Jonckheere-Terpstra test, we find a highly significant effect of stakes on the fraction of 

lies, with p<0.001. 

In the robustness checks using a Probit regression (see Table 4.3), as can be seen 

from Model 2 (columns 2 and 2m), we find a significant incentives effect in the mind 

games. The marginal effects of $5, $20 and $50 dummies are significant and increasing 

with the size of the incentive (column 2m). The regression model also shows lying in the 

mind game does not change if we introduce the second player. From the insignificant 

coefficients of Second player (see columns 2 and 2m) follows that introducing the 

second player, and therewith social preferences, does not change participants’ lying 

behavior. Using pairwise non-parametric comparisons between the original mind game 

and the two-player mind game, we find between-treatments differences are not 

significant for $1, $20, and $50 (p>0.1, Fisher test), but the difference is significant for 

$5, with p=0.043. Based on the insignificant Second player coefficient in the regressions 

and most of the non-parametric test results being insignificant, we pool the data from 

both mind games for our tests, as well as report the non-pooled data tests.  

Figure 4.2 presents the pooled results for the cheating games and mind games. 

Figure 2 shows a clear large incentive effect on lying in the mind games but not in the 

cheating games. The non-parametric tests results from the pooled data, which are the 

same as in the separate data analyses, support this effect. In particular, a highly 

significant positive incentives effect on lying exists in the mind games (p<0.001), 

whereas no such effect exists in the cheating games (p=0.719, Jonckheere Terpstra).  
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Figure 4.2: Lying in the cheating and mind-games groups 

 

Notes: The lines represent levels of cheating (above the expected 16.7%) in the cheating and mind games 

by incentives.  

 

The above analysis reveals that our data do not reject Hypothesis 3. In particular, 

we find the following: 

Result 3. Increasing incentives in the mind game increases lying. 

 

4.5.2 The functional form of lying cost 

We now turn to the results of the “Cost Structure” experiment. Figure 4.3 illustrates the 

results from the observed game. The figure shows the distributions of actual and 

reported numbers on the aggregate level and is the first indicator that the reported 

numbers are higher than the actual numbers in the observed game.  

Because, differently from the previous literature, we observe the actual outcomes 

in this game, we can measure lying on the individual level. To do so, we compare the 

distribution of actual outcomes with the distribution of reported numbers in a Wilcoxon 

Matched-Pairs Signed-Ranks test. We find the reported numbers are significantly higher 
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than the actual outcomes, with p<0.001. Overall, 26% (103 out of 390) of participants 

report incorrect numbers. They lie by over-reporting the numbers; none of the 

participants underreport the actual outcome.  

 

Figure 4.3: Distribution of reported numbers in the observed and non-observed games 

 

 

 

 

 

 

 

 (a)                       (b) 

Note: Figure 4.3a represents the distribution of reported and actual numbers in the observed game, and 
Figure 4.3b represents the distribution of reported numbers in the non-observed game. The thick dark bars 
show the reported numbers, whereas the thin light gray bars show the actual numbers. The dashed lines 
show the theoretical distribution of the outcomes; note that in previous experiments (including those in the 
first set of treatments above and the non-observed game), the theoretical prediction was used for the 
testing of hypotheses.  

 

From Figure 4.4, we can see the lower the actual outcome is, the more likely 

participants are to lie. For example, only 5% of participants who observed a 9 overreport 

their number, whereas 47% of the participants who observed a 1 did. A Jonckheere 

Terpstra test indicates lying is significantly descending when the actual outcome 

increases (p<0.001). A Spearman correlation supports the result that lying is higher for 

low outcomes, with a Spearman’s rho of -0.318 and p<0.001.   
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Figure 4.4: Fraction of lying conditional on the actual outcome 

 

Note that in the observed game, the incentive to lie is between 0 and 9 Euros 

(reporting 10 when seeing 1). Thus, the situation is comparable to the low-stakes domain 

in the cheating game above, where the concern about being exposed is relatively low. 

The data are consistent with participants comparing the benefit of the lie with the cost of 

the lie. The higher the difference between the actual outcome and 10, the higher fraction 

of participants lie, showing incentives matter in the observed game.  

Next, we test the extent to which participants lie. Figure 4.5 displays the average 

numbers reported for participants who lie, as a function of the actual outcome. We find 

that for each actual number, participants report high outcomes, with the average varying 

between 8.94 and 10 and the overall average of 9.32. Importantly, and in contrast to the 

convex-cost-of-lying hypothesis, the number that those who lie reported does not depend 

on the actual outcome (Spearman’s rho=0.052, p>0.1). That is, participants do not lie by 

a bit and increase their actual outcome by an increment: 68% of the participants who lie 

report the maximal possible outcome of 10. Figures 4.6 and 4.7 present the distribution 

of reported numbers.  
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Figure 4.5: Average numbers reported by participants who lie 

 

Note: Error bars are standard errors of the mean. 

 

Figure 4.6: Distribution of numbers reported by participants who lie 
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Figure 4.7: Distribution of numbers reported by participants who lie, for each actual 
outcome 

 

Notes: Figure 4.7 represents the distribution of reported numbers conditional on lying for each actual 
outcome separately. The number on the top of the cell stands for the actual outcome, and the numbers on 
the x-axis, for the reported numbers.  

 

The above findings show the hypothesis that participants lie by a little bit, which 

is argued widely in the literature, is rejected in our experiment. The evidence from our 

experiment is in line with the fixed cost of lying—most of the participants who lie do so 

to the fullest extent. Therefore, the level of lying is not correlated with the actual 

outcome. The above analysis reveals our data do not reject Hypothesis 4a but do reject 

Hypothesis 4b. In particular, we find the following:  

Result 4. A convex cost of lying is rejected; the results are consistent with a 

fixed cost of lying. 

 

With respect to the gender effects, we find men report significantly higher 

numbers than women, with an average reported number of 6.71 for women and 7.40 for 

men (p=0.037, MWU). When comparing the actual outcomes with the reported numbers, 
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we find 23% of the numbers that women report are lies, whereas the fraction of lies for 

men is 31%. The difference is marginally significant in a Fisher test, with p=0.085. The 

result that men lie more than women in the observed game is in line with the result 

found in the cheating game.  

 

4.5.3 Trying to appear honest 

We now compare the behavior of participants in the observed game with that of 

participants in the treatment in which we cannot observe the actual outcome. In the non-

observed game, participants who lie may choose to hide behind high but not maximal 

numbers. A reason to do so is to signal to the experimenter that they do not lie. Figure 

4.3b presents the distribution of reported outcomes in the non-observed game. As the 

figure shows, participants report higher numbers than in the theoretical distribution; a 

Kolmogorov Smirnov test confirms participants lie significantly in the non-observed 

game (p<0.001). In addition, overall lying is higher in the non-observed game than in the 

observed game (p=0.016, MWU).  

The figure also shows that in the non-observed game, a substantial fraction of 

participants report a 9, which we do not find in the observed game. Whereas only 14 % 

report a 9 in the observed game and do not deviate significantly from the actual fraction 

who observed a 9 (p=0.106, binomial test), 22 % report a 9 in the non-observed game, 

which is significantly more than the theoretical prediction (p<0.001). Moreover, the 

difference in reporting a 9 is significant between the games, with p=0.033 (Fisher test). 

That is, some participants report a high but not the maximal outcome, which confirms 

the signaling-to-others hypothesis—some participants try to appear not to be liars when 

lying. As a result, we observe more partial lying in the non-observed game, in which 

such signaling is possible. The above analysis reveals our data do not reject Hypothesis 

5. In particular, we find the following:  

Result 5. A higher fraction of participants lies partially in the non-observed 

game than in the observed game.    
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 Finally, in line with the results from the cheating game and the observed game, 

men lie significantly more than women in the non-observed game. The average number 

that women report is 7.26; for men, it is 8.41 (p=0.046, MWU).  

 

4.6 Conclusion 

Although the economics literature has extensively studied lying, many questions 

regarding individual lying behavior remain unanswered, in particular the structure of the 

intrinsic cost of lying. For example, the evidence reported in the literature shows people 

do not cheat more when the incentives to do so are increased. This evidence suggest that 

people have either zero lying costs and will always lie when doing so benefits them, or 

those with infinite costs who will never lie. When we asked people in the audience 

during a seminar about their type, only one out of 130 people did not self-identify as a 

third type: someone who has a finite lying cost and would lie if the benefit outweighs the 

cost.  

In this paper, we show that when we modify the standard cheating game to 

reduce the concern about being exposed as a liar, participants do react to the incentives 

to lie. This observation indicates that the finding in the literature regarding an intrinsic 

lying cost picked up a different element in the utility of the participant: incentives did 

not affect lying, because increasing the incentives to lie also increased the participant’s 

concern about being exposed, and the effect was not due to the structure of the intrinsic 

cost of lying. Whereas our results show that incentives increase cheating in the mind 

game, they also show this effect is limited, because at least half of our participants chose 

not to lie. The large fraction of people who did not lie could be caused by our incentives 

not being large enough, by an additional concern that we did not identify, or because 

many people are just not willing to lie for money.  

After showing that incentives affect lying, we turn to studying the structure of 

this intrinsic lying cost. The evidence in the “Cost Structure” experiment indicates again 

a significant incentives effect. The evidence also supports the hypothesis regarding a 

fixed lying cost, rejecting the hypothesis regarding a convex cost. We find that if people 

lie, they do so to the full extent, whereas partial lying is infrequent and significant only 
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when one can signal to others by reporting a non-maximal outcome. Figure 4.8 offers a 

simple demonstration of the lying decision with a fixed lying cost.   

 

Figure 4.8: Demonstration of choices under a fixed lying cost 

 

As Figure 4.8 illustrates, the decision maker is doing a simple cost-benefit 

calculation. When the benefit of the lie is larger than the cost of lying, she will lie to the 

full extent; otherwise, she will tell the truth. In our experiment, whenever the difference 

(10 minus the actual number) is larger than the intrinsic cost of lying Ci, the participant 

will lie and say 10. Otherwise, she will say the actual number.  

Together, the results show that ethical behavior associated with the intrinsic cost 

of lying follows standard economic reasoning in our experiments. When the benefit from 

lying increases without increasing the concern of being exposed, more people choose to 

lie, and once a person chooses to violate the norm of not lying, she does so to the full 

extent.  

These findings have important implications for constructing policies to reduce 

cheating. When the interaction is closer to the cheating game one, in which peoples’ 

concern regarding being exposed increases with incentives, it might be better to make 

the incentives associated with the decision to cheat high. On the other hand, when the 

interaction is closer to the mind game one, in which people are less concerned about the 

chance of being exposed, it might make sense to reduce the incentives to cheat. 

Consider, for example, tests in schools. The policy maker can decide whether to give the 
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students one large exam on the topic, or few smaller ones. A large exam will increase 

the incentive to cheat but might also decrease the chance of cheating if it sufficiently 

increases the students’ concern about being detected. But if the concern of being 

detected is not increased enough, while the incentives to cheat are increased, then the 

students might be more likely to cheat. Hence, if the perceived chance of being exposed 

is high enough and increases with incentives, our results suggest that the policy maker 

will reduce cheating by administer one very important exam. However, if the perceived 

chance of being exposed is not high, then the policy maker will be better off designing a 

few less important tests instead of one. 

Another policy implication that could be tested in future research relates to 

detecting cheating. The result showing that our participants are best characterized by 

fixed cost of lying implies that it is more likely to find cheaters close to the maximum 

level they can report. When the actions themselves are verifiable by the audit 

technology, as in our observed game, most of the cheating occurs at the maximum. 

When the audit technology is less precise, our results (as well as the findings in the 

literature) suggest that much of the cheating is done at levels that are slightly below the 

maximum. These findings can help in detecting cheating when the detection technology 

is costly. Of course, one will have to take cheaters’ strategic consideration into account 

in such games.  

 

4.7 Appendix: Experimental Instructions 

The instructions for the cheating and mind games include only the treatments with a $1 

incentive. The instructions for the observed and non-observed games are translated from 

German.  

 

Cheating game 

Thank you for taking part in our experiment. This experiment is part of a study we are 

conducting, and your help is highly appreciated.  
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We have given you a die, and ask you to roll it in private after you read the 

instructions.  

We will then ask you to write at the bottom of this form the number that you 

rolled. Your payment will be $0 if you write “1”, “2”, “3”, “4,” or “6,” and it will be $1 

if you write “5.” That is, if you write “5,” you will be paid $1; if you write a different 

number, you will not be paid. The payoffs are as follows: 

 

After you have rolled the die, please write down the number you rolled. Then 

come to the other room of the lab to fill out a post-questionnaire and receive your 

payment. Please bring this form with you.  

Do you have any questions? 

Please roll the die in private now and report the number that came up: _____ 

Thank you for participating! 

 

Cheating game with a real-effort stage 

Part 1 

Thank you for taking part in our experiment. This experiment is part of a study we are 

conducting, and your help is highly appreciated. This experiment consists of two parts. 

After you have finished the first part, you will receive the instructions for the second 

part.  

Part 1: We gave you a packet with 200 copies of questionnaire forms. 

Participants in a previous experiment filled out these questionnaires. Your task is to 

copy the data into the excel sheet on your computer screen.  

Number thrown 1 2 3 4 5 6 

Payoff $0 $0 $0 $0 $1 $0 
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 First, please write down your participant number on the upper left side. Also, 

please write down what time you started working on the task and what time you finish. 

We ask you to work on the task for 15 minutes.  

 We ask you to fill in six columns: “participant number,” “gender,” “ethnicity,” 

“age,” “field of study,” and “year.” If you cannot read a questionnaire form, please just 

continue to the next one.  

 At the end of the 15 minutes, please raise your hand and a research assistant 

will come over to you to save the excel file and give you the instructions for the second 

part of the experiment.  

Do you have any questions? 

Thank you! 

 

Part 2 

These are the instructions for the second part of the experiment.  

We have given you a die, and ask you to roll it in private after you read the 

instructions.  

We will then ask you to write at the bottom of this form the number that you 

rolled. Your payment will be $0 if you write “1”, “2”, “3”, “4,” or “6,” and it will be $1 

if you will write “5.” That is, if you write “5,” you will be paid $1; if you write a 

different number, you will not be paid. The payoffs are as follows: 

 

After you have rolled the die, please write down the number you rolled. Then 

come to the other room of the lab to fill out a post-questionnaire and receive your 

payment. Please bring this form with you.  

Do you have any questions? 

Number thrown 1 2 3 4 5 6 

Payoff $0 $0 $0 $0 $1 $0 
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Please roll the die in private now and report the number that came up: _____ 

Thank you for participating! 

 

Mind game 

Thank you for taking part in our experiment. This experiment is part of a study we are 

conducting, and your help is highly appreciated.  

We have given you a die, and ask you to roll it in private after you read the 

instructions.  

Now think of a number from 1 to 6 and remember it. Then, at the bottom of this 

form, please write the number that you rolled at the bottom of this form.  

If the number you rolled is the number you thought of, please mark “Yes” at the 

bottom of the form, and your payment will be $1. If the number you rolled is not the 

number you thought of, please mark “No” at the bottom of the form, and your payment 

will be $0.  

After rolling the die, writing down the number you rolled, and marking “Yes” or 

“No,” please come to the other room of the lab to fill out a post-questionnaire and 

receive your payment. Please bring this form with you.  

Do you have any questions? 

Please roll the die in private now and report the number that came up: _____ 

Please indicate whether the number you rolled is the number that you thought of:  

□  Yes  

□ No 

Thank you for participating! 
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Two-player mind game 

Thank you for taking part in our experiment. This experiment is part of a study we are 

conducting, and your help is highly appreciated. In the experiment, you will be matched 

with another participant.  

We have given you a die, and ask you to roll it in private after you read the 

instructions.  

We ask you now to think of a number from 1 to 6 and remember it. Then, at the 

bottom of this form, please write the number you rolled.  

If the number you rolled is the number you thought of, please mark “Yes” at the 

bottom of the form. Your payment will be $1, and the person you are matched with will 

be paid $0. If the number you rolled is not the number you thought of, please mark “No” 

at the bottom of the form. Your payoff will be $0, and the person you are matched with 

will be paid $1.  

After rolling the die, writing down the number you rolled, and marking “Yes” or 

“No,” please come to the other room of the lab to fill out a post-questionnaire and 

receive your payment. Please bring this form with you.  

Do you have any questions? 

Please roll the die in private now and report the number that came up: _____ 

Please indicate whether the number you rolled is the number that you thought 

about:  

□  Yes  

□ No  

Thank you for participating! 

 

 

 

 



103 

 

Observed game 

/Screen 1/ 

Welcome to our experiment. Please read the instructions carefully. If you have a 

question, please raise your hand and we will come over to you. Please do not 

communicate with other participants during the experiment. 

Every participant will receive 2.50 Euros for attending, which will be paid out 

independently of the decisions made in the experiment. 

Furthermore, you will be able to earn additional money. At the end of the 

experiment, you will receive the income that you earned over the course of the 

experiment, plus the 2.50 Euros for attending, in cash. 

Your decisions are private, and no other participant will know about them.  

 

/Screen 2/ 

On the next screen, you will see 10 boxes with numbers hidden behind them. The 

numbers in the boxes are 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10, and they are placed in a random 

order. We will ask you to click on one box.  

Once you click on the box, you will see a number that we ask you to remember 

and later report to us. 

The number you report determines how much money you will be paid. You will 

be paid the equivalent in Euros to the number you report. In other words, if you write 

“1,” you will receive 1€. If you write “2,” you will receive 2€; if you write “3,” you will 

receive 3€, and so on.  

If you have any questions, please raise your hand and we will come to you! 

 

/Screen 3/ 

Please click on one of the boxes: _____ 

Please remember the number you saw.  
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/Screen 4/ 

On a sheet of paper we will give you soon, please report the number that you saw. Please 

also write down your cubical number on that sheet.  

We will collect the sheets of paper from every participant, as soon as everybody 

is done, and will prepare the payments.   

 

/On paper/ 

Please report the number that you saw: _____ 

Your cubical number: ______ 

 

Non-observed game 

/Screen 1/ 

Welcome to our experiment. Please read the instructions carefully. If you have a 

question, please raise your hand and we will come over to you. Please do not 

communicate with other participants during the experiment. 

Every participant will receive 2.50 Euros for attending, which will be paid out 

independently of the decisions made in the experiment. 

Furthermore, you will be able to earn additional money. At the end of the 

experiment, you will receive the income that you earned over the course of the 

experiment, plus the 2.50 Euros for attending, in cash. 

Your decisions are private and no other participant will know about them.  

 

/Screen 2/ 

We will give you an envelope with 10 pieces of paper in it. The numbers on the paper 

pieces are 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10, and they are placed in a random order. We will 

ask you to take out one piece of paper and later to put it back in the envelope.  
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Once you pull a piece of paper out of the envelope, you will see a number that 

we ask you to remember and later report to us. 

The number you report determines how much money you will be paid. You will 

be paid the equivalent in Euros to the number you report. In other words, if you write 

“1,” you will receive 1€. If you write “2,” you will receive 2€; if you write “3,” you will 

receive 3€, and so on.  

If you have any questions, please raise your hand and we will come to you! 

 

/Screen 3/ 

Please take one number out of the envelope.  

Please remember the number you saw.  

Please put the piece of paper back in the envelope.  

 

/Screen 4/ 

On a sheet of paper we will give you soon, please report the number that you saw. Please 

also write down your cubical number on that sheet.  

We will collect the sheets of paper from every participant, as soon as everybody 

is done, and will prepare the payments.   

 

/On paper/ 

Please report the number that you saw: _____ 

Your cubical number: ______ 
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