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Abstract

A four-dimensional variational data assimilation system for stratospheric trace
gas observations has been extended and evaluated to draw full advantage
from stratospheric remote sounding data and upper troposphere lower strato-
sphere (UTLS) in-situ aircraft measurements. The UTLS is the transition layer
between the stratosphere and the troposphere and is marked by strong spatial
and temporal variability of dynamic structures and distribution of trace gases.
Aircraft measurements, highly resolving the UTLS filamental structures, are of
most interest for local studies. Although, the satellite instruments are deliver-
ing an unprecedented wealth of observations of a number of stratospheric trace
gases with global coverage, they are scattered and have a limited resolution
in space or time. Combining these measurements and applying advanced data
assimilation techniques to compare benefits from satellite and air borne data,
and to analyse the chemical composition of the tropopause and lower strato-
sphere, was the issue of this work. For this purpose, a model grid refinement
and full revision of the chemical mechanism were performed. The resolution
of the horizontal grid points was increased from about 240 km to 150 km,
resulting in 23 042 grid points per model level. The vertical resolution was
increased with twelve additional layers, especially in the UTLS region. Hence,
the vertical separation between grid levels is now less than 1 km below 22 km
altitude. The chemistry module was extended and revised to better represent
chemical processes in the UTLS region. All reaction rates were updated ac-
cording to the recommendations of the NASA’s Jet Propulsion Laboratory. In
total, a number of 197 photolysis, gas phase, and heterogeneous reactions of
51 stratospheric trace gases is considered by the chemistry module now. The
meteorological fields are computed online by the global forecast model GME of
German Weather Service. A comprehensive set of case studies has been con-
ducted in order to test and evaluate the extended system. Retrievals of various
stratospheric trace gases derived from measurements of the Earth Observing
System Microwave Limb Sounder, as well as retrievals of aircraft measurements
have been assimilated. The analyses show a perfect performance with respect
to the assimilated ozone observations. For assimilation of water observations
in UTLS additional preconditioning issue is desirable. Comparison with inde-
pendent observations from satellite instruments and radiosondes demonstrates
a very good performance of the extended assimilation system.



Kurzzusammenfassung

Ein System zur Assimilation stratosphérischer Spurengasmessungen basierend
auf der vierdimensionalen variationellen Methode wurde erweitert und vali-
diert. Dies wurde durchgefithrt um die Vorteile stratosphérischer Fernerkun-
dungsdaten und in-situ Flugzeugmessungen in der oberen Troposphére und der
unteren Stratosphire (UTLS) zu vereinen. Die UTLS ist die Ubergangsschicht
zwischen der Stratosphére und der Troposphére und wird durch starke raum-
liche und zeitliche Variabilitdt der dynamischen Strukturen gekennzeichnet.
Flugzeugmessungen koénnen die filamentére Strukturen in der UTLS auflésen
und sind fiir lokale Studien von besonderem Interesse. Obwohl Satelliteninstru-
mente eine grofle Anzahl an Beobachtungen von Spurengasen in der gesamten
Stratosphére liefern, haben sie nur begrenzte Auflosung in Raum oder Zeit.
Dieser Beobachtungen zu kombinieren und erweiterte Datenassimilationstech-
niken anzuwenden, um die chemische Zusammensetzung der Tropopause und
der unteren Stratosphére zu analysieren, ist das Hauptziel dieser Arbeit. Zu
diesem Zweck wurde das Modellgitter verfeinert und der chemische Mechanis-
mus vollstédndig iiberarbeitet. Die horizontale Auflésung wurde von etwa 240
km auf 150 km erhoht und resultiert in 23 042 Gitterpunkten pro Modellebene.
Die vertikale Auflosung wurde um zusétzliche zwolf Schichten erhoht, insbe-
sondere in der UTLS Region. Die vertikale Ausdehnung einzelner Schichten ist
dadurch kleiner als 1 km unterhalb von 22 km Héhe. Das neue Chemiemodul
beriicksichtigt 197 Photolyse-, Gasphasen- und heterogene Reaktionen zwi-
schen 51 stratosphérischen Spurengasen. Die meteorologischen Felder werden
mit Hilfe des globalen Wettervorhersagemodells GME des Deutschen Wetter-
dienstes direkt erzeugt. Die Leistung des neu erweiterten vierdimensionalen
variationellen Datenassimilationsystems wurde mit Fallstudien validiert. Da-
zu wurden Spurengasprofile, abgeleitet aus Messungen des “Earth Observing
System Microwave Limb Sounder” sowie Beobachtungen von Flugzeugmessun-
gen wurden assimiliert. Die Analysen zeigen eine perfekte Ubereinstimmung
mit assimilierten Ozonbeobachtungen. Fiir die assimilation von Wasserbeob-
achtungen in der UTLS eine zusétzliche Prikonditionierung vorzuziehen. Der
Vergleich mit unabhéngigen Beobachtungen von Satelliteninstrumenten und
Radiosonden demonstriert eine sehr gute Leistung des erweiterten Assimilati-
onssystems.
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CHAPTER 1

Introduction

Chemical weather forecasting (CWF) - a new field of atmospheric modelling -
quickly developing and growing (Lawrence et al. [2005]). Many experimental
studies (Rosenfeld [2000]; Lohmann and Feichter [2005]; Ramanathan and Feng
[2009]) and numerical research simulations (Jacobson [2002]; Grell et al. [2004])
show that atmospheric processes (meteorological weather, including the precip-
itation, thunderstorms, radiation budget) depend on concentrations of chem-
ical components in the atmosphere. CWF is closely related to the numerical
weather prediction (NWP). The provision of all initial state conditions for
model is crucial, in order to obtain a skillful numerical forecast (Elbern et al.
[2000]). For this purpose, NWP uses sets of sparse and spatially scattered
weather observations to derive an objective analysis or data assimilation of
the atmospheric state on model grids (Daley [1993]). According to Talagrand
[1997], the term data assimilation means "using all the available information,
to determine as accurately as possible the state of the atmospheric (or oceanic)
flow. “ Thus, numerical model can promote valuable information to the analy-
sis process, as it contains the fundamental physical laws of the atmospheric
flow.

Stratospheric processes and their role in climate became more important for
understanding the earth system research in recent past. The discovery of the
ozone hole in the 1980s (Solomon [1988]) and its impact on human health
(McMichael and Woodruff [2005]) led to additional interest in studying the
interaction complexity between chemistry, radiation, and dynamics within the
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stratosphere. Further, the stratosphere holds the signature of anthropogenic
forcing through the processes related to ozone depletion and increased green-
house gas concentration (Dall’Amico et al. [2010]). In recent years, there has
been increasing evidence that the stratosphere can influence tropospheric cli-
mate from the tropopause down to the surface (Baldwin and Dunkerton [1999];
Thompson and Solomon [2002]).

Until the eighties only sparse observational data was available in stratosphere.
With the advent of space borne remote sounding devices, information about
stratospheric trace gases can be retrieved from emitted, scattered, or trans-
mitted radiation, which is recorded by these instruments. Presently, this in-
struments are delivering an unprecedented wealth of observations of a number
of stratospheric trace gases with global coverage. Among them is the Earth
Observing System (EOS) Microwave Limb Sounder (MLS), an instrument on
the NASA’s EOS Aura satellite, launched in July 2004 ( Waters et al. [2004]).
In March 2002 the European research satellite ENVISAT was launched into
a polar orbit carrying the Michelson Interferometer for Passive Atmospheric
Sounding (MIPAS) aboard (Fischer et al. [2008]). Since January 2005, MI-
PAS is providing measurements at a reduced spectral resolution (von Clarmann
et al. [2009]). On board of the Upper Atmosphere Research Satellite (UARS)
the Halogen Occultation Experiment (HALOE) was providing a long term re-
cords of important stratospheric constituents in period from October 1991 to
November 2005 (Nazaryan et al. [2005]).

The Upper Troposphere Lower Stratosphere (UTLS) is the transition layer
between the stratosphere and the troposphere and is important for the trace
gas exchange (Holton et al. [1995]). The UTLS area is marked by a strong
spatial and temporal variability of the dynamic structures, often organized
as filaments (Mahlman [1997]). This variability is controlled by transport
and chemical transformation processes of trace gas distribution in this region
(Riese et al. [2012]). In particular the modeling of water vapor in the UTLS is
problematic, due to extremely strong gradient of the water vapor concentration
there (Dee and Da Silva [2003]). Despite all, UTLS region is still sparsely
covered by in situ measurements and not well resolved by satellite observations
(Randel and Jensen [2013]).

The Cryogenic Infrared Spectrometers and Telescope for the Atmosphere -New
Frontiers (CRISTA-NF) is an instrument developed in cooperation by Institute
of Energy and Climate Research - Stratosphere, Research Centre Julich (IEK-
7) and University of Wuppertal. It is based on the satellite instrument CRISTA
developed for studies of small-scale structures in atmospheric trace gas distri-
butions. CRISTA participated in two Space Shuttle flights in November 1994
and August 1997 (Offermann et al. [1999]). Later, the center telescope of



CRISTA was adapted for use in the high-flying Russian research aircraft M55
Geophysica (Stefanutti et al. [1999]) and was termed CRISTA-NF (Schroeder
et al. [2009]). Whereas the satellite observations are scattered and have a lim-
ited resolution in space or time, the aircraft measurements, highly resolving
and well suited for UTLS filamental structures, are of most interest for local
studies. Two measurement campaigns, with CRISTA-NF on board of Mb55
Geophysica, took place within the remote sensing experiments: SCOUT-03
and SCOUT-AMMA, over the periods November-December 2005 and July-
August 2006 (Hoffmann et al. [2009]; Weigel et al. [2010]; Cairo et al. [2010]).
SCOUT-03 was a measurement campaign in Darwin to study the transport
of trace gases with high spatial resolution through the Tropical Tropopause
Layer (TTL) (Hoffmann et al. [2009]). SCOUT-AMMA was a measurement
campaign in west Africa with main objective to better document specific dy-
namical and chemical processes and weather systems at various key stages of
the monsoon season in TTL (Janicot et al. [2008]).

The state of the art aircraft instrument is the Gimballed Limb Observer for
Radiance Imaging of the Atmosphere (GLORIA) (Riese et al. [2014]). While
CRISTA-NF looks from the starboard side of the aircraft in a limb view-
ing mode, GLORIA is designed to provide information by two- and three-
dimensional observations with higher spatial resolution.

The observations, by nature, are scattered in space and time, while most ap-
plications require spatially and temporally uniform and consistent fields of
atmospheric constituents. Among these applications are operational weather
forecasting (Geer et al. [2006]), ozone forecasting (Eskes et al. [2004]), process
studies (Hoffmann and Riese [2004]), and initialization of climate models. Ap-
plying the advanced data assimilation techniques (Kalnay [2003]), draws full
advantage from stratospheric remote sounding data and UTLS in situ meas-
urements.

The constituent data assimilation is less mature than meteorological data as-
similation (Lahoz and Errera [2010]). Similar to NWP, stratospheric CWF is
primarily an initial value problem, although the sources and sinks of chemical
constituents have to be considered. Chemical equation systems are stiff, as a
consequence of reaction rates, that vary by several orders of magnitude. This
leads to strong error correlations between the species and can cause error cov-
ariance matrices to become singular (Lahoz et al. [2007]). Thus, sophisticated
numerical solvers, called stiff solvers, have to be used. The dimensionality
of stratospheric CWF models is much higher than that of the NWP models.
Whereas the NWP models use under a dozen variables, the CWF model can
have up to 100 different species, i.e., variables per grid point. This can result
in univariate background error covariance matrix of size 10'°, where the correct
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parametrisation has to be applied (Elbern et al. [2010])

Synoptic Analysis of Chemical constituents by Advanced Data Assimilation
(SACADA) is a four-dimensional variational (4D-Var) assimilation system de-
veloped for estimation of transport and chemical transformation of atmospheric
trace gases in stratosphere (Elbern et al. [2010]). A key issue of this work was
to adapt the SACADA assimilation system for the assimilation of high resolu-
tion aircraft measurements. Model grid refinement, full revision and extension
of chemical mechanism was therefore performed.

The main objectives of this thesis addresses the following questions:

1. What is the added value of assimilation of aircraft data compared to
satellite data in UTLS region?

2. How performs data assimilation to the analysis and day prediction im-
provement?

3. Is the resolution of SACADA assimilation system sufficient to assimilate
aircraft data?

This thesis is organized as follows: The theory of chemical data assimilation
is presented in chapter 2. The SACADA assimilation system, with its main
components is described in chapter 3. The chapter 4 include theory and current
setup of the BECM. A comprehensive set of case studies has been accomplished
to evaluate and test the SACADA assimilation system. Profiles of various
stratospheric trace gases derived from EOS MLS spectra as well as profiles of
aircraft measurements from CRISTA-NF have been assimilated. Observational
data from the HALOE and MIPAS-IMK satellite instruments and radiosondes
served as an independent control data sets. Chapter 5 provides an overview of
these instruments and the respective data products. The results are presented
in Chapter 6. A summary of the present work as well as the final conclusions
are given in Chapter 7.



CHAPTER 2

Data assimilation

The main goal of data assimilation is coupling of the observed information with
our theoretical knowledge as given by models, to obtain most probable system
state at a given time. In meteorology, for instance, it is important to have
an optimal state estimation of the atmosphere and evolution for improved
forecasts. Since probability theory is one of the guiding basis for the data
assimilation, a short description is presented here.

2.1 Bayes’ theorem

Assume that a probability density function (PDF) p(z), p : R™ — R of the
discrete approximation of the atmospheric state x is available, called a priori
probability. In addition information provided by the observations y € RP
are given with the error characteristics. Thus, it is possible to formulate a
PDF p(y|z), which describes the probability of taking y measurements under
a given atmospheric state . Then the a posteriori PDF p(z|y) can be derived
by Bayes’ theorem as follows:

p(y|2)p(x)
p(yle)p(x)ds

p(zly) = T (2.1.1)
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2.2 Maximum likelihood and minimum vari-
ance

Consider a case of two independent observations y; and y,. Their errors are
assumed to be normally distributed with standard deviations o; and o5, re-
spectively. Define % as the analysis of the most likely state of x under con-
dition of the given observations. Then the probability distribution to measure
y1 under condition of a given true state x is written as

_ 1 (y1 — 2)*
plyile) = Nor P {_T%} . (2.2.1)

Further, the likelihood of a true state x under condition of the given observa-
tions y; and ys with standard deviations o; and o are given by

L(z|y1) = p(y1]x) = \/%01 exp {_%}

el = plle) = o { -2

respectively.

Hence, the most likely state of x under conditions of the given independent
observations y; and y» is the maximum of the joint probability:

maxL(zly1, 42) = plyile)p(yslr) =

1 exp {_(yl —x)? (g2 — )

— 2.2.2
270109 207 202 }’ ( )

which is similar to the maximum of the negative logarithm

max In L(z|y1, y2) = max {const. — J(x)} . (2.2.3)
Thereby,
_ 1 [@=—w)? | (@)
0 = g [
_1[e=n ] ot 0] 2w (2.2.4)
22—y | [0 03] [z—u -



2.3 Four-dimensional variational data assimilation

is the cost function. Hence, the maximum likelihood is obtained if the cost
function (2.2.4) is minimized. The minimum of the cost function is called the
best linear unbiased estimate (BLUE).

2.3 Four-dimensional variational data assimil-
ation

Four-dimensional variational data assimilation (4D-Var) allows to use obser-
vations distributed not only in space but also in time. The main goal of the
4D-Var is to optimise a state of the atmosphere xq for the time to (first guess),
so that the model analysis (forecast) started with this state M (zy) for time
interval (to,ty) is as close as possible to all observations (yi, ..., y,) scattered
in this time interval and to the background (a-priori) information z°. A-priori
information can be the result of a previous analysis, climatological statistics,
a model forecast or some combination of those.

Generalising (2.2.4) the cost function for this problem is written as follows

J(zg) = JP+J° =

1
= 5[:1:0 — 2" "Bz — 2% +

5 SIH(M (o)~ RH(M(w0) —wl. (231

Here R (a matrix of size pxp) and B (a matrix of size nxn) are the observation
and background error covariance matrices, respectively and H (a matrix of
size p X m) is the projection operator that maps the state vector from the m-
dimensional model space on the p-dimensional observation space. M; is the
model operator generating the state x; at time step ¢; as a function of x.

The first term of the cost function (2.3.1) quantifies the distance between the
background state and the first guess at the beginning of the time interval. The
second term describes a sum of the distances between each observation y; and
the corresponding model state H (M;(xq)) for the moment of observation.

Efficient minimisation algorithms like quasi-Newton or Conjugate-Gradient
methods require the gradient of the cost function with respect to the con-
trol variables x( in order to find the minimum of J. The gradient of the cost
function background part J” is obtained by

V" =B [zg— 2] . (2.3.2)
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On the contrary, the gradient of the observational cost function part J° with
respect to the initial model values is more difficult to calculate. However, it is
easy to express the gradient of J° with respect to the model variables at the
time t;, namely

Ve, Jo =H R [H(x;) —y,] - (2.3.3)

The calculation of V,, J° is computationally the most demanding task of 4D-
Var. Since the number of control variables in atmospheric models is of the
order 105107, the only feasible strategy to accomplish this calculation is given
by utilising the adjoint model operator.

Let (-, -) be the canonical scalar product. Then, the variation of a scalar func-
tion f : R™ — R in response to a small variation dx of & can be approximated
to the first order by

0f = (Vaf, ox) .

Due to the linearity of the scalar product, the variation of J° is given by

N
00~ Y (Va,J°, dmy) (2.3.4)

=0

where dx; == M;(xg + 0xg) — M;(xo) = M, 0.

In other words, dx; is linked to the variation of the initial model values dxq
by the tangent linear model M’, Which is the Jacobian of the model operator
M. Using (2.3.4), the variation of the cost function can be expressed as

N N
00° % 3 (VaJ® . Miomo) = Y (M V%, o) (2:3.5)
=0 =0

M* is the adjoint model operator, which is the transpose of the tangent linear
M’ (see Talagrand and Courtier [1987] for a detailed discussion).

By combining (2.3.5) and (2.3.3), the gradient of J° with respect to the initial
model values xy can be determined as

N N
Vaod* =Y MV, J° =Y M;H"R™ [H(z;) - y,] .
=0 i=0

Hence, the complete gradient of the cost function with respect to the control
variables @y can be written as

N
Vaod =B~ [mg—a®] + Y MH'R™ [H(z:) - y,] . (2.3.6)
=0



2.3 Four-dimensional variational data assimilation

2.3.1 Adjoint model technique

A numerical model integration over a time interval [to, ;] is subdivided into a
number of time-steps:

x; = M;; 10---0My;0 M1,0<5130) .

Accordingly, the tangent linear M, of this sequence of model operators is given
by
M. =M .

ii—1"" 'Ml2,1M/1,0 :
Since the model is non-linear, each of the linearized operators M, ; explicitly
depends on the current atmospheric state ;_;. In order to obtain the adjoint
model operator by forming the transpose of the tangent linear, the sequence
of operators is reversed:

Mf = Mik,o e 'M;'k—l,i—QM;'k,i—l .
Thus, the adjoint model operator M} propagates the gradient of the cost
function with respect to @; backward in time, to deliver the gradient of the cost
function with respect to xy. Taking into account that each adjoint operator
M;j, ;| depends on @;_1, the sequence of atmospheric states must be available
in reverse order for each time-step. To this end, all intermediate model states
ax; must be stored for [ = 0,--- |4 during the forward integration of the model
M. Alternatively, they have to be recomputed during the course of adjoint
integration.

The adjoint model can be created from the computer code implementing the
model M. By examining the whole program unit in reverse order, the adjoint
code can be constructed statement by statement. A detailed description of this
technique is given in Giering and Kaminski [1998]. Obviously, this approach
is error-prone for comprehensive atmospheric models, with thousands of code
lines. However, the hard coding work can be alleviated by partly automated
using of adjoint compilers like TAMC (Giering [1999]) or Tapenade (Hascoét
and Pascual [2004]).






CHAPTER 3

The SACADA assimilation system

SACADA, Synoptic Analysis of Chemical constituents by Advanced Data As-
similation, is a four-dimensional variational assimilation system developed for
the estimation of transport and chemical transformation of atmospheric trace
gases in the stratosphere (Elbern et al. [2010]). The version developed in
this study is designed to analyze two aircraft-based measurement campaigns,
SCOUT-03 and AMMA, over the periods November-December 2005 and July-
August 2006, respectively (Hoffmann et al. [2009], Weigel et al. [2010]; see
chapter 6 for more details).

A key issue of this work was to adapt the SACADA assimilation system for the
assimilation of high resolution aircraft measurements. Therefore, a model grid
refinement and an extension of the chemical mechanism are undertaken. This
chapter gives an overview of the main components of the SACADA system,
such as the model operator M, including the chemistry transport module for
solving a system of chemical reactions and its adjoint. The meteorological
module, the grid configuration and the parallelization technique are adopted
from the global numerical weather prediction model (GME) of the German
Weather Service (Majewski et al. [2001a).
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The SACADA assimilation system

3.1 The SACADA model

Within SADACA the atmospheric state is described by a system of partial
differential equations (PDESs), where the temperature T, pressure p, the hori-
zontal wind field v, the density of the air parcel p, the mixing ratio of water

in its various phases q and the mixing ratios ¢ of trace gases are given by (see
e.g. Kalnay [2003])

Cfi—flt] =—-aVp—-—Vo+F —2Q xv (3.1.1a)

dp

-r_ 1.1

5 =~ V(vp) (3.1.1b)

g_‘j:_vvq+<E_c) (3.1.1¢)

% — —wVet (P-L) (3.1.1d)
dT’ dp

Here, ¢ is the geopotential, « is the specific volume of air (the inverse of the
density p), €2 is the angular velocity of the Earth and F is the frictional force.
Equation (3.1.1a) represents the conservation of momentum, equation (3.1.1b)
denotes the conservation of mass. The equation (3.1.1c) describes change of
water vapor mixing ratio in time (¢) with E and C' denoting the rate of change
due to liquid, solid and gas phase transitions. Equation (3.1.1e) represents con-
servation of energy with the rate of heating (). Equation (3.1.1d) is solved by
the chemistry transport module of the SACADA model, later called SACADA-
CTM, using the precomputed meteorological fields. P and L are representing
for the chemical production and loss, respectively. Equations (3.1.1c) and
(3.1.1e) are solved by the German Weather Service’s global forecast model
GME, which serves as meteorological driver. GME is coupled online with
SACADA, thus, both models share the same grid resolution.

SACADA has to comply with several requirements, such as to be efficient in
order to deliver analyses in near real-time. Another requirement concerns the
model error, which should be kept as small as possible, as in 4D-var M is con-
sidered to be perfect. The benefit of having the meteorological model included
in assimilation system is that interpolation errors of the meteorological fields
such as wind and temperature on the model grid can be avoided, as in this
case both modules are using the same grid. SACADA is the first 4D-var stra-
tospheric constituent data assimilation model that combines a comprehensive
stratospheric chemistry module and a meteorological model.
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The icosahedral grid adopted from GME is one of the essential benefits in
the SACADA system. The main advantage of the icosahedral-hexagonal grid,
in comparison to traditional grid structures like latitude-longitude grids, is a
rather small variability of the area of grid cells, as the well-known pole-problem
of the latitude-longitude grid does not exist while using the GME grid (Kalnay
[2003]).

3.2 Chemistry transport module

In the framework of this study, the chemistry transport module of SACADA as-
similation system was improved. The chemistry mechanism was revised and all
reaction rates were updated according to Jet Propulsion Laboratory (JPL) re-
commendations. Thus, a novel global chemistry transport model (CTM) with
its adjoint version is now the kernel of SACADA system. The new chemistry
mechanism and its adjoint was tested according to Chao and Chang [1992]. In
this section the principal features of the chemistry mechanism are described.

The SACADA-CTM solves equation (3.1.1d). An operator splitting approach
(McRae et al. [1982]) is used to obtain the discrete approximate solution of
this partial differential equation. The PDE is splitted into three sub-problems,
written in the local coordinate system of the icosahedral grid (Schwinger
[2006]), such as

oc\" u Oe v Oe

e 2.1

oc\" Oc

— = —w— 3.2.1b
( ) Wi, (3.2.1b)

<a)c —(P-L). (3.2.1c)

These equations describe the temporal evolution in the volume mixing ratio
due to horizontal advection (3.2.1a), vertical advection (3.2.1b) and chemical
production and loss (3.2.1¢), denoted by the superscripts h, v, and ¢, respect-
ively.

Different numerical schemes are used to discretise and solve each of these equa-
tions. As the chemical differential equations are stiff, the implicit scheme with
an adaptive step size control is used for solving them. Thus, the concentrations
on time-step ¢, are obtained by
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c(tys1) = [M(t,) 0o M (t,) o M"(t,)] e(tn_1). (3.2.2)

Here, M¢, M? and M" are discrete operators that solve (3.2.1a) — (3.2.1c). In
order to calculate concentrations at time-step ¢,,; from time-step t,_1, the
meteorological information on time-step t,, is used. Hence, equation (4.10) de-
scribes a forward time stepping using twice the meteorological time step, where
the meteorological data are at the center of the time interval. An advantage
of this kind of approach is the reduction of levels, where the field of chemical
constituents have to be stored, for using them in adjoint computations.

Chemistry scheme and solver

The chemical reaction mechanism of SACADA-CTM was revised and exten-
ded. All reaction rates were updated according to the recommendations of the
JPL (Sander et al. [2011]). The current SACADA-CTM includes a set of 49
photolysis reactions, 138 gas phase reactions and 10 heterogeneous reactions
on surfaces of Polar Stratospheric Cloud (PSC) particles and in sulphate aer-
osol droplets. The reaction equations together with their rate constants are

listed in Tables A.2, A.3 and A 4.

The kinetic preprocessor (KPP) is a software tool that assists the com-
puter simulation of chemical kinetic systems (Sandu et al. [2003]). KPP is
used to construct a module solving equation (3.2.1c) for each grid cell. The
chemical reaction mechanism of SACADA is formulated in the special KPP
language and the KPP generated source code in Fortran, with some additional
modifications, is implemented in SACADA assimilation system.

The numerical solution of equation (3.2.1c) is obtained by a second order
Rosenbrock method (Verwer et al. [1997]). It is a two stage linear-implicit
scheme. For an arbitrary autonomous differential equation da/dt = f(x) with
f:R™ — R™ the Rosenbrock method reads as:

3 1
x(t+7)=a(t)+ §Tk1 + 57’1{:2, (3.2.3)

and the coeflicients k; and k; are obtained from

(I —r7rd)ky = f(z(t))

(I—rd)ky = f(z(t) + k1) — 2Ky, (3.24)

where v = 14+ 1/v/2 and 7 is the step length, I and J are identity and Jacobian
matrices, respectively. (Verwer et al. [1997], Sander et al. [2003]).
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The Tropospheric Ultraviolet-Visible (TUV) Radiation Model is a radi-
ation transfer model developed at the Atmospheric Chemistry Division of US
National Center for Atmospheric Research (NCAR), which calculates spec-
tral irradiances, spectral actinic fluxes, and photo-dissociation rates for the
wavelength range between 120 and 735 nm. The TUV Version 4.2 is ad-
apted to the SACADA model in order to build a look-up table of photo-
dissociation frequencies for the stratospheric SACADA assimilation system
(Schwinger [2006]). The look-up table contains photolysis rates J(z, ¢,, @) for
different values of the zenith angle ¢, the overhead ozone column ¢,, dependent
on the altitude z as defined by the vertical SACADA model grid. Note that
¢, is defined as a factor, which describes an enhancement or reduction of a
standard ozone column. In the framework of this work the TUV SACADA
model is revised, all cross section input data is updated according to the re-
commendations issued by the JPL and the new look-up table is built for a

refined SACADA model grid.

3.3 The adjoint model

To calculate the gradient of the cost function with respect to the initial con-
centrations V.,J the adjoint of the model operator M* is needed (see Equa-
tion 2.3.6). The transpose of the tangent-linear (or Jacobian) of the operators
M" is obtained by forming the tangent-linear of each individual line of code
and transposing it, as described by Giering and Kaminski [1998]. The ad-
joint of M€ is provided by KPP using the adjoint of the Rosenbrock numerical
scheme (Sandu et al. [2005]). As the operator MV is linear, the Jacobian

oM"”

— I+ 2AtA]™
C

is the operator itself and hence, the adjoint is the simple transpose
M = [I4 2AtA]" .

The values for the recomputation of the required variables for M and M"*
are saved to disk at each time step. Thereby, the volume mixing ratios are
applied before the respective model operator.

During the adjoint model integration, the gradient of the observational cost
function part is added to the adjoint variable ¢*(¢,.1). Thereby observations
Y,,.1 within the time interval [t,,,42] are taken into account. Then €*(t,11)
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is propagated backward in time by means of the adjoint model:

c(tn1) = € (tuy1) + HTR?l[yn—f—l — He(t, 1))

3.3.1
C*(tn—l) — [Mh* o MY o Mc*] C*(tn+1) ( )

Finally, at n — 1 = 0, the gradient of J° with respect to the initial volume
mixing ratios ¢(tg) is obtained:

VCOJO = C*(to) .

3.4 Meteorological module, grid configuration
and parallelization

The German Weather Service global forecast model GME, which is the first
operational meteorological model utilizing an icosahedral grid structure, was
made available (model version 1.22) and serves as the meteorological driver
module in the SACADA assimilation system. Since the new parts of the
SACADA model, which are developed in the framework of this study, include
improvement of the icosahedral GME grid, the principal features of GME is
presented in this section. For a more detailed description of the GME model,
the reader is referred to Majewski et al. [20010).

GME Grid, ni = 48 Lat/Lon-Grid, Resolution 1.4 x 1.4

AR AR

i

T

Figure 3.1: Icosahedral grid with a resolution of n; = 48 (left). The distance
between neighboring grid points is about 147 km. The boundaries of diamonds (see
text) are marked by red lines. A conventional latitude-longitude grid with a resolution
of 1.4° x 1.4° for comparison (right).
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To generate the icosahedral-hexagonal grid, a regular icosahedron, the highest
Platonic body with 20 equilateral triangles, is constructed inside the sphere
such that two of its twelve vertices coincide with the North Pole (NP) and
South Pole (SP), respectively. The resulting sections of great circles (or sides
of the triangles), are equally subdivided into a number of n; intervals each.
Thus, each of the triangles are devided in n? sub-triangles. As shown in the
upper graphic of Figure 3.1, the constructed grid is almost isotropic. Each grid
point has six nearest neighbors with the exception of twelve points located
at the vertices of the original icosahedron (called special points hereafter),
which have only five direct neighbors. The area of representativeness for a
grid cell is a hexagon and pentagon at the twelve special points, respectively
(see Figure 3.2).

2

Figure 3.2: The icosahedral grid cells geometry. The area of representativeness
assigned to each grid cell is a hexagon or a pentagon at the twelve special points,
respectively.

This approach of the grid structure results in a mesh with virtually constant
mesh size all over the globe. Thereby the minimum and maximum separation
between neighboring grid points Ay, and A,.. varies about 20% only. For
the SACADA system in this study it has been decided that n; = 48 gives a
sufficient resolution, resulting in 23042 grid points per level. The minimum
and maximum distances are A, = 147 km and A, .« = 176 km, and the av-
erage area of representativeness is about 24 000 km?. A comparable traditional
latitude-longitude grid (lower graphic of Figure 3.1), that is a grid with the
same area represented by one grid cell at the equator (where the resolution
is coarsest), requires a grid spacing of 1.4° x 1.4°. This results in 33024 grid
points per level, which is about 40% more than the icosahedral grid. To obtain
a rectangular data structure for the icosahedral grid, two adjacent spherical
triangles are combined to form a diamond, partitioning the grid into ten lo-
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gically rectangular sub-grid domains as marked by the thick red lines in the
upper panel of Figure 3.1.

For discretisation in vertical direction the GME uses a hybrid o-pressure co-
ordinate system and an advection scheme that is proposed by Simmons and
Burridge [1981]. The pressure for each level is given by a set of two parameters

Pik = Qfk +bprpps for k=1Is... 1l

3.4.1
pr=a, +byps for k=1I...,lc+1, ( )

where py . is the pressure at the center of each layer, p;, the pressure at the layer
boundaries and pj is the standard sea level surface pressure (1013.25 hPa) and
heights have been computed from pressure according to the U.S. Standard
Atmosphere from 1976. The coefficients ay, by and ajy, by determine the
vertical structure of the grid. A staggered Charney-Phillips grid is used with
the geopotential and the vertical wind specified at the boundaries of layers.

As the main objective of this work is the assimilation of high resolution aircraft
data, the number of model layers is increased from 32 to 54 for the SACADA
assimilation system compared to the operational GME (version 1.22).

The top level pressure is reduced from 10.0 hPa to 0.1 hPa. The coefficients for
the vertical grid are listed in Appendix A, Table A.1. The resulting pressure
values, together with the corresponding heights are shown in Figure 3.3.

Thus, in this study the layer thickness is less than 1 km up to 22 km altitude.
In the altitude range between 22 to 50 kilometer the layer thickness is about
2 km, and it increases up to 8 km above 50 kilometer altitude. The chemistry
in SACADA system is applied above 6 km altitude, it is a gray marked area
in Figure 3.3, while the GME is applied to all vertical range.

In order to speed-up and optimize the model run on parallel computers a
diamond-wise domain decomposition is used, as shown in Figure 3.4. Each
processor works on one segment of each diamond. This is a simple but effective
strategy to achieve a good load distribution between processors. Each domain
has a halo of two rows and columns of grid points that have to be exchanged
between processors. For this purpose the MPICH library is used (Gropp et al.
[1996]), which implements the Message Passing Interface (MPI) standard.
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Figure 3.3: Pressure (top scale, green line) and height (bottom scale, red line)
of SACADA model layers. On the right hand side the resulting layer thickness is
shown. Values are valid for standard sea level surface pressure (1013.25 hPa) and
heights have been computed from pressure according to the U.S. Standard Atmosphere
from 1976. Chemistry computations and consequently the assimilation of trace gas
observations is restricted to the grey shaded region in the work presented here.

GME domain decomposition for 6 processors

Figure 3.4: Domain decomposition for six processors. FEach color indicates a
region that is assigned to one processor (Schwinger [2006]).






CHAPTER 4

Background error covariance modeling

A major task in the development of a variational data assimilation system is
the estimation and representation of the background error covariances ( Weaver
and Courtier [2001]). In equation (2.3.1) each single observation and the model
values are weighted by observation and background error covariances. The
correct choice of background error covariances is important, in order to have
properly weighted parts of the cost function to obtain a BLUE. In the case of
a diagonal background error covariance matrix (BECM) the analysis of 4D-
Var would have a singular peaks at the observation locations. This can be
an exemption of atmospheric state, due to some meteorological events, but
rarely expected for atmospheric chemical constituents. Hence, the BECM
non-diagonal entries are essential, as they ensure the mixing properties of the
atmospheric chemical constituents.

The idea of straightforward implementation of BECM is obsolete due to two
facts. First, the size of the BECM is practically unhandleable. In the SACADA
assimilation system with its 54 x 23042, the resulting dimension for one model
variable is N ~ 5 x 10°. The corresponding univariate BECM woul be of
size (N? + N)/2 ~ 10", To store the BECM for 51 different chemical species
approximately 80 Terabytes of memory is needed. This is not viable even with
today‘'s high computational resources. Second, the entries of the BECM is
statistical information, which are difficult to obtain.

Thus, the BECM elements cannot be calculated exactly or stored explicitly
in matrix form. Therefore, it is necessary to have a proper parametrisation
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including the main characteristics of the BECM. The SACADA assimilation
system BECM parametrisation rely on the diffusion approach proposed by
Weaver and Courtier [2001]. The main idea here is use of the diffusion ap-
proach for correlation modelling.

4.1 Incremental formulation of the cost func-
tion

Preconditioning is the main purpose of square root calculation. Since matrix
B is non-singular, the control variables are substituted in a new vector

vy =B V%6x, with dxg:=xo — z". (4.1.1)

The square root of the background error covariance matrix is taken to be any
square root decomposition of B such that B = BY/2B7/2 holds ( Weaver and
Courtier [2001]). Hence, the relation of @y to the new incremental variable is
given by

xy = BY2 v, + a2 (4.1.2)

The cost function remains invariant under this transformation, i.e. J(xy) =
J(vgp), while the gradient of the background cost portion is simplified to

1
V'vo Jb = Vvo [5 'Ug ’00:| =y . (413)
The construction of the gradient of the cost functions observational part with
respect to the new vector of control variable (4.1.1) is done in the same way
as in Section 2.3, taking into account that by definition v, represents a small
variation around zero, with vy = 0 corresponding to xy = z":

0J° = (Vo J°, 020) = (Vauy J°, BY?0y)
= (BT?V,,J°, vy) .

Thus, the gradient of J° with respect to vy is obtained by multiplying the
gradient of J° with respect to &y from the left by the transposed square root
of B:

Vo, J° = BTV, J°. (4.1.4)

Since vy is the vector of control variables and the gradient of J"(wvg) at the
same time, there is no need to recalculate V,,J" by means of (4.1.1) for
each iteration, because vy is the output of the minimisation algorithm at the
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preceeding iteration. Furthermore, a real world assimilation system will start

the iterative process of minimising J by choosing ¢, = " as a first guess

atmospheric state, resulting in vo = 0 at the first iteration. Consequently,
the transformation (4.1.1), and hence B~/2, is never needed to be known
explicitly. The initial values for the next forward run are obtained from

xy = BY%v, + x. (4.1.5)

Here, vq is the updated control variable computed by the minimisation al-
gorithm.

4.2 Correlation modelling with diffusion ap-
proach

The error covariance matrix B can be decomposed into a correlation matrix

L pr2 - pim
prz 1 pay
C - . . . . I
Pin P2 - 1
containing the error correlations p;; = E[(¢; — Ele;])(e; — Ele;]) | /oi0;, and
diagonal matrices ¥ = diag(oy,...,0,) containing the standard deviations
such that,
B=XCZX. (4.2.1)

Thus, the construction of an error covariance matrix can be splitted into two
separate tasks: The estimation of the variances o for each control variable and
the specification of error correlations between them.

The incremental formulation requires square root decomposition of B

B = B1/2 BT/2 -3 C1/2 CT/2 by

Since a direct implementation of C is not feasible, construction of a correlation
operator, which replaces the matrix-vector multiplication, is needed. Following
Weaver and Courtier [2001], the main principle and pattern of the diffusion
approach is described in the next. They show that the matrix-vector multiplic-
ation ¥ C'/2z can be replaced by the application of a diffusion operator L(x),
under the assumption that the spatial correlations are Gaussian distributed.
Here, L calculates the solution of a two-dimensional diffusion equation

%l

I —— 2 —
T KV =0 (4.2.2)
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on the sphere S? := {(z,y,2) : /2?2 +y?+ 22 = a} with radius a. The
solution ¥ (\, ¢, t) at time ¢ is given by a convolution of (A, ¢, 0) with a quasi-
Gaussian function (6, kt), which depends on the angular separation 6 between
two points (A, ¢) and (N, ¢') on the sphere (see Weaver and Courtier [2001] for
a comprehensive discussion). The term quasi-Gaussian refers to the fact that
f(0, kt) closely approximates a Gaussian function provided that the involved
length-scale is small compared to the radius of the sphere (L < a), which is
the case for scales relevant in atmospheric modelling. Under this condition the
correlation length-scale can be approximated by

L? ~ 2kt (4.2.3)

with diffusion coefficient x and ¢ being the diffusion time.

Caused by a connection between model dynamics and background error cov-
ariances, the background error indicates strong correlation between air parcels
of the same air mass (Riishojgaard [1998]). The potential vorticity (PV)

P=(Vxv+2Q) Vl=( V0, (4.2.4)

is used to identify different air masses. Here, 6 is the potential temperature
and ¢ the vector of absolute vorticity (see Pichler [1997]).

The diffusion approach described above can be generalised to account for an-
isotropic and inhomogeneous background error correlations. Following Weaver
and Courtier [2001], this is accomplished by introducing a symmetric coordin-
ate stretching tensor S in the horizontal two-dimensional diffusion equation

36_1? — rpdiv (S grad,y) = 0. (4.2.5)

The tensor S is composed of a diagonal tensor S containing stretching factors
s1 and sy and a rotation tensor T, with a rotation angle «, which rotates the
local coordinate system such that the stretching can be applied along the flow

S ST - (e ) (3 0 (sme ) g

—sina  cos o S sinov  cosa

4.3 Current setup

Two background error covariance parameterisations, an isotropic and a gener-
alised scheme based on Equation (4.2.5), have been developed for the SACADA
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system. For a more detailed description, the reader is referred to Elbern et al.
[2010]. The kernel of the schemes is the diffusion operator

L = {{I - 5, AtD,} {1 + s, AtD, } } (4.3.1)

The random method described by Weaver and Courtier [2001] is used for the
calculation of the normalisation factors for the anisotropic scheme. The rota-
tion angle « is calculated at each grid point as the angle between the gradient of
the potential vorticity and the north-direction of the local coordinate system.
Hence, according to (4.2.6), TTV 4 is the gradient of an arbitrary scalar field
1 transformed into a (7, ¥) coordinate system, where the y-axis is aligned to
the direction of the PV-gradient. Consequently, the stretching factors s; and
S9 specify the stretching or shrinking of coordinates (7, x) in the direction per-
pendicular and parallel to the PV-gradient, respectively. In the current version
of the SACADA system, the full stretching is applied for PV-gradients greater
than 0.2(V P)mpax, where (VP)payx is the maximum PV-gradient at the corres-
ponding model level. Below this value there is a linear decrease of stretching
factors. Finally, at locations where the PV-gradient equals zero, no coordinate
stretching is applied.






CHAPTER b

Observational Basis

Data assimilation adds value to the observations by filling in the spatio-temporal
gaps in observations. Thus, the availability of observations is a key issue of
data assimilation. This chapter contains instrument and their data product
description assimilated and/or validated by SACADA assimilation system in
the framework of this study.

5.1 CRISTA-NF

The Cryogenic Infrared Spectrometers and Telescope for the Atmosphere (CRISTA)
is an instrument developed by the University of Wuppertal for studies of small-
scale structures in atmospheric trace gas distributions from space. After suc-
cessful measurements during two Space Shuttle flights in November 1994 and
August 1997 it was decided to use the same measurement technique for a new
infrared sensor which is particularly suitable for deployment on board the high-
flying research plane. In cooperation with the research centre Juelich (IEK-7),

the centre telescope of CRISTA was adapted for use in the high-flying Russian
research aircraft Mb5 Geophysica, and became the new airborne instrument
CRISTA-New Frontiers (CRISTA-NF)(see Figure 5.1).

“CRISTA-NF has been developed to close the resolution gap between satellite-
and in-situ measurements and to provide atmospheric field data with high spa-
tial resolution in the upper troposphere and lower stratosphere region. “ (Hoff-
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mann et al. [2009])

Figure 5.1: CRISTA-NF on board of the high-flying research aircraft M55 Geo-
physica. Source: hitp://www.atmos.physik.uni-wuppertal.de .

CRISTA-NF looks from the starboard side of the aircraft in a limb viewing
mode. Mid-infrared spectra (4-15 pm) are measured by two spectrometers
at varying tangent heights (see Figure 5.2). Based on inverse methods the
abundance of trace gases and their spatial distribution in the upper and lower
stratospheres can be derived from the emission measurements (Schroeder et al.

2009]).

; tangent points
Geophysica L pent p
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Figure 5.2: lllustration of the limb sounding technique by CRISTA-NF. By
Schroeder et al. [2009].

The measurements of CRISTA-NF (abbreviated CNF hereafter) cover the alti-
tude range 5-20 km, with a vertical sampling and field of view of about 250
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m. The distance of vertical scans along the flight track is below 15 km. Re-
trievals can estimate temperature, water vapour (H20), ozone (Os), nitric acid
(HNQO:s), peroxyacetyl nitrate (PAN), carbon tetrachloride (C'Cly) and aerosol
extinction.

Two campaigns took place within the remote sensing experiment: SCOUT-03
and SCOUT-AMMA, over the periods November-December 2005 and July-
August 2006, respectively (Hoffmann et al. [2009], Weigel et al. [2010], Cairo
et al. [2010]). These campaigns were studed in this work and are described in
Chapter 6.

5.2 MLS

The Earth Observing System (EOS) Microwave Limb Sounder (MLS) is one of
four instruments on the NASA’s EOS Aura satellite (see Figure 5.3), launched
on July 15th 2004. The MLS sensor measures naturally-occurring microwave
thermal emission from the limb (edge) of Earth’s atmosphere viewing forward
along the Aura spacecraft flight direction, scanning its view from the ground
to ~ 90 km every ~ 25 seconds.

Figure 5.3: FEOS MLS on AURA. Source: http://mls.jpl.nasa.gov/index-eos-
mls.php.

MLS is a collaboration between the United States and the United Kingdom.
The California Institute of Technology Jet Propulsion Laboratory (JPL) has
overall responsibility for its development and implementation. The Institute
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of Atmospheric and Environmental Science of the University of Edinburgh
has responsibility for aspects of data processing algorithm development, data
validation, and scientific studies (Waters et al. [2004]).
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Figure 5.4: Illustration of the limb sounding technique by MLS. From Waters
et al. [2004]

The EOS MLS measures water vapor (H0), ozone (Os), carbon monoxide
(CO), hydroxyl radical (OH ), nitric acid (H NOs), nitrous oxide (N50), hydro-
gen peroxy radical (HOs;), hydrochloric acid (HC1), chlorine monoxide (C1O),
hydrogen cyanide (HCN), methyl cyanide (CH3;CN), hypobromite (BrO),
sulfur dioxide (SO3), temperature (7') and geopotential height. For detailed
description of this data products user can refer to Waters et al. [2004].

5.3 MIPAS-IMK

The Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) is
a Fourier transform spectrometer for the detection of limb emission spectra in
the middle and upper atmosphere. It is allocated on board of European Space
Agency (ESA) satellite ENVISAT launched on 1 March 2002. Two different
data products are derived from MIPAS spectra. These are the trace gas profiles
operationally delivered by ESA and the retrievals produced by the Institute of
Meteorology and Climate Research (IMK) at the Karlsruhe Research Centre,
referred to as MPI in this text. In this study only the MPI data from MIPAS
were used for validation.

The MIPAS measures a series of spectra, wavelength range from 4.15 microns
to 14.6 microns, from different tangent heights at altitudes of between 6 and
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Figure 5.5: lllustration of the limb sounding technique by MIPAS. Source: ht-
tps://earth.esa.int/handbooks /mipas/CNTR.html

68 km (see Figure 5.5). A typical elevation scan starts at about 50 km tangent
height and descends in 3 km steps to 8 km, with the field of view of about 3
km in elevation by 30 km in azimuth. The MPI data contain profiles of O3,
NOy, CHy , HNO3, H,O, N;O, HNOy4, CIONQO,, N,Os, C1O, NO, CFC-11
and CFC-12.

The MIPAS instrument switched off on March 26th 2004 due to a problem
with moving retro-reflectors. Since then, the MIPAS instrument has been
operated at reduced spectral resolution for tests in August and in December
2004. Since January 2005, MIPAS is providing measurements at a reduced
spectral resolution (Fischer et al. [2008], von Clarmann et al. [2009]). Thus,
the retrieval data from MIPAS are used only for validation in this study.

5.4 HALOE

The Halogen Occultation Experiment (HALOE) provides a long term record of
important stratospheric constituents. HALOE was in operation from October
1991 to November 2005. On board of the Upper Atmosphere Research Satellite
(UARS), it performed solar occultation measurements at sunrise and sunset
in the infrared wavelength region. Profiles of O3, HCI, CHy, H,O, NO, NO,,
HF, temperature and aerosol extinction have been derived routinely. During
nominal operation, about 30 occultation events per day have been recorded.
The latitude of tangent point location changes slowly from day to day, covering
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a range of 80°N to 80°S within approximately one month. The latest data
product release (version 19, abbreviated HLO hereafter) has been obtained
from the NASA Langley Research Center in Hampton, Virginia.

The retrievals from HALOE are well validated stratospheric remote sounding
data (see e.g. Nazaryan et al. [2005]). This data was used also for validation
in SCOUT-03 case study.

5.5 Atmospheric soundings

A radiosonde is a battery-powered telemetry instrument package carried into
the atmosphere usually by a weather balloon. They measure mainly the follow-
ing variables: pressure, altitude, temperature, relative humidity, geographical
position, wind speed and wind direction. This measurements are transmitted
by radio to a ground receiver. The balloons are only sent up twice per day, at
times 00Z and 127Z. The measurement can be done up to ~ 35km altitude.

The sounding data provided by the
data repository of the University of
. Wyoming, College of Engineering
et L Department of Atmospheric Sci-
ence were used for validation in the
. framework of this study. The list of
plane the stations are seen in Table 5.1.

Humidizy
transducer

Wire (lkex)
antenns

Figure 5.6: Illustration of the Atmo-
spheric soundings. After Hadley Center

5.6 Observation Operator

In data assimilation the observation space differs from model space dimension.
Commonly, the size of the model calculated control variables is very large while
the dimension of the observation space is very small. Thus, in order to calculate
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Table 5.1: List of the radiosonde stations used in this work

Number | Name Hight [m] | Latitude | Longitude
60018 Guimar-Tenerife 105 28.47 -16.38
60656 DAOF Tindouf 439 27.70 -8.16
61024 DRZA Agadez 502 16.96 7.98
61052 DRRN Niamey-Aero | 227 13.48 2.16
65503 DFFD Ouagadougou | 306 12.35 -1.51

the cost function (see 2.3.1) or to compare the model results with observations
the projection operator (H) is necessary. Generally, each different kind of
measurement needs its own mapping mainly due to a different measurement
techniques and viewing geometry. In terms of data assimilation this projection
operators is also called Observation Operator or simply H-Operator.

In the work presented here, mainly the measurements from limb viewing instru-
ments were treated. In fact, the measurements which are assimilated in this
study are not a direct measurements but the retrievals. The remote sounding
instruments measure electromagnetic radiation emitted, scattered or transmit-
ted by the earth’s atmosphere. The information about trace gases are derived
from the recorded spectra via different radiative transfer models (H,). Thus,
if the true measured atmospheric state is y; the retrieval y is derived by

y=H.(y) +€ +e¢s,

where €, is a measurement error and the €4 is called as systematic error.
The €, is also called as random error or instrument noise and considered
to be Gaussian distributed. In contrast, the €, includes numerical errors, or
errors from uncertain spectral data and can not be considered as Gaussian
distributed. Therefore, including the €, in observation error covariance matrix
of the assimilation system is not correct in terms of statistical assumptions
underlying data assimilation theory. Hence, only a random component of
the total retrieval error is taking in account by the assimilation. For the
comprehensive information about satellite based measurements and retrieval
procedures see, e.g., Rodgers [2000].






CHAPTER 6

Campaign Simulations

Two measurement campaigns, with CRISTA-NF on board of M55 Geophysica,
took place within the remote sensing experiments: SCOUT-0O3 and SCOUT-
AMMA, over the periods November-December 2005 and July-August 2006.
SCOUT-03 was a measurement campaign in Darwin to study the transport of
trace gases with high spatial resolution through the Tropical Tropopause Layer
(TTL). SCOUT-AMMA was a measurement campaign in west Africa with
main objective to better document specific dynamical and chemical processes
and weather systems at various key stages of the monsoon season in TTL. This
two campaigns and the first assimilation results of the aircraft measurements
by the improved SACADA assimilation system is described in this chapter.

6.1 SCOUT-03 Tropical Aircraft Campaign

Stratospheric-Climate Links with Emphasis on the Upper Troposphere and
Lower Stratosphere (SCOUT-03) was an European Commission Integrated
Project with 64 partner institutions and over 300 scientists from 19 coun-
tries. The project started in May 2004 and ran until August 2009. The aim
of SCOUT-03 was to provide predictions about the evolution of the coupled
chemistry/climate system, with emphasis on ozone change in the lower strato-
sphere and the associated UV, as well as on climate impact. SCOUT-03 has
been structured into eight scientific activities. These are designed to provide
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essential information which, when integrated, will help to predict ozone, cli-
mate and UV over the next decades. Substantial model improvements of the
representation of key processes is the general goal of Activities 2 to 6. Activities
2 (Tropics), 3 (Extratropics), and 4 (UV-Radiation) focus on model improve-
ment. Activity 6 (Chemistry-Transport-Modeling) is linked to Activities 2 to 4.
Activity 5 (Chemistry and Particles) focuses on the fundamental understand-
ing of chemical and microphysical processes and is needed by all other activ-
ities. The predictions is carried out using coupled chemistry climate models
from Activity 1. Activity 7 provides a central database and ensures coordinated
public relation work. (See http : //www.ozone — sec.ch.cam.ac.uk/scout_o3/
for more detail).
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Figure 6.1: SCOUT-03 Tropical Aircraft Campaign route. Forward transfer

flights from Oberpfaffenhofen to Darwin. Source: hitp://www.atmos.physik.uni-
wuppertal.de

The measurement campaign in Darwin under the framework of SCOUT-0O3
took place in November/December 2005. Darwin (12°S, 130°E ) is the cap-
ital city of the Northern Territory of Australia and is located at the south-
ern border of the so called “Tropical Warm Pool”. This region is considered
to be one of the most important in troposphere-to-stratosphere transport
(TST)(Fueglistaler et al. [2004]). The new remote sensing experiment CRISTA-
NF has been developed to study the transport of trace gases with high spa-
tial resolution through the tropical tropopause layer (TTL) (Hoffmann et al.
[2009]). The instrument was mounted on the high-flying Russian research air-
craft M55-Geophysica, which reaches flight altitudes up to 21 km (Stefanutti
et al. [1999]). CRISTA-NF participated in ten M55-Geophysica flights shown
in Figure 6.1. The campaign took place during the pre-monsoon season, which
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Table 6.1: SCOUT-03 Campaign flights with available CRISTA-NF Level-2 data
(Hoffmann et al. [2009]).

Date of flight | Time (UTC) | Description

04.11.2005 06:02-08:07 | T1 - Transfer flight Oberpfaffenhofen-Larnaca

04.11.2005 13:52-15:55 | T2 - Transfer flight Larnaca—U-Taphao

13.12.2005 13:47-16:32 | T9 - Transfer flight U-Taphao—Hyderabad

is characterised by a diurnal evolution of deep convective system, over the
Tiwi Islands located north of Darwin, known as “Hector ”. (Keenan and Car-
bone [1992]). The large-scale flow during the first half of the campaign was
such that local flights sampled air masses downstream of the cold trap region
over Indonesia. The campaign period also enclosed a Rossby wave break-
ing event transporting stratospheric air to the tropical midle troposphere and
an equatorial Kelvin waves, modulating tropopause temperatures and hence
the conditions for dehydration. More information about the SCOUT-O3 field
campaign and its prevailing meteorological conditions can be found in Brunner
et al. [2009] and Hoffmann et al. [2009].

6.2 SCOUT-AMMA Campaign

AMMA is an international interdisciplinary project dealing with the West
African Monsoon, its variability and its impacts on regional communities.
Based on a French initiative, AMMA was built by an international scientific
group and is currently funded by a large number of agencies, especially from
France, UK, US and Africa. Scientists from more than 30 countries, represent-
ing more than 140 institutes are involved in AMMA. (see http://www.amma-
international.orq)

SCOUT-AMMA stratospheric aircraft, balloons and sondes campaign over
West Africa took place between 26 July and 25 August 2006. This campaign
was in frame of the concomitant African Monsoon Multidisciplinary Analyses
(AMMA) special observing period and SCOUT-0O3 African tropical activities
(Cairo et al. [2010]).

Within this frame, the AMMA and the SCOUT-O3 European projects organ-
ized together the SCOUT-AMMA campaign, with main objective to better
document specific dynamical and chemical processes and weather systems at
various key stages of the monsoon season in Tropical Tropopause Layer (TTL)
(Janicot et al. [2008]). During this campaign, five aircrafts, large number of
sondes and stratospheric balloons performed measurements during the mon-
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Figure 6.2: SCOUT-AMMA
http: //www. atmos. physik.uni-wuppertal. de

Table 6.2: SCOUT-AMMA Campaign flights. Here Level-2 data are available only
for dates 29.07., 31.07., 01.08., 13.08. and 17.08.2006 Weigel [2006].

Campaign  route. Source:

Date of flight | Time (UTC) | Description

29.07.2006 05:50-09:32 | Test flight over Italy

31.07.2006 09:15-13:15 | Transfer flight Oberpfaffenhofen-Ouagadougo
01.08.2006 10:59-14:59 | Transfer flight Marrakesh-Ouagadougou
04.08.2006 08:26-12:13 | Local flight from Ouagadougou
07.08.2006 12:15-16:07 | Local flight from Ouagadougou
08.08.2006 11:46-15:31 | Local flight from Ouagadougou
11.08.2006 14:44-18:22 | Local flight from Ouagadougou
13.08.2006 12:50-16:23 | Local flight from Ouagadougou
16.08.2006 13:27-15:16 | Transfer flight Ouagadougou-Marrakesh
17.08.2006 04:10-07:51 Transfer flight Marrakesh-Verona

soon season within hight levels from the troposphere to the lower stratosphere.

The aircraft M55 Geophysica with CRISTA-NF instrument on-board carried
out five local and four transfer flights between southern Europe and the Sahel
and back (see Table 6.2, Figure 6.2). CRISTA-NF Level-2 data ( Weigel et al.
[2010]) of this flights were assimilated in this work.

6.2.1 West African Monsoon

Most of its annual rainfall in the Western part of the tropical African continent
is during the boreal summer months from June to September. This rainy
season is significant with the seasonal reversal of the winds in the lowest level of
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the atmosphere and hence is called monsoon. In tropical countries the monsoon
is the most important event of the seasonal cycle which has a significant impact
on local agriculture and water resources (Hall and Peyrillé [2006], Janicot et al.
[2008]).

As for all monsoons, the West African Monsoon (WAM) is involved in many
interacting scales and physical processes shown in Figure 6.3. This processes
occur due to a rapid warming of the continental surface in early summer rel-
ative to the adjacent ocean. Thus, the convective rainfall is essential for the
setup of a monsoon circulation. More details of WAM development in Hall
and Peyrillé [2006].
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Figure 6.3: Schematic latitudinal section showing elements of fully developed West
African Monsoon, with typical meridional profiles of uniform (0) and equivalent (6.)
potential temperature, inter-tropical front (ITF) and inter-tropical convergence zone
(ITCZ). By Hall and Peyrillé [2006].

The WAM of the summer 2006 was a near-normal rainy season but with a
large-scale rainfall excess north of 15°N. Compared to climatology, it was also
characterized by 10-day delayed onset with convection becoming developed
only after 10 July. This delay impacted the continental hydrology, vegetation
dynamics, soil moisture and dust emissions. For more details reader can refer
to Janicot et al. [2008].
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6.3 System set-up

For the provision of the first initial values of the SACADA-runs the two-
dimensional atmospheric model SOCRATES (Brasseur et al. [1995]) was used
for the first day of each case study. The zonal mean volume mixing ratios
of all stratospheric constituents included in the SACADA model with latit-
ude/height distribution is the output of this 2D model. The SOCRATES
output was mapped over the SACADA icosahedral grid and made a 48 hour
model spin-up run to relax the chemical constituents towards their equilib-
rium state. These results were still relatively coarse for the assimilation of
sparse, in comparison to the degree of freedom of the SACADA system and
CRISTA-NF data. Thus, a spin-up assimilation of MLS data for the week
before campaign periods was provided. The GME is initilised with ECMWF
operational analysis (Persson [2001]) for each assimilation day.

The relative background error ¢, and correlation length scales Ly, L, (El-
bern et al. [2010]) for assimilation of MLS and CRISTA-NF data are listed in

Table 6.3. The observation error covariance matrix R has been assumed to be
diagonal with the variances taken from the respective data products.

Table 6.3: BECM parameter settings for different kind of assimilated observation
for both SCOUT-03 and SCOUT-AMMA campaigns.

Configuration | Lj, (km) | L, (m) | e (%)

MLS 450 800 40
CRISTA-NF 150 800 40

Table 6.4: The system set-ups for different test cases.

Tast cases Assimilated species Background H>O
SCOUT-03-1 H>0 SACADA H,O
SCOUT-03-2 H50, O3, HNO3, NoO, NOy, CH, | SACADA H50
SCOUT-AMMA-1 H>0 ECMWF H50
SCOUT-AMMA-2 H>0 SACADA H,O
SCOUT-AMMA-3 H,0, O3, HNOg SACADA H,O

Three different set-ups were tested for the SCOUT-AMMA campaign. For
the test of the data assimilation system performance in first case (1) only
H>0O observations, while in the second case (2) water together with other
observed species (O3, HNO3) were assimilated. The assimilation of only HyO
observations was performed with two different background information. In
first case (1la) with HoO ECMWF operational analysis and in the second (1b)
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the H2O field from the SACADA previous day analysis (in most cases it was
the result of MLS H,O assimilation), was used as a background information

(see Table 6.4).

For the SCOUT-0O3 campaign two different set-ups were tested. In the first
case only Hs0O observations and in the second case H.O, O3, NoO, HNOs,
NQOsy, and C'Hy are assimilated. For the model comparison, the free model run
(control run) was calculated over the period of the SCOUT-0O3 campaign. The
observations from MIPAS-IMK, HALOE and radiosondes were used only for
validation purposes.
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6.4 General results with Yy*-tests

The cost function evolution over the iterations for SCOUT-0O3 and SCOUT-
AMMA case studies with different set-ups are shown in Figures 6.4 — 6.6. In
order to facilitate comparability over days the values of the cost function are
divided by the number of available observations p. This kind of evaluation is
also known as chi-squared test (or x2-test) in statistics. In Talagrand [1998] is
shown that in case of the true Background- and Observation error covariance
matrices the expected value of the minimum of the cost function divided by p
is 0.5.

Cost function 2005/10/26 - 2005/10/31
25 T T T T T T

——— 2005/10/26 (87728 observations)

2005/10/28 (87283 observations)
-—-- 2005/10/29 (86434 observations)
————— 2005/10/30 (88406 observations)
—---—  2005/10/31 (86679 observations)

Cost-function/number of observations

ol | | | | | |
2 4 6 8 10 12
Number of iteration
Cost function 2005/11/04 - 2005/11/04
10 [ T T T T T T

—— 2005/11/04 (1172 observations)
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02 b

0.0 [ | | | | | |
2 4 6 8 10 12
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Figure 6.4: FEvolution of the normalised cost function (cost divided by the number
of observations) for configuration SCOUT-08-1. Five days with assimilated MLS
observations (top) and one day with assimilated CRISTA-NF observations (buttom).
The x-axis gives the iteration count, and the number of observations available at a
particular day is displayed at the Tight hand side of each plot.
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The analysis cost function value — above the optimal value of 0.5 may in-

p
dicate, among other possible causes, that the observation error margins are
still too small compared to the background with its error margins, which has
significantly lower costs. This is seen in the Figures 6.4 — 6.6 with the as-
a

similated MLS observations. The convergence of S to the 0.5 after N = 12

iterations proceed very slow there. It was tested, with more iterations further
reduction of scaled cost function can be achieved. The computational time
and effort should be kept reasonable. Thus, the N = 12 of iterations is set to
be sufficient.

Cost function 2006/07/23 - 2006/07/28
10 7 T T T T T

——— 2006/07/23 (163962 observations)
2006/07/24 (163386 observations)
2006/07/25 (166435 observations)

————— 2006/07/26 (154525 observations)

—---—  2006/07/27 (149457 observations)

—_ — 2006/07/28 (165861 observations)

Cost-function/number of observations

2 4 6 8 10 12
Number of iteration

Cost function 2006/08/01 - 2006/08/01

10[

——— 2006/08/01 (4803 observations)

Cost-function/number of observations

2 4 6 8 10 12
Number of iteration

Figure 6.5: FEvolution of the normalized cost function for configuration SCOUT-
AMMA-3. Five days with assimilated MLS observations (top) and one day with
assimilated CRISTA-NF observations (bottom). Plotting conventions as in Fig. 6.4.

On the upper panel of Figure 6.6 the costs of the assimilated MLS water obser-
vations with the SACADA previous day analysis as a background are shown.
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Figure 6.6: FEvolution of the normalized cost function for configuration SCOUT-
AMMA-2 (top, middle) and SCOUT-AMMA-1 (bottom). Five days with assim-
ilated MLS H2O observations (top, bottom) and one day with assimilated CRISTA-
NF Hy0 observations (middle). Plotting conventions as in Fig. 6.4.
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It is seen that scaled costs on the first iteration reduces with progressing days
assimilated. This value of the cost function measures the distance between
the SACADA model forward run, which is actually the model forecast started
with previous day analysis, and the observations weighted by the R observa-
tion error covariance matrix. On the lower panel of Figure 6.6 the costs of
the assimilated MLS water observations with the ECMWEF HyO operational
analysis as a background is shown. The scaled costs on the first iteration do
not vary significantly there.

Thus, it can be concluded that the H,O analysis improves, with progressing
days assimilated, compared to the ECMWF H50 operational analysis. In the
assimilated period of SCOUT-03, October 27th is the day without observa-
tions. Therefor only model forward run is performed for this day.
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6.5 The Campaign Analysis

6.5.1 Introduction to H.O, O3 and HNO;

Water vapor (H,0) is the most important natural greenhouse gas and plays
an important role in the formation of clouds and chemistry of both troposphere
and stratosphere ( World Meteorological Organization [2006]). The main source
of H50O in the atmosphere is the evaporation at the earth surface. Due to

dehydration by freezing of ice crystals few H,O enters into the stratosphere
(Danielsen [1982]).

The assimilation of the H,O in the stratosphere has not as long a history as in
the troposphere. This became more important because of its importance in the
radiation budget. Also, it provides information on the atmospheric circulation,
as it is a source of HO, (involved in the catalytic destruction of the ozone)
and is a constituent of the Polar stratospheric Clouds involved in polar ozone
loss (Dessler [2000]). The water vapor mixing ratio varies by many orders of
magnitude, from few percent (by mass) in the tropical lower troposphere to
few parts per million (by mass or volume) in the stratosphere. In the strato-
sphere itself, the water vapor mixing ratio varies little, from ~ 2 ppmv near
the tropopause to ~ 8 ppmv near the stratopause. The large variation by
different altitudes makes difficult to specify a control variable suitable for use
in the models that span this region (Lahoz et al. [2007]). This drastic change
of H,0O concentration in the UTLS region leads to a strong vertical gradient,
which is a challenge for data assimilation.

Ozone (Os;) in the stratosphere is important for its well known shield func-
tion from harmful solar UV-B radiance for the earth’s surface. In addition, it
plays an important role for the temperature structure of the stratosphere and
the circulation (Seinfeld and Pandis [2006]). Hence, an improvement in the
accuracy of the ozone profiles can lead to more accurate temperature repres-
entation. Ozone is mainly originated in the lower tropical stratosphere. In the
stratosphere, ozone has a life-time ranging from months (lower stratosphere)
to less than 1 day (upper stratosphere) (Dessler [2000]). The stratosphere tro-
posphere exchange of the Oy is still not well quantified (Denman et al. [2007])
and is a subject of scientific interest.

Nitric acid (HNO3) is a very water soluble, acidic gas. In the atmosphere it
is formed by the conversion of nitrogen monoxide into nitrogen dioxide, and
ultimately into nitric acid. H NOj belongs to the NO, (reactive odd nitrogen)
species and plays a main role in the formation of Polar Stratospheric Clouds
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(Toon et al. [1986]) and cirrus clouds. Similar to the Os, the highest HNO;
mixing ratios are found in the lower stratosphere (Murcray et al. [1968]).

6.5.2 The SCOUT-03 Campaign

Improvement of the SACADA assimilation system, by its horizontal and ver-
tical grid refinement together with revision and extension of the chemistry
mechanism, is done for study high resolution aircraft measurements. The
mean profiles shown on Figures 6.7 — 6.10 representing the good model skill
to assimilate the high resolution data. The profiles of different species zonally
averaged over five latitude bands are presented in Figures 6.7 — 6.13. The pro-
file data within the respective latitude ranges and the adjacent model layers
are averaged to obtain the corresponding mean profile value. The averaged
altitude intervals, from some hundred meters - up to 4 km (above 22 km alti-
tude), are well comparable to the vertical resolution of CRISTA-NF and MLS
measurements. The mean retrieved profiles are plotted together with mean
error margins (red), the corresponding model analysis (blue) and the control
run (black) data. The standard deviation of the averaged observation profiles
are presented with gray shaded areas on the plots.

The mean H>0 analysis profiles for SCOUT-03-2 show a good agreement with
the CRISTA-NF data (Fig. 6.7). The small negative bias towards high mix-
ing ratios in low altitudes (below 150 hPa) is mainly caused by a large error
margins of the observations. This is also seen in the HsO profiles of MLS
(Fig. 6.8). Note, that some MLS profiles were sorted out because of data qual-
ity (Nathaniel et al. [2005]). The MLS tend to measure higher mixing ratios
of H,O (Fig. 6.8) in tropics below 250 hPa altitude compared to CRISTA-NF
(Fig. 6.7) for the period of SCOUT-03 campaign. The MIPAS-IMK (Fig. 6.13)
measures lower water concentrations below 130hPa, espetially in tropics, than
the model analysis of assimilated MLS water shows. The HALOE profiles
present only in altitude above 11 km. In this range SACADA analysis is in a
very good agreement with not assimilated HALOE H,O retrievals (Fig. 6.11).

The mean O3 analysis profiles for SCOUT-03-2 show a perfect compliance with
both, the assimilated MLS (Fig. 6.9) and not assimilated HALOE (Fig. 6.12)
data. The very small negative bias is visible above 0.4 hPa, especially in
tropics.

In Figure 6.10 the mean profile of assimilated HNOj3 for SCOUT-03-2 is
shown. The analysis is in a good agreement with MLS profiles in altitude 210
- 2 hPa, except tropics where a negative bias of analysis is seen. The negative
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bias is also above 2 hPa area, which is marked by large error bars of MLS, up
to 60% of the concentrations, similar to the tropics. However, in most of the
cases analysis is within the error range of the observations.

H20 Lat-30to 30 H20 Lat 30to 60

' o1 ' 04
10f E 1o

J10 : J10
= =
E £ 3¢ =
- 20 E s = 20f 2
g ‘00 8 B f 1100 3
2 ] g 2 g
o o

#100.0 31000
1
75 150 225 300

[ppm]

Figure 6.7: Hs0 mean profiles from 4 November 2005 for configuration SCOUT-
03-2. CRISTA-NF (CNF on plots) retrieved profile values (assimilated) together
with their error bars, separated by 30° latitude belts (60° in tropics), are given in red,
the control run values: black dashed line, the analysis values: dash-dotted blue line.
The grey-shaded area indicates values within the standard deviation of observations.
The profile values are given in ppm. The pressure on the right border gives only

approximately values, the exact pressure wvalues corresponding to model levels are
listed in Table A.1.
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Figure 6.8: HsO mean profiles from 4 November 2005 for configuration SCOUT-
03-2. MLS retrieved profile values (assimilated) together with its error bars are
given in red, the control run values: black dashed line, the analysis values: dash-
dotted blue line. Plotting conventions as in Fig. 6.7
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Figure 6.9: O3z mean profiles from 4 November 2005 for configuration SCOUT-
03-2. MLS retrieved profile values (assimilated) together with its error bars are
given in red, the control run values: black dashed line, the analysis values: dash-

dotted blue line. Plotting conventions as in Fig. 6.7
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Figure 6.10: HNQOs mean profiles from 4 November 2005 for configuration
SCOUT-03-2. MLS retrieved profile values (assimilated) together with its error
bars are given in red, the control run values: black dashed line, the analysis values:
dash-dotted blue line. Plotting conventions as in Fig. 6.7
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sts values: dash-dotted blue line. Plotting conventions as in Fig. 6.7
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Figure 6.12: O3 mean profiles from 4 November 2005 for configuration SCOUT-
083-2. HALOE retrieved profile values (not assimilated) together with its error bars
are given in red, the control run values: black dashed line, the analysis values: dash-
dotted blue line. Plotting conventions as in Fig. 6.7
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Figure 6.13: H>O mean profiles from 6 November 2005 for configuration
SCOUT-08-1. MIPAS-IMK retrieved profile values (not assimilated) together with
its error bars are given in red, the control run values: black dashed line, the analysis
values: dash-dotted blue line. Plotting conventions as in Fig. 6.7

The north-south cross-sections of the zonal wind w component of the GME
meteorological driver in SACADA is shown on the Figure 6.14. The zonal wind
is taken at the longitude of Darwin (about 131° E) for 4th November and 13th
December 2005, respectively. The wind structure is in a good agreement with
the winds observed during the SCOUT-O3 campaign (Brunner et al. [2009]).
Southern Hemisphere double jet structure is caused by a series of Rossby wave
breaking events detected in November (Fig. 6.14, left). The strong strato-
spheric winds, up to 80m/s, in high altitudes above 2 hPa (corresponding the
model level 10) is typical for December (Fig. 6.14, right) and also detected by
the Superconducting Submillimeter-Wave Limb-Emission Sounder (SMILES)
in December 2009 (Baron et al. [2013]).

The assimilated water vapor at 138 hPa, case SCOUT-03-2, from 4th Novem-
ber 2005 is compared to the control run at the same height level in Figure 6.15.
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Figure 6.14: North-south cross-sections of the zonal wind w component at the lon-
gitude of Darwin (131° E) for 4th November (left) and 13th December 2005 (right).

This height level is the troposphere stratosphere transition region in tropics
and belongs to the stratosphere in the pole areas (Gettelman and de F. For-
ster [2002], Seinfeld and Pandis [2006]). The benefit of the 4D-Var is clearly
seen on the Figure. The high positive bias from CRISTA-NF observations,
especially in tropics, of the control run (bottom) is also seen in left panel of
Figure 6.7. On the left panel of Figure 6.16, in the model analysis the high
convective activities are detected in the region north of Darwin. The analysis
increment together with available observations on the model level 30, corres-
ponding to 138 hPa is shown in Figure 6.16. The CRIFTA-NF observations
from 4 November 2005, first two transfer flights, are presented in the right panel
of Figure 6.16. The measurements of the first flight, Oberpfaffenhofen to Lar-
naca, are taken between 06:02 and 8:07 UTC. The measurements of the second
flight, Larnaca to Dubai, are taken between 13:52 and 15:55 UTC (Hoffmann
et al. [2009]). The analysis increment is at 24:00 UTC (Fig. 6.16, left). Thus,
in the time-span between observations and the analysis presented in the Figure
some dynamical and chemical processes are visible, via changed shape of the
increment. In the region over Italy the increment is more smoother and over
Saudi Arabia is transported in North, North-East direction across sub-tropical
jet stream. In the Figure 6.17 the O3 analysis (left) together with MLS Os
observations (right) on the model level 30, corresponding to 138 hPa is shown.

The analysis perfectly matches the observations and shows fine structured Os
field.
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Figure 6.15: SCOUT-03-2 water vapor analysis (top) and control run (bottom)
for 4 November 2005 at model level 30, corresponding to 138 hPa (about 14 km
altitude). The high positive bias of the control run is also seen on Figure 6.7
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Figure 6.16: SCOUT-08-2 water wvapor analysis increment (analysis-
background, left) and CRISTA-NF HyO observations (right) for 4 November 2005
at model level 30, corresponding to 138 hPa (about 14 km altitude).
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Figure 6.17: SCOUT-03-2 ozone analysis (top) and MLS Os observations
(bottom) for 4 November 2005 at model level 30, corresponding to 138 hPa (about
14 km altitude).
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6.5.3 The SCOUT-AMMA Campaign

The aircraft measurements from SCOUT-AMMA Campaign was assimilated,
as a second test case to validate the improved assimilation system performance.
The results are validated with assimilated MLS retrievals and not assimilated
data from radiosondes. The assimilation results compered with the observa-
tions and the background are shown in Figures 6.18-6.19. Note, that the back-
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Figure 6.18: H,O Profiles from 13.08.2006 along the flight route (see Figure 6.2)
for configuration SCOUT-AMMA-3. The analysis result (top left), background
values (top right) and CRISTA-NF retrievals (bottom), with same scale. Model
levels together with corresponding heights and pressure are listed in Table A.1

ground here is the previous day analysis and not the control run as it was in
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Figures of section 6.5.2. In Fig. 6.18 the SCOUT-AMMA-3 CRISTA-NF H>O
from 13 August 2006, a local flight from Ouagadougou, with corresponding
background and analysis are presented. The analysis is in a good agreement
with observations above 10 km altitude. The negative analysis bias in lower
altitudes can be connected with the few number of assimilated observations
and the relatively large observation errors, also in comparison to errors of
the O3 and HNOj3 together assimilated in case SCOUT-AMMA-3. This is a
problem of preconditioning of species with anti-correlation in stratosphere and
troposphere, with orders of magnitude of concentrations. It can be expected
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Figure 6.19: Os Profiles from 13.08.2006 along the flight route for configuration
SCOUT-AMMA-3. The analysis result (top left), background values (top right)
and CRISTA-NF retrievals (bottom), with same scale.



6.5 The Campaign Analysis

59

that a more sophisticated estimation of the BECM parameters used in the
diffusion scheme will further improve the quality of analysed water fields. The
O3 analysis from 13 August 2006 is fitting perfectly the CRISTA-NF O3 obser-
vations (Fig. 6.19). The small negative bias of the background field in altitude
range between 20-26 km is well corrected in analysis by 4D-Var assimilation.

In order to assess the SACADA analysis skills to assimilate the high resolution
data the profiles of different species zonally averaged over five latitude bands
are presented in Figures 6.20 — 6.24. The plotting conventions are described
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Figure 6.20: H>O mean profiles from 1.08.2006 for configuration AMMA-
SCOUT-2 (top) and AMMA-SCOUT-3 (bottom). CRISTA-NF retrieved profile
values (assimilated) together with their error bars are given in red, the background
values: black dashed line, the analysis values: dash-dotted blue line. The grey-shaded
area indicates values within the standard deviation of observations.

in detail in the beginning of section 6.5.2. The assimilated only CRISTA-NF
H>0 (top), case SCOUT-AMMA-2, and H>0 together with O3 and HNO;
(bottom), case SCOUT-AMMA-3, is shown in Fig. 6.20. It is seen, that the
assimilation of only H>O observations improves for the analysis. This is also
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seen from reduction of the cost function in both cases, see Fig. 6.6 (middle) and
Fig. 6.5 (bottom), respectively. Thus, in case of assimilation of H>O together
with other species more iterations in minimization loop has to be undertaken.
The mean O3 analysis is in a good agreement with CRISTA-NF observations
(Fig. 6.21, top). The small negative bias seen in low altitudes up to 140 hPa.
The negative bias is also seen for mean CRISTA-NF HNO; (Fig. 6.21, bot-
tom) profile up to 180 hPa and above 40 hpa. In the range between mean
model analysis is in full compliance with the mean observations.
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Figure 6.21: Os (top) and HNOs (bottom) mean profile values from 1 August
2006 for configuration AMMA-SCOUT-3. CRISTA-NF retrieved profile values
(assimilated) together with their error bars are given in red, the background values:

black dashed line, the analysis values: dash-dotted blue line. Plotting conventions as
i Fig. 6.20
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Figure 6.22: MLS H0O mean profile values from 1 August 2006 for configuration
AMMA-SCOUT-2. MLS retrieved profile values (assimilated) together with their
error bars are given in red, the background wvalues: black dashed line, the analy-
sis values: dash-dotted blue line. The grey-shaded area indicates values within the
standard deviation of observations.
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Figure 6.24: HNO3 mean profiles from 29.07.2006 for configuration AMMA-
SCOUT-3. MLS retrieved profile values (assimilated) together with their error bars
are given in red, the background values: black dashed line, the analysis values: dash-
dotted blue line. The grey-shaded area indicates values within the standard deviation
of observations.
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Figure 6.25: H>O mean profile values from 1 August 2006 for configuration
AMMA-SCOUT-2. Radiosonde profile values (not assimilated, Wyoming data-
base) together with their error bars are given in red, the background values: black
dashed line, the analysis values: dash-dotted blue line. The list of the Wyoming
stations in Table 5.1

The mean H,O analysis is in a good agreement with MLS observation above
180 hPa altitude (Fig. 6.22). The negative bias is seen towards high mixing
ratios in low altitudes below 180 hPa, especially in tropics and mid-latitudes
where the standard deviation of the observations are large. The mean Oj
analysis (Fig. 6.23) show a very good compliance with both, MLS observations
and the background field, which is actually the previous day analysis of the
model. A minor negative bias is visible in the altitude range between 0.4hPa
and 0.2 hPa in tropics and mid-latitudes. Also mean H NQO3 analysis show
a good agreement with MLS observations, except in the tropics (Fig. 6.24).
Here, a small negative bias is seen between altitudes 20 hPa and 9 hPa, in all
other heights analysis is in the range of the observation errors.

The analysis increment together with available observations on the model level
33, corresponding to 208 hPa is shown in Figures 6.27 and 6.28. The CRISTA-
NF observations from 13th August 2006, local flight from Ouagadougou, are
presented in Figure 6.27, bottom. The measurements are taken between 12:30
and 16:23 UTC. The analysis increment is at 24:00 UTC (Fig. 6.27, left).
Thus, the difference between observation time and the analysis is about 8
hours. Note, that only for computational reasons the model states are saved
at 12 and 24 UTC and each of the state is saved in file with size of about
220 MB. On the Fig. 6.27 is seen, that high concentrated HO observations
over Ghana are transported to the west in this 8 hours, this is an effect of
the Tropical Easterly Jet stream (TEJ), also seen on Figure 6.26. The west
African jet streams are described in detail by Okonkwo et al. [2014].

The MLS measurements (right) and analysis increment (left) for 13 August
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Figure 6.26: GME zonal wind for 18 August 2006 at model level 33, corresponding
to 208 hPa (about 11.5 km altitude).
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Figure 6.27: SCOUT-AMMA-2 water vapor analysis increment (analysis-
background, left) and CRISTA-NF HsO observations (right) for 13 August 2006
at model level 33, corresponding to 208 hPa (about 11.5 km altitude).

are shown in Figure 6.28. The MLS measurement available close to the west
and east border of Ghana show a negative bias from the CRISTA-NF meas-
urements in the same region (Fig. 6.27, bottom). The maximal discrepancy
is about 40%. This can be also taken from Figure 6.29, where the analysis
of the assimilated CRISTA-NF (left) and MLS (right) observations are com-
pared. The radiosondes from Wyoming database (Figure 6.25) are measure
even higher water concentrations in this region than the MLS and CRISTA-
NF. On the Figure 6.29 it is seen that assimilation of CRISTA-NF observations
13 August 2006 improves the budget of the water vapor over Ghana compered
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Figure 6.28: SCOUT-AMMA-2 water vapor analysis increment (analysis-
background, left) and MLS HsO observations (right) for 13 August 2006 at model
level 33, corresponding to 208 hPa (about 11.5 km altitude).
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Figure 6.29: SCOUT-AMMA-2 H50 analysis of assimilated CRISTA-NF (left)
and MLS (right) observations for 13 August 2006 at model level 33, corresponding
to 208 hPa (about 11.5 km altitude).

to MLS analysis.

Some single CRISTA-NF profiles with its error bars (red), corresponding analy-
sis (blue) and background (black) from 29 July 2006 and 1 August 2006 are
shown in Figures 6.30 and 6.31, respectively. It is seen that the analysis is a
good compliance with observations above 300 hPa. The negative bias in low
altitudes is correlated with the large errors of CRISTA-NF water observations
(up to 50%) in comparison with model background error (40%) and also with
the errors of MLS water observations (up to 15%).
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Figure 6.30: SCOUT-AMMA-2 HsO profile values from 29 July 2006. CRISTA-
NF retrieved profile values (assimilated) together with its error bars are given in red,
the background values: black dashed line, the analysis values: dash-dotted blue line.
The geographical coordinates in Latitude/longitude format is seen above the profile
plots.
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Figure 6.31: SCOUT-AMMA-2 H5O profile values from 1 August 2006. CRISTA-
NF retrieved profile values (assimilated) together with its error bars are given in red,
the background values: black dashed line, the analysis values: dash-dotted blue line.
The geographical coordinates in Latitude/longitude format is seen above the profile
plots.
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Summary and Conclusions

Aircraft measurements, highly resolving and well suited for UTLS filamental
structures, are of most interest for local studies. Although, the satellite instru-
ments are delivering an unprecedented wealth of observations of a number of
stratospheric trace gases with global coverage, they are scattered and have a
limited resolution in space or time. Combining these measurements and apply-
ing advanced data assimilation techniques to compare benefits from satellite
and air borne data, and to analyse the chemical composition of the tropopause
and lower stratosphere, was the issue of this work. Thus, improvement of the
SACADA assimilation system for the assimilation of high resolution aircraft
data was accomplished. For this purpose, a model grid refinement and full
revision of the chemical mechanism were performed. The resolution of the ho-
rizontal grid points was increased from about 240 km to 150 km, resulting in
23 042 grid points per model levels. The vertical resolution was increased with
twelve additional layers, especially in the UTLS region. Hence, the vertical
separation between grid levels is now less than 1 km below 22 km altitude.

The chemistry module of SACADA was extended and revised to better rep-
resent chemical processes in the UTLS region: 15 photolysis, 24 gas phase and
three heterogeneous reactions were added to the SACADA chemical mechan-
ism. In total, a number of 197 chemical reaction of 51 stratospheric trace gases
is considered by the chemistry module now. All reaction rates were updated
according to the recommendations of the NASA’s Jet Propulsion Laborat-
ory. Heterogeneous reactions on PSC and aerosol surfaces are also included in
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Summary and Conclusions

the reaction mechanism and its adjoint. The Tropospheric Ultraviolet-Visible
Radiation Model, from National Center for Atmospheric Research, was adap-
ted in order to build a look-up table of photo-dissociation frequencies for the
photolysis reactions of new stratospheric chemistry mechanism on the high res-
olution grid. Thus, a novel global chemistry transport model with its adjoint
version is the kernel of this system.

To evaluate and test improved SACADA assimilation system, two measure-
ment campaigns, operating CRISTA-NF on board of M55 Geophysica, SCOUT-
03 and SCOUT-AMMA, over the periods November-December 2005 and July-
August 2006 were studied. Retrievals of various stratospheric trace gases de-
rived from EOS MLS spectra as well as retrievals of aircraft measurements
from CRISTA-NF have been assimilated. The assimilation results have been
validated with independent (not assimilated) data from HALOE and MIPAS-
IMK satellite instruments, and radiosondes.

The performance of the newly extended system has been validated in various
ways. Assessing the cost function evolution with y2-tests show a good results of
minimisation performance. It is shown that the water analysis improves, with
progressing days assimilated, compared to the ECMWF operational analysis.
A negative bias of assimilated water fields against retrieved profiles in the up-
per troposphere has been detected. The assimilation of water combined with
other species led to a less improved HsO analysis. This issue can most prob-
ably be attributed to relatively large errors of retrieved water concentrations
compared to other assimilated species. This is a problem of preconditioning
of species with anti-correlation in stratosphere and troposphere, with orders
of magnitude of concentrations. It can be expected that a more sophisticated
estimation of the BECM parameters used in the diffusion scheme will further
improve the quality of analysed trace gas fields. A perfect analysis performance
with respect to the assimilated ozone observations is shown. A cross validation
of water and ozone profiles obtained from different measurement instruments
has been performed. The results of ozone cross-validation show a very good
agreement of HALOE and assimilated MLS profile values.

It can be concluded that the improved SACADA assimilation system is dealing
well with high resolution aircraft measurements. To bring more clarity in the
UTLS fine structures, additional and more accurate aircraft measurements is
desirable.

For the future, both an further extended assimilation system and air borne
measurement platforms can be combined. A great benefit for the SACADA
assimilation system performance would be adapting ICON (ICOsahedral Non-
hydrostatic model) grid (Zangl [2013]), with an option of using a high hori-
zontal resolution and an advanced nesting technique, to the model. This is ap-



71

plicable, since SACADA is also based on an icosahedral-triangular Arakawa-C
grid, as ICON. Further studies with SACADA, analysing the chemical compos-
ition of the tropopause and lower stratosphere with higher spatial resolution
should consider two- and three-dimensional observations provided by the state
of the art aircraft instrument GLORIA.






APPENDIX A

Tables

A.1 Vertical grid parameters

Table A.1: Coefficients defining the vertical grid. k is the layer index, asj and
by are the coefficients defining the pressure at the centre of layer k according to
(3.4.1). The coeffients ay, by define the pressure at the upper boundary and apiq,
bit1 the pressure at the bottom of layer k. The last column gives the height of the
centre of layer, computed from pressure according to the U. S. Standard Atmosphere

from 1976.
k | ax [Pa] b [-] asy [Pa] | bgx [[] | Height [km]
1 0.000 | 0.0 0.1000 | 0.0 65.615920
2 0.200 | 0.0 0.2900 | 0.0 57.926560
3 0.380 | 0.0 0.4800 | 0.0 54.053570
4 0.580 | 0.0 0.6650 | 0.0 51.525340
) 0.750 | 0.0 0.8500 | 0.0 49.656140
6 0.950 | 0.0 1.0730 | 0.0 47.886280
7 1.196 | 0.0 1.3510 | 0.0 46.135640
8 1.506 | 0.0 1.7030 | 0.0 44.398880
9 1.900 | 0.0 2.1530 | 0.0 42.669600
10 2.406 | 0.0 2.7330 | 0.0 40.949940
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k| ay [Pa b [-] ayy [Pa] | byx [[] | Height [km]
11 3.060 | 0.0 3.4820 | 0.0 39.238820
12 3.904 | 0.0 4.4550 | 0.0 37.528760
13 5.006 | 0.0 5.7230 | 0.0 35.822980
14 6.440 | 0.0 7.3800 | 0.0 34.117200
15 8.320 | 0.0 9.5450 | 0.0 32.416760
16 | 10.770 | 0.0 12.3600 | 0.0 30.736620
17 1 13.950 | 0.0 16.0050 | 0.0 29.087450
18 | 18.060 | 0.0 20.7000 | 0.0 27.502370
19 | 23.340 | 0.0 26.6700 | 0.0 25.989910
20 | 30.000 | 0.0 33.7000 | 0.0 24.566120
21| 37.400 | 0.0 40.8910 | 0.0 23.256610
22 | 44.382 | 0.0 48.0990 | 0.0 22.059250
23| 51.816 | 0.0 56.1220 | 0.0 20.951610
24 |1 60.428 | 0.0 65.4070 | 0.0 19.921950
25| 70.386 | 0.0 76.1175 | 0.0 18.938220
26 | 81.849 | 0.0 88.4915 | 0.00000055 | 17.965160
27 1 95.134 | 0.00000110 | 102.8220 | 0.00000260 | 17.000660
28 | 110.510 | 0.00000410 | 117.8250 | 0.00146115 | 16.043620
29 | 125.140 | 0.00291820 | 132.4700 | 0.00542878 | 15.096210
30 | 139.800 | 0.00793936 | 144.8520 | 0.01375970 | 14.170150
31 | 149.903 | 0.01958000 | 153.3970 | 0.02852750 | 13.275070
32 | 156.892 | 0.03747500 | 159.7790 | 0.04848250 | 12.396010
33 | 162.666 | 0.05949000 | 163.6580 | 0.07369000 | 11.528700
34 | 164.650 | 0.08789000 | 163.8130 | 0.10494500 | 10.688100
35 | 162.976 | 0.12200000 | 160.4460 | 0.14172000 | 9.873123
36 | 157.916 | 0.16144000 | 153.8840 | 0.18357000 | 9.086990
37 1 149.853 | 0.20570000 | 144.5540 | 0.22994500 | 8.329697
38 | 139.255 | 0.25419000 | 132.9540 | 0.28021500 | 7.600174
39 | 126.653 | 0.30624000 | 119.6320 | 0.33369500 | 6.899490
40 | 112.612 | 0.36115000 | 105.1630 | 0.38967500 | 6.226578
41 | 97.714 | 0.41820000 | 90.1230 | 0.44744500 | 5.579300
42 | 82.532 | 0.47669000 | 75.0725 | 0.50629000 | 4.958725
43 | 67.613 | 0.53589000 | 60.5360 | 0.56548500 | 4.362717
44 | 53.459 | 0.59508000 | 46.9830 | 0.62432000 | 3.791275
45 | 40.507 | 0.65356000 | 34.8115 | 0.68207500 | 3.245468
46 | 29.116 | 0.71059000 | 24.3320 | 0.73800000 | 2.726364
47 | 19.548 | 0.76541000 | 15.7535 | 0.79129000 | 2.235031
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k| ax [Pa] bi [-] asy [Pa] | bgx [[] | Height [km]
48 | 11.959 | 0.81717000 9.1700 | 0.84106500 | 1.774673
49 6.381 | 0.86496000 4.5485 | 0.88634000 | 1.348495
50 2.716 | 0.90772000 1.7185 | 0.92596500 | 0.965042
51 0.721 | 0.94421000 0.3605 | 0.95860000 | 0.628585
52 0.000 | 0.97299000 0.0 0.98263500 | 0.351944
53 0.000 | 0.99228000 0.0 0.99614000 | 0.147934
54 0.000 | 1.0 - - -




76

Tables

A.2 Reaction equations

Table A.2: Photolysis reactions included in the model CHEMS1.

Reaction

(R1) O2+hvr—0O(P)+0(1D)
(R2) O2+hv—0O(3P)+0(3P)
(R3 ) O3+hV_>O(1D)+02

(R4 ) O3+hV_>O(3P)+02
(R5) N2O+hv—No+0(1D)
(R6 ) NO+hv—O(3P)

(R7) NO3+hv—O(3P)+NO
(R8)  NyO5+hr—NO3+NO+O(3P)
(R9 ) NoOs5+hr—NO5+NO3
(RlO )  HNO3+hr—OH+NO2
(R11) NO3+hv—NO2+O(3P)
(R12) NO3+hv—NO+04
(R13) HNO4+hr—OH+NO3
(R14 ) HNO4+hr—HO2+NOo
(R15) CH300H+hr—CH3;0+0H
(R16 ) CH30+hv—H+HCO
(R17) CH20+4hr—Hy+CO
(R18) HyO+hr—H+OH

(R19) Hy0+hr—Hy+0(1D)
(R20 ) HyO+hv—oH+O(3P)
(R21 ) H202+hV—>OH+OH
(R22) Clo+hr—Cl4Cl

(R23) ClO+hv—Cl+O(®P)
(R24) OCIO+hr—0O(3P)+C1O
(R25) ClOO+hv—O(3P)+CIO
(R26 ) ClyOg+hr—CIl+Cl+04
(R27) HOCI+hv—Cl+OH

(R28 ) HCl+hv—Cl4+H

(R29 ) CIONOy+hr—CL+NOg3
(R30 ) CIONOg+hr—ClO+NO,
(R31 ) CINOg+hr—Cl4+NO,
(R32) BrCl+hv—Br+Cl

(R33) Breo+hv—Br+Br

(R34) BrO+hv—Br+O(3P)
(R35) HOBr+hv—Br+OH
(R36 ) BrONOs+hry—Br+NO3
(R37) BrONO2+hry—BrO+NO,
(R38) CH3Cl+-hr—Cl

(R39) CCly+hrv—Cl+Cl+Cl+Cl
(R40 ) CHj3CCl3+hr—Cl+Cl4Cl
(R41) CFCl3+hv—Cl+Cl1+Cl
(R42) CF3Cla+hr—Cl+Cl
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Table A.2: Photolysis reactions included in the model CHEMS51 (continued)

Reaction

R43 ) CF3CICFCly+hr—Cl4+Cl+Cl

(

(R44) CHF,Cl+hy—Cl
(R45) CH3Br+hv—Br

(R46 ) CF3Br+hv—Br
(R47) CF3CIBr+hv—Cl+Br
(R48 ) CHy+hv—CHy+H
(R19) CHy+hv—H,

Table A.3: Gas phase reactions that are included in the model CHEMb51. Rate
constants for first- and second-order reactions are given in units of st and

molecules L emPs™!

, respectively. Rate constants for third-order reactions are given
as effective second-order rate constants in units of molecules *em3s™t. Me {No,
Os}. For third-order reactions, f-3rd = f(ko,kso) has to be evaluated according to

Sander et al. [2011]:
F (o, i) = (ko[M]/ (1 + o [M] /Koc)) x 0.6+ (1oBt0 o M1k,

The term products represents constituents which are not considered in the reaction
scheme.

Reaction

Bimolekular Reaktions:

(R1) Al O(®P)+03—02+0, 8.0E-12*exp(-2060.0/T)
(R2)  A2,A3 O('D)+02—0(®*P)+02 3.3E-11%exp(55.0/T)
(R3)  A2,A4 O('D)+03—02+0> 1.2E-10

(R4)  A2,A4 O(*D)+03—0(*P)+0(3P)+02 1.2E-10

(R5)  A2,A5 O('D)+Hs;—OH+H 1.1E-10

(R6)  A2,A6 O('D)+H,0—OH+OH 1.63E-10*exp(60.0/T)
(R7)  A2,A7 O('D)+Ny—O(®P)+Ny 2.15E-11*exp(110.0/T)
(R8)  A2,A8 N2O+O(!D)—N2+0, 4.7E-11%exp(20.0/T)
(R9)  A2,A8 N20+0(*D)—=NO+NO 6.7E-11*exp(20.0/T)
(R10) A2,A11  CH4+O('*D)—OH+CH; 1.125E-10

(R11) A2,A11  O('D)+CH4;—CH,O+H, 1.5E-10%0.05

(R12) A2,A12 HCI+O('D)—OH+Cl 1.0E-10

(R13) A2,A12  HCIH-O('D)—H+CIO 3.6E-11

(R14) A2,A15  HBr+O('D)—OH+Br 1.5E-10%0.8

(R15) A2,A16  Cl+O('D)—ClO+Cl 2.7E-10

(R16) A19 CCL+0O('D)—C1O 3.3E-10*0.86

(R17)  A19 CFCl34+0(*D)—CIO 2.3E-10*0.75

(R18) A19 CF»Cl,+0(*D)—C1O 1.4E-10%0.82

(R19) A19,A20 CH3Br+O(*D)—BrO+CHjs 1.8E-10

(R20) A19,A27 CHF,CI+-O('D)—ClO 1.0E-10

(R21) A19,A46 CF,CICFCl+0O('D)—ClO 2.0E-10

(R22) A19,A30 CF,CIBr+O('D)—BrO 1.5E-10
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Table A.3: Gas phase reaction equations included in the model CHEMS51 (contin-

ued)

Reaction

(R23) A19,A32 CF3Br+0O('D)—BrO 1.0E-10

(R24) BI1 OH+O(®*P)—H+02 2.2E-11*exp(120.0/T)

(R25) B2 HO2+O(3P)—OH+02 3.0E-11*exp(200.0/T)

(R26) B3 H202+0(3*P)—HO2+OH 1.4E-12*exp(-2000.0/T)

(R27) B4 H+03—0H+0, 1.4E-10*exp(-470.0/7T)

(R28) B5 H+HO;—OH+OH 7.2E-11

(R29) B5 H+HO;—Hy+0, 6.9E-12

(R30) B5 H+HO,—H>0+0(®P) 1.6E-12

(Rgl) B6 OH+03—HO2+0, 1.7E-12*6Xp(—940.0/T)

(R32) B7 OH+Hy—H,O0+H 2.8E-12%exp(-1800.0/T)

(R33) B9 OH+OH—H,0+0(®P) 1.8E-12

(R34) BI10 OH+HO2—H20+0, 4.8E-11*exp(250.0/T)

(R35) B11 OH+H505—H>0+HO> 1.8E-12

(R36) B12 HO3+03—0H+05+0, 1.0E-14*6Xp(—490.0/T)

(R37) B13 HO5+HO5—H3054+05 3.5E-13*6Xp(430.0/TEMP)+
1.7E-33*exp(1000.0/ TEMP)*cair

(R38) C1 NO2+0O(*P)—NO+0, 5.1E-12%exp(210.0/T)

(R39) (2 NO3+O(3P)—NO3+02 1.0E-11

(R40) C6 NO2+H—OH+NO 4.0E-10*exp(-340.0/T)

(R41) C7 NO3+OH—NO2+HO, 2.2E-11

(R42) (€9 HNO3+OH—NO3+H>0 f HNO3(2.4E-14,460.0,2.7E-17,
2199.0,6.5E-34,1335.0)

(R43) C10 HNO4+0OH—NO3+H;0+404 1.3E-12%exp(380.0/T)
C12 NO+4+HO5—OH+NO, 3.5E-12*%exp(250.0/T
(R44) p
(R46) Cl14 HO3+NO3;—0OH+NOy+0, 3.5E-12%0.8
(R47) €20 NO+403—NOy+0, 3.0E-12*exp(-1500.0/T)
(R48) (21 NO+4+NO3—NO3+NO, 1.5E-11%exp(170.0/T)
(R49) (€22 NO3+05—NO3404 1.2E-13*exp(-2450.0/T)
(R50) (€23 NO34+NO;—=NO+NO5y+0, 4.5B-14%exp(-1260.0/T)
( ) C24 NO3+NO3—NO3+NO3+0, 8.5E-13*exp(—2450.0/T)
(R52) D4 CH,0+0(*P)—OH+HCO 3.4E-11*exp(-1600.0/T)
(R53) D11 CH,+0OH—H,0+CH; 2.45E-12%exp(-1775.0/T)
(R54) D14 CH,O0+0OH—H,O+HCO 5.5E-12%exp(125.0/T)
( ) D16 CH3;00H+0OH— CH305+H50O 3.8E-12*€Xp(200/T)*0.7
(R56) D16 CH300H+OH— CHyO+OH+H,0  3.8E-12%exp(200/T)*0.3
( ) D35 CH305+HO5—CH300H+04 41E—13*6Xp(7500/T)
(R58) D44 HCO+03—CO+HO, 5.2E-12
(R59) D46 CH3;0+05—CH,0+HO, 3.9E-14*exp(-900.0/T)
( ) D51 CH305+NO—CH30+NO9 2.8E-12*6Xp(300.0/T)
F1 ClO+0(3P)—Cl+0, 2.8E-11*exp(85.0/T
(R61) ( p
F2 OCIO+0(3P)—ClO+404 2.4E-12*exp(-960.0/T
(R62) ( D
(R63) F4 HCI+O(®*P)—OH+Cl 1.0E-11*exp(-3300.0/T)
(R64) F5 HOCI4+O(®P)—CIO+OH 1.7E-13
F6 CIONO5+0(3P)—ClO+NOg4 2.9E-12*exp(-800.0/T
(R65) ( P
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Table A.3: Gas phase reaction equations included in the model CHEMS51 (contin-

ued)

Reaction

(R66) F7 0CI04+03—305+05+ClO 2.1E-12%exp(-4700.0/T)
(R67) F9 Cly+OH—HOCI4-C1 1.4E-12%exp(-900.0/T)
(R68) F10 ClO+OH—Cl+HO, 7.4B-12%exp(270.0/T)
(R69) F10 ClO+OH—HCIH-0, 6.0BE-13%exp(230.0/T)
R70) F11 OCI0+0H—-HOCI+0, 4.5F-13%exp(800.0/T
(R70) p

R71) FI12 HCl+-OH—Cl+H,0 2.6E-12%exp(-350.0/T
(R71) p

R72) F13 HOCI+OH—ClO+H,0 3.0E-12*exp(-500.0/T
(R72) p

(R73) Fl4 CINO,+OH—HOCI+NO, 2.4B-12%exp(-1250.0/T)
(R74) F15 CIONO,+OH—HOCI+NO; 1.2E-12%exp(-330.0/T)
(R75) F16 CH;3Cl+OH—H,0 2.4E-12%exp(-1250.0/T)
(R76) F22 CHF,Cl4+-OH—H,0 1.05E-12%exp(-1600.0/T)
(R77) F26 CH;3CCl3+OH—H50 1.64E-12%exp(-1520.0/T)
(R78) F45 Cl4+-HO,—HCI+0, 1.8E-11%exp(170.0/T)
(R79) F45 Cl+HO»—OH4+CIO 4.1E-11%exp(-450.0/T)
(R80)  F46 ClO+HO5—HOCI+0, 2.7B-12%exp(220.0/T)
R81) F48 OCIO+NO—-CIO+NO, 2.5E-12%exp(-600.0/T
(R81) p

R82) F52 Cl4+03—ClO+04 2.3E-11*exp(-200.0/T
(R82) p

(R83) F53 Cl4+-H, »HCI4+H 3.05E-11%exp(-2270.0/T)
(R84) F54 Cl+Hy0s—HCI+HO, 1.1E-11*exp(-980.0/T)
(R85) F55 Cl4-NO3—ClO4+NO, 2.4E-11

R86) F59 Cl4+CH,—HCl+CH 7.3E-12%exp(-1280.0/T
(R86) 3 p

R87) F61 CH,0+Cl—HCI+HCO 8.1E-11%exp(-30.0/T
(R87) p

R&8 F79 Cl4+0ClO—ClO+-C1O 3.4E-11*exp(160.0/T
(R88) p

(R89) FS80 Cl+Cl00—Cly+0, 2.3E-10

(R90)  F80 Cl+Cl00—Cl0+ClO 1.2E-11

(R91) F82 Cl4+Cl,05—Cly+ClI00 1.0E-10

R92) FS83 Cl+HOCI—Cly+0OH 2.5E-12%exp(-130/T)*0.58
(R92) p

R93) FS83 Cl4+-HOCI—HCI+CIO 2.5E-12%exp(-130/T)*0.15
(R93) p

(R94) F85 Cl+CIONO5—Cly+NO; 6.5E-12%exp(135.0/T)
(R95) F111 ClO+NO—Cl+NO, 6.4B-12%exp(290.0/T)
(R96) F112 Cl0+NO3—CI00+NO, ATE-13

(R97) F117 CH;3045+ClO—CH;0+Cl+04 3.3E-12%exp(-115.0/T)
R9& F118 ClO+ClO—Cl+0C1O0 3.5E-13*exp(-1370.0/T
(R98) p

R99) F118 ClO+ClO—Cly+0s 1.0E-12%exp(-1590.0/T
(R99) p

(R100) F118 Cl0+C10—C1+ClI00 3.0B-11%exp(-2450.0/T)
(R101) G1 BrO+0(*P)—Br+02 1.9E-11*exp(230.0/T)
(R102) G2 HBr+0(3P)—Br+0H 5.8E-12%exp(-1500.0/T)
R103) G3 HOBr+0(3P)—0H+BrO 1.2E-10*exp(-430.0/T
( ) ( p

R104) G3 CH3Br+OH—H,0 2.35E-12%exp(-1300.0/T
( ) p

(R105) G5 Bro+OH—HOBr4-Br 2.1BE-11%exp(240.0/T)
(R106) G6 BrO+OH—Br+HO, 1.7E-11*exp(250.0/T)
(R107) G7 HBr+OH—Br+H,0 5.5B-12%exp(200.0/T)
R108) G24 Br+HOy—HBr+0, 4.8F-12%exp(-310.0/T
( ) p

R109) G25 BrO+HO;—HOBr+0, 4.5F-12%exp(460.0/T

( ) p

(R110) G31 Br+03—BrO+0, 1.7E-11*exp(-800.0/T)
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Table A.3: Gas phase reaction equations included in the model CHEMS51 (contin-

ued)

Reaction

(R111) G34
(R112) G35
(R113) G39
(R114) G4l
(R115) G4l
(R116) G4l
(R117) G42
(R118) G42

CH;O+Br—HBr+HCO
Br+0Cl1O—BrO-+CI10
BrO+NO—Br+NO,
BrO+ClO—Br+0CI10
BrO+ClO—Br+Cl100
BrO+ClO—BrCl+04
BrO+BrO—Br+Br+0,
BrO+BrO—Brs+05

Termolekular Reaktions:

Al
A2
B1
B2
C1
C2
C4
C5
C6
) T35

NN N N N N N S S
DN =
O —

JH DI DD DT
=009 KL

(R11) T3-2

(R12) D1
(R13) D2
(R14) F1
(R15) T3-14

(R16) F4
(R17) F8
(R18) F10
(R19) T3-14

(R20) G2

O(BP)+OQ*>03
NQJFO(lD)%NQO
H+03;—HO,
OH+OH—H50,
NO+0(*P)—NO,
NOQﬁLO(BP)—)NOg
NO2;+OH—HNO3
N02+HOQ*>HNO4
NO5+NO3—N5O5
N>05—NO3+NO,

HNO4 —)HOQ +N02

CO+0OH—H
CH3+OQ—)CH302
Cl+05—Cl00
ClIOO0O—Cl+0,

Cl+NO3;—CINO,
ClO+NO32;—CIONO;
Cl0+ClO—Cl5049
Cl05—ClO+-CIO

BI‘O+N024)BI‘ONOQ

1.7E-11%*exp(-800.0/T)
2.6E-11%exp(-1300.0/T)
8.8E-12%exp(260.0/T)
9.5B-13*exp(550.0/T)
2.3E-12%exp(260.0/T)
4.1E-13%exp(290.0/T)
2.4E-12%exp(40.0/T)

2.8E-14%exp(860.0/T)

6.0E-34*(T/300) =24 *cair
2.8E-36*(T/300) %9 *cair

£ 3rd(4.4E-32,-1.3,4.7E-11,-0.2)
f_3rd(6.9E-31,-1.0,2.6E-11,0.0)
f_3rd(9.0E-32,-1.5,3.0E-11,0.0)

£ 3rd(2.5E-31,-1.8,2.2E-11,-0.7)
f3rd(1.8E-30,-3.0,2.8E-11,0.0)

£ 3rd(2.0E-31,-3.4,2.9E-12,-1.1)
£.3rd(2.0E-30,-4.4,1.4E-12,-0.7)
£.3rd(2.0E-30,-4.4,1.4E-12,-0.7)/
(2.7E-2T*exp(11000.0/T))
£.3rd(1.8E-31,-3.2,4.7E-12,-1.4)/
(2.1E-27%exp(10900.0/T))
fea_3rd(1.5E-13,0.6,2.1E+9,6.1)
£3rd(4.0E-31,-3.6,1.2E-12,1.1)
£.3rd(2.2E-33,-3.1,1.8E-10,0.0)

£ 3rd(2.2E-33,-3.1,1.8E-10,0.0)/
(6.6E-25%exp(2502.0,/T))

£ 3rd(1.8E-31,-2.0,1.0E-10,-1.0)
£ 3rd(1.8E-31,-3.4,1.5E-11,-1.9)
£3rd(1.6E-32,-4.5,2.0E-12,-2.4)
£.3rd(1.6E-32,-4.5,2.0E-12,-2.4)/
(9.3E-28*exp(8335.0,/T))

£ 3rd(5.2E-31,-3.2,6.9E-12,-2.9)
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Table A.4: Heterogeneous reactions included in the model CHEMS1.

Reaction

R50) BrONO, + H;0(c) — HOBr + HNO;
) NQOE, + HQO(C) — HN03 + HNOg
) CIONO; + H,0(c) — HNO3 + HOCI
) CIONO, + HCl(c) — Cly + HNO;
) HOCI + HCl(c) — Clz + H20

R55) N205 4+ HCl(c) — HNO3 + products
)
)
)
)

R56) HOBr + HCI(c) — BrCl + H,0
R57) CIONO, + HBr(c) — BrCl + HNO;
R58) HOCI + HBr(c) — BrCl + H,0
R59) BrONO, + HCl(c) — BrCl + HNO;
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