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ABSTRACT

The interstellar medium (ISM) contains numerous chemical species whose distribu-
tion can give clues to how the ISM will evolve in time. However, modeling these
species self-consistently in 3D-MHD simulations is computationally expensive, so
simulations are generally restricted to species whose presence affects the thermal
balance of the gas. This approach is cost-effective, but sacrifices the possibility
of learning more about the ISM from the excluded species. This thesis presents
a novel approach to post-processing the chemistry of 3D-MHD molecular cloud
simulations. The approach uses the microphysics package Krome to post-process
the chemical histories of massless tracer particles in four well-resolved 3D-MHD
SILCC-Zoom simulations. After post-processing, the tracer data is used to recon-
struct volume-filling density grids of species which have never been modeled in a
self-consistent, time-dependent manner to date, due to their computational over-
head. The modeling pipeline is applied in two papers to the molecular gas tracers
HCO+ and OH, the emission of which is associated with CO-bright and CO-dark
molecular gas respectively. Unprecedented column density maps of these species at
a spatial resolution of 0.125 pc are presented and shown to agree with observations.
The time-dependent nature of the post-processing algorithm permits the analysis
of the formation of HCO+ and OH, in particular their peak abundance regimes and
growth timescales. In conjunction with column density maps of H2, the extinction-
dependent relationship between the densities of OH and H2 can be mathematically
fit from a 3D-MHD simulation for the first time. Finally, the potential application of
this method to measuring the age of molecular clouds via studies of the deuterium
fractionation in the gas is explored.
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INTRODUCTION

The question of what the heavens and the Earth are made of has vexed thinkers
since antiquity. Classical philosophers concluded that because everything they
could touch in daily life inevitably changed or decayed, while the heavens seemed
to be cyclical and incorruptible, different laws of nature must apply to the earthly
and celestial spheres. The sun, moon, planets, and stars were said to be composed
of a ‘quintessence’ that was beyond human understanding. Conversely, earthly ma-
terials were composed of the four fundamental elements of air, earth, fire, and water,
which could not be turned into each other. The element of earth was subdivided
into categories like gold, iron, copper, and so on, their properties fixed immutably
by a divine hand. Alchemists working to change one element to another were mys-
ticists, their work more like magic than science.

In modernity, as technology and science advanced, we slowly learned that these
simplistic and phenomenological descriptions of astronomy and chemistry were
incorrect. The Danish observer Tycho Brahe recorded a supernova that appeared in
the supposedly unchanging heavens, and proved that the Great Comet of 1577 was
not an atmospheric occurrence but something farther away than the moon. Soon
after these observations, Galileo observed the physical properties of objects in the
solar system. The laws of motion put forward by Isaac Newton explicitly rejected
the notion that the heavens obeyed different laws from Earth: our planet orbits the
sun by the same force that keeps us fixed to the ground.

In the same decade that Newton first derived his Law of Gravitation, the German
alchemist Henning Brand isolated the element phosphorus. This was the first new
element discovered since antiquity, and it could be reliably produced by following
a recipe, with no mysticism required. Over the following centuries, experiment-
alists discovered that numerous everyday materials were composed of a smaller
list of isolated elements, each with characteristic properties. Mendeleev organized
the elements according to these properties, and the empty spaces in this periodic
table led to predictions about the properties of yet-undiscovered elements based on
their neighbors. Finally, in the twentieth century, the field of quantum mechanics
explained that all these seemingly-indivisible elements were built from different
numbers and configurations of the same few fundamental particles.

These intertwined developments in astronomy and chemistry have led to the
modern understanding of the nature of matter: everything visible in the universe is
composed of the same basic particles, obeying one set of laws. These particles can
gather in complex systems, from the small (life on Earth) to the largest imaginable
(stars and galaxies), but we are now confident that Earth and human life were
ultimately born from the same processes that produced the sun and all the stars in
the sky. The question of where we came from can be answered with Carl Sagan’s
assertion, "We are made of star-stuff. We are a way for the universe to know itself."
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Contents of this thesis

The exact mechanisms by which stars and planets are born are topics of active and
ongoing debate. Through observations of dense gas in the Milky Way and in other
galaxies, we know that stars form via the conglomeration of gas into protostars,
until their internal pressure rises enough to sustain energetic fusion processes. The
elemental composition of stars is of great importance to their radiative properties
and lifecycles. To understand the stars, therefore, we must understand the compos-
ition of the molecular clouds where stars form.

The temporal scales associated with molecular clouds and star formation far ex-
ceed the entire span of human existence on Earth, to say nothing of the length of
time we have been able to observe molecular clouds with rigor. We cannot yet visit
them for samples, and cannot wait long enough to watch them evolve in nature.
Thus, we resort to modeling their physical and chemical evolution in simulations,
using complicated numerical codes. However, self-consistently modeling the chem-
istry of molecular clouds can increase the difficulty of cloud simulations by orders
of magnitude.

In this doctoral thesis, I offer a set of algorithms that I have developed in order
to approach this tension between accuracy and computational expense. These al-
gorithms sidestep the issue of properly modeling the chemistry everywhere inside
a simulation at every timestep, instead using the abbreviated chemical models of
the simulations as inputs to a set of routines which can then calculate a more robust
chemical ecosystem. This is called "post-processing" the simulations.

This thesis contains two scientific papers for which I am the first author. The
first, "The evolution of HCO+ in molecular clouds using a novel chemical post-
processing algorithm," (hereafter, Paper I) details and validates the post-processing
pipeline which I built to address the aforementioned computational issues. This
validation is performed by analyzing the formation, abundance, distribution, and
time evolution of the molecule HCO+, which is found in the densest regions of mo-
lecular clouds. The second paper, "Tracing dark molecular gas in simulated clouds
using post-processed non-equilibrium OH abundance," (hereafter, Paper II) applies
the post-processing pipeline to multiple molecular cloud simulations to systemat-
ically characterize the distribution of the diffuse molecular gas tracer species OH,
and relate it to the local density and observations of molecular hydrogen.

The organization of this thesis will be as follows. First, in Chapter 2, I will in-
troduce the physics of the interstellar medium (ISM), where molecular clouds are
found. This will include the components of the ISM (Section 2.1), the heating and
cooling processes which impact the dynamics of the interstellar gas (2.2), the mul-
tiphase model of the ISM’s density and temperature profiles (2.3), and finally the
physics and chemistry of molecular clouds (2.4). Next, in Chapter 3, I will report on
the essential computational concepts that underlie simulations of molecular cloud
chemistry. This begins with an explanation of the equations and assumptions of
ideal magnetohydrodynamics (MHD) in Section 3.1. This is followed with an ex-
planation of the numerical code FLASH (3.2), which is used in the SILCC (3.3) and
SILCC-Zoom (3.3.1) simulations. Finally, I summarize chemical post-processing
(3.4) and the microphysics package Krome (3.4.2) which handles the chemical cal-
culations in my work.

Chapter 4 introduces Paper I and Paper II, summarizing their findings and defin-
ing the extent of my coauthors’ contributions to them. Chapter 5 contains Paper I,
and Chapter 6 contains Paper II. To supplement the two papers, Chapter 7 intro-
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duces the next scientific objective for my post-processing pipeline: learning how to
infer the age of observed molecular clouds from measurements of their deuterium
fractionation. Chapter 8 concludes the thesis and summarizes my results. Two ap-
pendices are attached thereafter. Appendix A details the various routines in the
post-processing pipeline more fully than could fit into the papers, and Appendix B
confirms the statistical rigor of the simulated particles which are the basic unit of
my post-processing.
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PHYSICS OF THE INTERSTELLAR MEDIUM

The visible universe contains some 200 billion galaxies (Lauer et al., 2021). Each
contains up to hundreds of billions of stars, ranging from red dwarfs much smaller
than our Sun, to supergiants containing tens of solar masses of matter. A significant
portion of the universe’s matter content is not found in stars at all. About 85% of
the universe’s matter is ‘dark,’ not interacting with electromagnetic waves in any
discernible way and only detectable through its gravitational influence on galaxies’
bulk motion and the radial velocities of their constituent stars (Jarosik et al., 2011;
Planck Collaboration et al., 2014). Almost all of the remaining 15% – so-called
‘baryonic’ matter – lies outside the star-forming regions of galaxies, in the diffuse
circumgalactic medium or the extremely rarefied warm-hot intergalactic medium,
where density can fall as low as n ∼ 10−6 cm−3 (Nicastro et al., 2008).

The stars in the Milky Way contain 85–90% of the galaxy’s visible matter, while
the rest lies in the seemingly empty space between the stars: the ‘interstellar me-
dium’ (ISM). This reservoir of gas provides the raw materials and environment
necessary for star formation, a pivotal process in astrophysics. Studying the dy-
namical evolution of the ISM is essential to understanding both the evolution of the
galaxy at large and the history and future of its stellar population.

Until the modern era, the concept that stars are physical objects which are born
and die was not understood. Aristotle, for instance, insisted that the stars were per-
fect and unchanging, composed of aether or ’quintessence,’ and orbited the Earth
in circles (De Caelo, 1995). Even after the acceptance of the theory that stars are like
our Sun except at a great distance, nobody could posit how stars shine (let alone
how they might be formed) until ideas of nuclear fusion were developed. Theories
of protostars remained theoretical until Becklin and Neugebauer (1967) observed an
infrared blackbody source that barely emitted in visible wavelengths. Since then,
we have observed a broad cross-section of protostars at various stages of formation,
and have refined our theoretical models of their evolution.

The stellar lifecycle, particularly of very massive stars (M > 8–10 solar masses,
M⊙), plays a critical role in the long-term dynamics of the Milky Way and other
galaxies. The formation and destruction of these massive stars regulate the com-
position and distribution of the gas and dust which compose the ISM. Because stars
form via the coagulation of this gas and dust, they retain a signature of their birth
environments. By linking the composition of massive stars observed today to the
spectra of nearby sites of star formation, we can make deductions about the galaxy’s
past. By modeling how these stars affect the local ISM both during their lifetimes
and in the course of their death, we can conjecture about the galaxy’s future.

In this chapter, I will begin by introducing the components of the ISM, including
its constituent matter, radiation environment, and forces and fields. Secondly, I
will summarize the mechanisms by which the ISM temperature is regulated. The
next section will introduce the canonical schema by which the ISM is divided into
phases. Finally, I will explain in detail the dense regions known as molecular clouds,
in particular their dynamical evolution and chemical contents.
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2.1
Components of the ISM

The interstellar medium is dominated by gaseous atoms and molecules. Hydrogen
is the most common element in the universe, comprising some 90% of all atoms by
number and 70% by mass (Draine, 2011). Its most common state in the Milky Way
(filling 64% of the galaxy’s ISM by volume) is as ionized H+, a bare proton. Another
31% of the ISM volume contains predominantly atomic H, with the remaining 5%
containing the molecular form H2 (Tielens, 2005).

The presence of H+ can be readily traced by its Hα recombination emission
(Tielens, 2005; Draine, 2011), and the presence of atomic H by the hyperfine 21 cm
transition (Klessen and Glover, 2016). Conversely, observing H2 in the ISM is dif-
ficult. Molecular hydrogen has no permanent electric dipole, and although it has
a quadrupole moment, its transitions have a high excitation temperature compared
to the temperature of the dense gas environment where H2 is found. Because H2

is usually indicative of the densities where star formation can occur, locating it is
of paramount importance to understanding the dynamics of the galaxy. The best-
studied approach is to discern which other chemical species are cospatially present
alongside the H2, as further explored in Paper I (Chapter 5) and Paper II (Chapter 6).

Another 28% of the ISM mass consists of helium, which is generally inert (Kal-
berla and Kerp, 2009). The remaining 2% of the ISM mass comprises all the other,
heavier elements, which are all categorized as ‘metals’ in astrophysical parlance.
Practically all metals in the ISM were produced in thermonuclear processes inside
aging or dying stars (rather than in primordial nucleosynthesis), and ejected into
the ISM via stellar winds or supernovae (see Section 2.4.3). Despite the tiny pro-
portionality of metals in the ISM, they play an unmistakable role in the thermal
processes that regulate the temperature of the gas. Because of the aforementioned
constraints on observing molecular hydrogen, detecting the spectral signatures of
metal-bearing molecules is essential to understanding the composition of dense re-
gions in the ISM (Wolfire et al., 2010; Smith et al., 2014; Li et al., 2015; Seifried et al.,
2020).

In addition to its gas content, the ISM also contains particulates ranging in size
from 50–2500 Å, collectively referred to as ‘dust’ (Draine and Lee, 1984; Weingartner
and Draine, 2001). The total mass of these metal-bearing particles is about 1% of the
ISM mass (Hildebrand, 1983; Klessen and Glover, 2016), and they include silicates,
chondrites, water ice, and organic compounds like polycyclic aromatic hydrocar-
bons (PAHs). Despite their small mass contribution, the dust grains play a key role
in dense regions of the ISM. Dust particles provide a large surface area on which
chemical reactions can occur (van Dishoeck and Blake, 1998), including some that
are disfavored in the gas phase. For instance, although two free hydrogen atoms can
combine into H2 in the gaseous ISM, the combination rate is too low to explain the
observed molecular fraction. Hydrogen atoms can also stick to the surfaces of dust
grains, where they have a much greater chance of finding each other and forming
H2 (Gould and Salpeter, 1963). These hydrogen molecules can then desorb from
the grains and join the gas phase. Accordingly, we now understand most of the H2

content in the ISM was formed via reactions on dust. Dust also readily absorbs in-
cident radiation, providing significant shielding to the gas by preventing incoming
high-energy photons from reaching the regions of highest density (Tielens, 2005).

The matter comprising the ISM is strongly influenced by ambient radiation.
This radiation bath, collectively called the ‘interstellar radiation field’ (ISRF), ori-
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ginates in numerous astrophysical processes (Draine, 2011). Very massive stars of
the O- and B-type spectral class emit plentiful UV light, which can ionize hydrogen
and dissociate molecules. The cosmic microwave background, with a frequency of
∼ 1010 Hz (corresponding to a blackbody temperature of 2.762 K), was released
everywhere in the universe at the recombination epoch 360 kyr after the Big Bang,
and fills all space with photons whose energy is around ∼ 10−3 eV (Fixsen and
Mather, 2002, see also Penzias and Wilson 1965). Interstellar dust grains at the tem-
perature of the ISM radiate with blackbody spectra peaking in the infrared regime.
Nebulae also radiate, primarily in free-free bremsstrahlung and ionization lines of
metals. Finally, the ISRF also contains radio waves from synchrotron emission and
X-rays from very hot plasma and X-ray binaries.

When calculating the impact of the ISRF, we generally focus on the radiation
with enough energy to dissociate molecular hydrogen or ionize atomic hydrogen
(13.6 eV) (Tielens, 2005). The volumetric energy density of photons with energies
between 4–13.6 eV is represented by the constant G0, which depends on local con-
ditions. In the solar neighborhood, this is cited as G0 = 1.7 in Habing units, for
which 1 Habing is 5.29 × 10−4 ergs cm−3 (Draine, 1978). Closer to more energetic
stars than in the solar neighborhood, the ISRF can be several orders of magnitude
stronger.

The ISM is also filled with ‘cosmic rays’ (CRs). In 1912, Victor Hess discovered
these were not emissions from Earth’s radioactive elements, but instead particles
from space. Most cosmic rays consist of single protons, plus a small fraction of
alpha particles (doubly-ionized helium nuclei), metal nuclei, and electrons (Draine,
2011; Klessen and Glover, 2016), accelerated to relativistic speeds by supernovae,
active galactic nuclei, and other energetic sources. The energy distribution of CRs
peaks around ∼ 300 MeV, enough to ionize and/or dissociate any atom or molecule
with which they interact. Since CRs have enough energy to penetrate even the
densest gas in the ISM, they are usually modeled as a constant energy field which
interacts with the interstellar gas at a ‘cosmic ray ionization rate’ (CRIR) between
10−17–10−14 s−1, though work is ongoing to determine their attenuation profile
toward density peaks (Gaches and Offner, 2018; Gaches et al., 2019).

Finally, the ISM is suffused with magnetic fields which affect the dynamical
evolution of the interstellar gas (Crutcher et al., 1999; Bourke et al., 2001; Troland
and Crutcher, 2008; Crutcher, 2012; Seifried et al., 2020; Ganguly et al., 2022). These
fields exert a pressure which supports gas clouds against gravitational collapse on
large scales, and deflect charged particles such as cosmic rays and ions like H+.
In the solar neighborhood, the field strength is ∼ 5 µG (Crutcher, 2012), reaching
higher values in denser gas. Though magnetic fields are invisible, we can detect
their presence from the preferential alignment of elongated dust grains with the
field lines, which polarizes background continuum sources; or Zeeman splitting of
spectral features like the 21 cm atomic hydrogen hyperfine transition line.

2.2
Heating and cooling processes

Numerous heating and cooling effects determine the thermal state of the ISM, the
impact of each of which depends strongly on local parameters like the density and
radiation environment. The net change in energy (per volume), u̇, driven by all
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heating and cooling processes is given by (Tielens, 2005):

u̇ = n2Λ − nΓ, (2.1)

where n is the number density, n2Λ is the net heating rate, and nΓ is the net cool-
ing rate. On large scales, the temperature gradient of the ISM is nonzero, driving
dynamical movements in the gas.

Heating processes in the ISM can include:

• Photoelectric heating. Electrons on dust grains absorb UV radiation and be-
come unbound in the gas phase, with a thermal velocity equal to the energy
of the UV photon minus the grain’s ionization barrier. These free electrons
distribute their super-thermal kinetic energy to other gas particles through
stochastic collisions, heating the environment overall (Draine, 1978; Bakes and
Tielens, 1994; Wolfire et al., 2003). On the perimeter of dense regions in the
ISM, the dust periphery ‘self-shields’ the dust deeper in the cloud, reducing
the efficacy of photoelectric heating and permitting the survival of H2 (Klessen
and Glover, 2016).

• H2 dissociation. An H2 molecule is dissociated by UV radiation. The two free
hydrogen atoms each gain kinetic energy equal to one-half times the difference
between the energy of the UV photon and the dissociation barrier of H2. This
excess energy is distributed to the gas as heat by collisions. Each dissociation
event contributes an average of 0.4 eV to the ISM (Black and Dalgarno, 1977;
Draine and Bertoldi, 1996).

• H2 formation. The combination of two hydrogen atoms is energetically favor-
able, freeing 4.48 eV per formed molecule (Goldsmith and Langer, 1978). This
energy puts the H2 in an excited vibrational or rotational state. Collisional
de-excitation distributes this energy to the local gas, though the efficiency of
this process is not well constrained (Klessen and Glover, 2016).

• UV pumping. An H2 molecule is excited by incident radiation. The molecule
de-excites by fluorescence of near-infrared photons, or preferentially by col-
lisions if the gas density n ≳ 103 cm−3. Each pumping event contributes an
average of 2 eV to the ISM (Burton et al., 1990; Klessen and Glover, 2016).

• Photoionization. Atomic hydrogen is ionized by photons with energy greater
than 13.6 eV, with the excess acquired by the H+ as kinetic energy. Collisions
with the gas distribute this energy as heat.

• Cosmic ray heating. In well-shielded dense gas, where the ISRF is attenuated,
penetrating cosmic rays can still collisionally ionize and/or dissociate atoms
and molecules. The products of these reactions gain enough excess kinetic
energy from the collision that they can trigger secondary ionizations in the
local gas (Glassgold and Langer, 1973; Dalgarno et al., 1999).

• X-ray heating. Like cosmic rays, X-rays can photoionize hydrogen and also
deliver enough excess kinetic energy for secondary ionizations. However, be-
cause X-rays have significantly lower energy than cosmic rays, X-ray heating
occurs in less dense gas than cosmic ray heating (Wolfire et al., 1995).

• ISM dynamics. Adiabatic compression of the ISM via gravitational instabilit-
ies or shocks dissipates the gas’s bulk kinetic energy as heat to its constituent
particles.
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Opposing these heating effects, cooling processes in the ISM can include:

• Permitted transitions. In hot gas (T ≳ 104 K), electronic dipole transitions
constitute a major source of cooling via the escape of high-energy photons.
Cooling via Lyman-α emission (the de-excitation of an electron from the first
excited state to the ground state) releases a UV photon with an energy of ∼
10.2 eV. In the temperature regime from 104–106 K, cooling lines from carbon
and oxygen dominate, and then iron lines above 106 K (Gnat and Ferland,
2012).

• Bremsstrahlung. At even higher temperatures (T < 107 K), when iron is
fully ionized, cooling is dominated by free-free bremsstrahlung between the
electron population and ionized nuclei (mostly H+) (Sutherland and Dopita,
1993).

• Fine structure transitions. Degeneracies between the energies of nuclear
states can be broken by spin-orbit coupling, which can separate the states
by ∼ 10−2 eV (Atkins and Friedman, 2011). Because these transitions are so
low-energy, they can still occur in very cold gas (T < 100 K) where electronic
transitions are disfavored. Fine structure transitions have low probability, but
contribute significant cooling when other cooling avenues are restricted by
temperature or shielding. Fine structure line emission is dominated by car-
bon and then oxygen (Wolfire et al., 1995; Glover and Mac Low, 2007; Glover
et al., 2010).

• H2 rotational transitions. Molecular hydrogen is found in some rotational
quantum state defined by the rotational quantum number J. Transitions in
which J → J ± 1 are strongly forbidden, so the lowest-energy permitted rota-
tional transition is J = 2 → 0, for which ∆E/kB ≃ 500 K. The energy barrier
of the initial excitation limits the emissive cooling by these transitions in cold,
dense gas (Hollenbach and McKee, 1979)

• HD rotational transitions. Unlike its isotopologue H2, the deuterated form
HD has a permitted transition with J = 1 → 0, for which ∆E/kB ≃ 128 K.
Even though HD is rare compared to H2, HD provides more cooling than H2

at T < 50 K due to this lower excitation barrier (Klessen and Glover, 2016).

• CO rotational transitions. The energy states of carbon monoxide are closely
spaced with a small energy gap, so its emission can cool even very cold gas
(T < 20 K). However, because CO only exists in well-shielded gas, its cooling
efficiency is limited (Kramer et al., 1999; Goldsmith, 2001).

• Dust cooling. All dust grains radiate with blackbody spectra, peaking in the
infrared. When gas and dust are thermodynamically coupled, energy distrib-
uted to the dust via collisions eventually radiates away as infrared photons. If
the gas temperature is greater than the dust temperature, the system will seek
equilibrium by increasing the dust temperature, ultimately cooling the whole
system. This is particularly effective for cooling where n > 105 cm−3 (Leung,
1975; Hollenbach and McKee, 1989; Goldsmith, 2001).
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2.3
The multiphase model

The efficiencies of the heating and cooling processes of the ISM are temperature-
and density-dependent. Over time, these processes sort the interstellar gas into
‘phases’ where the temperature and density occupy particular regimes. These
phases are not entirely distinct. Inhomogeneities in the gas and dust distribution,
and disruptive events like supernovae, can blur the boundaries between the phases
as the gas seeks a new equilibrium. For this reason, to understand the ISM, the
phases must all be considered together as parts of a whole, rather than cases to
study in isolation.

Field et al. (1969) offered the first formal categorization of the phases of the
ISM. They stated that if the gas is assumed to be neutral and in local thermal
equilibrium, two phases result. The warmer phase, now called the Warm Neutral
Medium (WNM), contains diffuse atomic gas with temperature T ∼ 104 K and
density n ∼ 1 cm−3. The rest of the gas would be found in what is now called
the Cold Neutral Medium (CNM), where T ∼ 100 K and n ∼ 10–100 cm−3. Gas
between these temperature regimes was considered thermally unstable, gradually
heating or cooling to the Warm or Cold phase.

In response to Field’s assumption of charge neutrality, McKee and Ostriker
(1977) argued that energy injected into the ISM by supernova explosions would
ionize the gas and raise the temperature. The resulting Hot Ionized Medium (HIM)
would have T ∼ 106 K and n ∼ 10−2 cm−3, and due to the inefficiency of the
available bremsstrahlung or iron cooling lines, would retain its temperature better
than cooler gas that can cool via oxygen and carbon transitions. It has also been
shown that the putatively neutral gas of the WNM can instead have a significant
local ionization fraction due to collisions, detectable through galactic synchrotron
absorption (Hoyle and Ellis, 1963), pulsar radio dispersion (Reynolds, 1989), and
optical emission lines, such as from N+ or O+ (Reynolds et al., 1973; Mierkiewicz
et al., 2006). This phase is called the Warm Ionized Medium (WIM).

Finally, the WNM can be profitably divided between the diffuse atomic gas (the
modern definition of the WNM) and the denser, molecular gas, which clusters into
‘molecular clouds’ (MCs). These cold, dense agglomerations of gas (n ≳ 102 cm−3,
T ∼ 10 K) are the nurseries of star formation. By creating hot massive stars, MCs
also set in motion the feedback effects like stellar wind and supernovae that ul-
timately destroy them, driving large-scale evolution in the density, temperature
profile, and metallicity of the galaxy (Caselli et al., 1998; Wolfire et al., 2003).

2.4
Molecular clouds

All stars are born in molecular clouds. Therefore, to understand the life cycles of
stars, we must understand the life cycles of molecular clouds, from formation all
the way to destruction.

Descriptively, a molecular cloud is a region of the ISM with high density, low
temperature, and (consequently) high molecular fraction. Most MCs contain between
103–107 solar masses, with those containing more than 104 solar masses called ‘gi-
ant molecular clouds’ (GMCs) (Blitz et al., 2007; Murray, 2011; Dobbs et al., 2014).
Typical clouds are about 100 pc wide, with many intricate substructures. It is now
understood that clouds are composed of filaments, which are very dense tendrils
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of gas ∼ 0.1 pc in width and up to tens of parsecs long (Molinari et al., 2010; An-
dré et al., 2014). Overdense clumps of gas in these filaments undergo gravitational
collapse into cores, some of which continue condensing into a protostar or a cluster
of protostars. The gas and dust accumulated around the protostars is then cleared
through a combination of condensation into planetesimals and protoplanets and
radiative feedback from the star once it begins to shine. The feedback of the most
massive stars ultimately destroys the cloud.

2.4.1

Formation

Matter in the ISM is always gravitationally self-attracted to a local center of mass.
However, the infalling gas generates volume-crossing sound waves which impart
an outward pressure that resists gravity. If the self-gravity is stronger than the force
exerted by this pressure, the pressure will fail to support the gas against collapsing.
The end result is a dense molecular cloud (Truelove et al., 1997; Tielens, 2005).

Because the outward pressure depends on non-scaling quantities like the dens-
ity and sound speed, and the cloud’s self-gravity grows with the spatial extent of
the uniform density gas, the self-gravity will win if the gas agglomeration is wide
enough. The critical radius is called the ‘Jeans length,’ λJ , defined as:

λJ =

√
15
4π

kBT
Gmpµρ

, (2.2)

where kB is Boltzmann’s constant, G is the gravitational constant, mp is the mass of
a proton, µ is the mean molecular weight, and ρ is the cloud density. Modeling the
gas as a sphere, we can define a corresponding Jeans mass MJ , greater than which
a cloud will collapse:

MJ =
4
3

πλ3
J ρ =

4
3

π

(
15
4π

kBT
Gmpµρ

) 3
2

ρ (2.3)

For a given composition and temperature, a cloud smaller than λJ is supported
(Jeans, 1902; Tielens, 2005; Draine, 2011; Federrath et al., 2011). Since λJ rises with
temperature and declines with density, therefore, gas clouds which are cold and
dense are most susceptible to form into molecular clouds, explaining the observed
temperature and density profile of clouds in the Milky Way.

The timespan of MC formation is on the order of the freefall time t f f , the time
that a test mass dropped inward from the edge of the gas cloud would take to fall
to the center of mass. This is given as (Tielens, 2005):

t f f =

√
3π

32
1

Gρ
, (2.4)

and for the average MC is ∼ 1 Myr.
The given formulation of the Jeans instability criterion is an idealization, suf-

fering in particular from not including the effects of supersonic turbulence, which
seem to be ubiquitous in the ISM (see e.g. Zuckerman and Evans, 1974; Truelove
et al., 1997; Walch et al., 2015).
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2.4.2

Evolution

Once the diffuse gas of the ISM condenses to form a molecular cloud, it does not
continue condensing forever. The population of MCs in the galaxy follows a pair
of size relations (Goldsmith and Langer, 1978), showing that the clouds we can
observe seem to be constrained in their bulk properties. First, the masses M of
observed MCs follow the relation (Solomon et al., 1987; Dame et al., 1987; Heyer
and Dame, 2015):

dN
dM

∝ MηM , (2.5)

where N is the number of MCs, and ηM is the scaling index cited from −1.5 to
−2.5, depending on the H2 distribution (Solomon et al., 1987; Heyer et al., 2001).
Secondly, the sizes R of observed MCs follow the analogous relation:

dN
dR

∝ RηR , (2.6)

where the scaling index ηR = −3.3 to −3.9 (Heyer et al., 2001; Roman-Duval et al.,
2010).

Because of these scale relations, the low observed star formation efficiency (∼ 1–
2%), and the lack of systematic redshift in MC spectra to indicate global collapse
away from our point of view, Zuckerman and Evans (1974) rejected the notion from
Goldreich and Kwan (1974) that MCs are continually condensing. Instead, they offer
the theory of gravo-turbulent stability. This states that supersonic turbulence inside
molecular clouds supports them against further collapse at the time that they reach
the canonical density profile given by the scaling relations. Observed supersonic
linewidths in MC spectra support the idea that the gas is in this turbulent motion.
The repulsive kinetic pressure prevents densities in the cloud from approaching
that of a prestellar core outside the narrow filamentary structures, explaining the
low efficiency of star formation (see e.g. Mac Low and Klessen, 2004; McKee and
Ostriker, 2007; Hennebelle and Falgarone, 2012)

More recently, others (e.g. Heitsch and Hartmann, 2008; Camacho et al., 2016;
Vázquez-Semadeni et al., 2019, and more) have countered with the theory that mo-
lecular clouds actually are not supported against collapse. The theory of global
hierarchical collapse instead posits that clouds are constantly condensing after all.
Because different density regimes collapse at different rates, filaments and cores can
quickly form in the heart of clouds while the external, diffuse medium collapses
more slowly. Feedback from short-lived massive stars formed on the filamentary
spatial scale arrests the collapse of the diffuse medium, keeping the star formation
efficiency low, and eventually destroying the cloud before the diffuse medium can
successfully condense. The global redshift whose absence was taken by Zucker-
man and Evans (1974) as evidence of gravo-turbulent support may actually just be
disguised by the highly inhomogeneous distribution of the gas.

Systematically assessing the age of observed molecular clouds might solve this
mystery, since it seems clouds would be short-lived if the theory of global hier-
archical collapse is true. The discovery of old clouds would argue in favor of
internal support, presumably by turbulent pressure. However, measuring a de-
veloped cloud’s age is not straightforward. Observations by Scoville and Hersh
(1979) and Koda et al. (2009) of MCs crossing between spiral arms of the Milky Way
and M51, respectively, indicate that these clouds must have an age on the order
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of the inter-arm crossing time (∼ 100 Myr). Conversely, plotting stars near small
molecular clouds in the solar neighborhood on an Herzsprung-Russell (HR) dia-
gram gives ages on the order of only ∼ 10 Myr (Elmegreen, 2000; Hartmann et al.,
2001). Studies of molecular clouds in the PHANGS-ALMA survey by Chevance
et al. (2020), meanwhile, find lifetimes as short as 1–5 Myr after the first massive
stars appear.

With estimates for the ages of molecular clouds differing by orders of magnitude,
the debate between gravo-turbulent support and global hierarchical collapse re-
mains unresolved. Additional ways to measure the ages of clouds are still sought.
One promising method could be to study the evolving ortho-to-para ratio of H2,
gleaned from close examination of the rate of deuterium fractionation (Ceccarelli
et al., 2014; Bovino et al., 2017; Giannetti et al., 2019; Bovino et al., 2021). For further
explanation, as well as upcoming research I will undertake in this direction, see
Chapter 7.

2.4.3

Destruction

Molecular clouds become victims of their own stars, destroyed through several pro-
cesses categorized as ‘feedback.’ Most stars are small and do not disrupt the dy-
namics of their parent cloud. However, stars with mass M ≳ 8 M⊙ are so luminous
that their energy output can carve out ionized bubbles in the otherwise molecu-
lar gas. These stars’ deaths via supernovae can later destroy clouds completely.
Feedback processes include:

• Ionizing radiation. Massive O- and B-class stars radiate ∼ 1053 ergs of ion-
izing Lyman continuum photons over their main sequence lifetimes (Vacca
et al., 1996), surrounding themselves with HII regions in which all hydrogen
takes the form H+. This region is idealized as the ‘Strömgren sphere," which
extends to the distance from the parent star at which the ionization rate falls
to equality with the recombination rate. Because MCs are inhomogeneous,
HII regions generated by these stars are irregularly shaped and can extend
farther than if the stars were isolated in a homogeneous medium. Excess en-
ergy in the Strömgren sphere (above the ionization threshold) is absorbed by
the gas as heat, raising the pressure and pushing the cloud apart. This reduces
the density, allowing destructive shocks and the effects of supernovae to even
more efficiently disperse the cloud (Strömgren, 1939; Spitzer, 1978; Hanson
et al., 2005; Murray, 2011).

• Radiation pressure. Photons with energy below hydrogen’s ionization barrier
can still excite the gas outside the Strömgren sphere. The photons’ momentum
may also drive a bulk momentum transfer to the cooler gas, though this is
poorly constrained (Arthur et al., 2004; Sales et al., 2014). In diffuse gas, the
momentum transfer effect would be minimal (Arthur et al., 2004; Krumholz
and Matzner, 2009), but at the density of typical filaments (n ≳ 104 cm−3), it
could drive turbulence that disrupts the gravitationally-bound substructures
(Gritschneder et al., 2009).

• Stellar wind. Hot plasma and electrons in a star’s corona are accelerated by
the corona’s very high temperature (T ≳ 106 K), and expelled isotropically
(Matzner, 2002; Krumholz, 2015). For very massive stars, this mass loss can
amount to ∼ 1 solar mass per Myr, at a velocity of v ∼ 2000 km s−1, and a
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total output of 1051 ergs over the star’s short lifetime – comparable to a Type II
supernova (Puls et al., 1996; Naab and Ostriker, 2017). As with ionizing radi-
ation, the stellar wind increases local pressure and temperature while driving
down density, dispersing the molecular gas.

• Supernovae. After running out of fusable hydrogen in their cores, very
massive stars fuse a succession of heavier elements. This ends with iron,
which is the first element (by atomic weight) not to release net energy via
fusion. The core fusion terminates and the rest of the star collapses and re-
bounds explosively, in a core collapse or Type II supernova. The total energy
released in a supernova is taken to be ∼ 1051 ergs, approximately as much
as the star radiated in its whole lifetime. The surrounding medium is heated
by the supernova’s radiation and the kinetic energy of the expanding debris
shell. The gas temperature reaches as high as 106–107 K, forming the Hot Ion-
ized Medium (McKee and Ostriker, 1977). The energy injected into the cloud
by a supernova is enough to disperse the gas (Iffrig and Hennebelle, 2015;
Walch et al., 2015; Girichidis et al., 2016). Nevertheless, the supernova’s shock
front can continue to propagate elsewhere in the ISM and trigger turbulent
instabilities in the local gas (Elmegreen and Scalo, 2004), setting in motion its
condensation into new molecular clouds (Elmegreen and Lada, 1977; Wünsch
et al., 2011).

2.4.4

Chemistry

The chemistry inside molecular clouds is significantly more complex than the chem-
istry in the warmer, ionized ISM. The heavy radiation environment and high tem-
peratures of the warmer and more diffuse ISM phases dissociates most molecules
and ionizes most atoms into a plasma, producing a chemical ecosystem where rel-
atively few processes need to be simultaneously accounted for. Because molecular
bounds are delicate, the majority of them can only survive inside the relatively sed-
ate environment of a molecular cloud. Inside molecular clouds, where T ≲ 50 K
and n > 102 cm−3, the conditions are right for electron recombination and the
formation of a panoply of molecules. Since the first molecular detections in the ISM
(Swings and Rosenfeld, 1937; Douglas and Herzberg, 1941), the number of species
observed in the ISM has skyrocketed.

The defining feature of a molecular cloud is, tautologically, the presence of mo-
lecular gas. The H2 density distribution is strongly correlated with the bulk density
distribution of the molecular gas, since H2 is by far the most common molecule
(Glover et al., 2010). UV photons with E > 13.6 eV can ionize hydrogen and also
have more than enough energy to photodissociate H2 molecules (Tielens, 2005).
Thus, H2 will not survive unless it is shielded from the interstellar radiation field.
The gas envelope of a molecular cloud is thick enough that radiation impinging
upon its surface is depleted before it can penetrate too deeply and dissociate mo-
lecules closer to the local peaks of the density gradient. This ‘self-shielding’ of H2,
as will be defined later in Eq. 3.10 in the simulation context (Glover et al., 2010;
Walch et al., 2015), is essential to the long-term survival of molecular species.

The critical importance of the H2 content in molecular clouds naturally raises
the question of how H2 forms. The simplest formation mechanisms are in the gas
phase – for instance, via radiative association of two neutral hydrogen atoms or
various ion-neutral reactions – but the reaction rates of these gas phase production
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routes typically cannot sum to more than 1% of the total production rate that would
be required to explain the observed molecular fraction in normal cloud conditions
(Tegmark et al., 1997).

Instead, the most convincing argument is that H2 is preferentially formed via
the association of neutral hydrogen atoms on the surface of dust grains (Gould and
Salpeter, 1963; Hollenbach and Salpeter, 1971). The complex physics underlying
grain surface reactions require intensive modeling and the consideration of many
disparate material factors. Generally, we can model the H2 production rate RG on
grain surfaces as (Hollenbach and Salpeter, 1971; Hollenbach et al., 2009):

RG =
1
2

γvHnHndσd, (2.7)

where γ is the proportion of successful hydrogen recombination, vH is the (aver-
age) thermal velocity of hydrogen at the local temperature Tgas, nH is the hydrogen
number density, and the product ndσd (representing the product of the dust grain
number density and the cross-section of interaction) is taken to be 2 × 10−21nH fol-
lowing Hollenbach et al. (2009) and given a standard grain size distribution (Mathis
et al., 1977). The H2 is eventually desorbed from the grain and joins the gas phase.

In addition to providing a formation site for H2, dust grains also contribute
significantly to the shielding of dense gas from the ISRF. Assuming a coupling
between the dust and molecular gas distributions, the shielding contribution of the
dust can be related to the total hydrogen column density N(Htot) as in Draine and
Bertoldi (1996):

AV =
(

5.348 × 10−22
)

N(Htot), (2.8)

where AV is called the visual extinction. This quantity describes the increase in
apparent magnitude (i.e., dimming) imparted by foreground dust to a background
emission source. In modern observations, AV is used as a proxy for the local density,
particularly in two dimensions. A 3D analogue of AV is later employed (Section 3.2)
to characterize the volumetric shielding of simulated gas in this work, but this
distinction need not detain us for the moment, besides to note that these will be
distinguished by their subscripts as AV,2D and AV,3D.

Molecular hydrogen has enough shielding to survive by AV ≃ 0.5–1, given typ-
ical cloud conditions. Unfortunately, as noted earlier, H2 has no emission modes
in the cold cloud environment. It cannot be observed directly. Instead, we must
search for other molecules with detectable emission in molecular cloud conditions,
and try to correlate their density regimes with that of H2. Historically, the principal
choice for this has been carbon monoxide, CO, which is the next most common
molecule after H2. It forms through a wide variety of pathways (Glover and Clark,
2012; Klessen and Glover, 2016), including a reaction chain beginning with the H2

or the cosmic ray tracer H3
+, and then via reactions that produce other molecules

like OH and HCO+. Other routes include through ionized hydrocarbons like CH2
+

recombining with electrons to form CH and CH2, which can also be formed directly
from neutral carbon at high densities.

Though CO can be produced through more distinctive pathways than H2 can,
the CO molecule is fragile. Photons with E > 11.1 eV can excite CO, which typ-
ically dissociates during the subsequent radiative decay (van Dishoeck and Black,
1988). The CO content depends on the shielding provided by the surrounding gas,
and critically, by a surrounding H2 envelope. This indicates that the molecular
hydrogen is not spatially coincident with the CO distribution, since CO must be
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surrounded by some molecular gas to survive. In terms of the visual extinction,
CO is generally present when AV ≳ 3. Thus, in the extinction range AV ≃ 1–3, a
molecular hydrogen envelope exists which cannot be traced by the emission of CO
(van Dishoeck and Black, 1988; Wolfire et al., 2010; Valdivia et al., 2016; Gaches and
Offner, 2018; Seifried et al., 2020). This ‘CO-dark’ gas can represent tens of percent
of a molecular cloud’s H2 content (Smith et al., 2014; Seifried et al., 2020), so CO
emission alone cannot reliably reveal the extent (and thus the mass and density
distribution) of a molecular cloud.

The search for alternative molecular gas tracer species is a topic of active debate.
In this thesis, I focus on two candidates, the formyl cation HCO+ (van Dishoeck
and Black, 1988; Nikolic, 2007; Gerin and Liszt, 2021), and the hydroxyl radical OH
(Weinreb et al., 1963; Wannier et al., 1993; Liszt and Lucas, 1996; Xu et al., 2016;
Busch et al., 2019). Both species are present in some chief formation pathways of
CO, and therefore trace the dense gas. HCO+ in particular traces slightly denser gas
than CO, and can be correlated with CO emission (Teague et al., 2015; Barnes et al.,
2020; Yang et al., 2021). Conversely, OH has been observed at lower extinctions than
are survivable for HCO+, and thus represents a promising tracer particularly of the
CO-dark density regime (Neufeld et al., 2002; Allen et al., 2012, 2015; Li et al., 2015,
2018; Busch et al., 2019, 2021). The formation routes and density distribution of
HCO+ are explored thoroughly in Paper I, while the distribution and time evolution
of OH are studied in Paper II.



3

SIMULATING THE CHEMISTRY OF THE ISM

Unlike the terrestial sciences, astrophysics has few opportunities to perform ex-
periments. The highest-quality vacuums on Earth still contain orders of magnitude
more particles per volume than the interstellar medium. Molecular clouds in partic-
ular are hard to emulate in experiments on the ground, both due to the enormous
spatial scale of their gravitational self-interaction, and the long temporal scale of
their formation and evolution. The low speed of cloud evolution in human terms
prevents us even from observing the evolution of a single cloud, instead restricting
our data to current snapshots of a wide variety of molecular clouds and forcing us
to deduce the sequence of evolutionary steps.

To understand the ISM, we instead rely on a cyclic loop of observations and
simulations. Observations inform and constrain the parameters of simulations, the
output of which is then examined for patterns that observers can later confirm or
refute. Numerical simulations of the ISM are extremely complex and computa-
tionally expensive due to the number of forces and interactions involved, the long
timescale of ISM evolution, and the wide domain of parameters of interest (e.g.
density, which covers 25 orders of magnitude between the ISM and the interior of a
star). Because of this complexity, we cannot afford to simulate the ISM with perfect
accuracy.

A common sacrifice in ISM simulation is the accuracy of the chemical modeling
in the gas. Solving the rate equations for a large number of chemical species in
tandem with dynamically evolving the gas is quite expensive. Thus, simulations
of ISM dynamics will, at best, run heavily simplified chemical networks ‘on-the-
fly’ alongside the hydrodynamical calculations. These networks are often limited
to the species relevant to the heating and cooling processes listed in Section 2.2.
As such, additional information about molecular cloud evolution which could be
learned from a more comprehensive set of chemical reactions is lost. Remedying
this knowledge gap through the technique of chemical post-processing is the goal
of this thesis and my ongoing work, as explored in Paper I and Paper II (Chapters 5
and 6).

Faithfully simulating the chemistry of the ISM requires a firm foundation in the
principles of magnetohydrodynamics, in Section 3.1. Then, in Section 3.2, I will
specifically outline the FLASH code underlying the SILCC (Section 3.3) and SILCC-
Zoom (Section 3.3.1) simulations on whose data I performed my analyses. Lastly, in
Section 3.4 I will explain the idea of chemical post-processing and the functionality
of the Krome microphysics package, which underlies the post-processing code that
I developed.

3.1
Ideal Magnetohydrodynamics (MHD)

The ISM comprises an ensemble of unbound interacting particles. Each individual
particle can be ascribed a trajectory, energy, and momentum as a function of time.
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While the interactions among a small subset of particles could be simulated with
ease, as the particle population grows to the number of particles contained within a
region of the ISM, the computational difficulty becomes insurmountable. A useful
simplification can be deployed to evade this issue. If we assume the ISM is in
local thermal equilibrium and the mean free path of a particle is much shorter than
the length scale of interest, we can model the ISM using the equations of fluid
mechanics.

The generalized formation of fluid mechanics is found in the Navier-Stokes
equations, which model viscous fluids (Landau and Lifshitz, 1959). In the astro-
physical context, we can neglect viscosity, since the Reynolds number R of the
ISM is estimated to be 105–107 (Elmegreen and Scalo, 2004), orders of magnitude
greater than the regime where viscosity affects the fluid flow. Therefore, we can
simplify further from the Navier-Stokes equations to the Euler equations for fluid
flow (Choudhuri, 1998).

Assuming idealized conditions (see below), the four equations of ideal MHD
are:

∂ρ

∂t
+∇ · ρv = 0 (3.1)

∂ρv
∂t

+∇ ·
(

ρv ⊗ v +

(
P +

B2

8π

)
I − B ⊗ B

4π

)
− ρg = 0 (3.2)

∂E
∂t

+∇ ·
(
(E + P)v − (B · v)B

4π

)
− ρv · g − u̇ = 0 (3.3)

∂B
∂t

−∇× (v × B) = 0, (3.4)

which express the conservation respectively of mass, momentum, energy, and mag-
netic flux for a fluid element of density ρ, velocity vector v, and total energy E.
The magnetic field vector is B, the gravitational acceleration vector is g, the thermal
pressure is P, and the net heating (or cooling) rate of the system is u̇ (see Equa-
tion 2.1). The magnetic divergence is set to zero (∇ · B = 0) per Gauss’s Law
forbidding magnetic monopoles. E and P are respectively:

E =
ρv2

2
+

B2

8π
+ u (3.5)

P = u(1 − γ), (3.6)

where γ is the adiabatic index. Finally, the gravitational acceleration vector is found
using Poisson’s Equation:

∇2Φ − 4πGρ = 0, (3.7)

where Φ is the gravitational potential and G is Newton’s gravitational constant.
In the ISM, Φ consists of the sum of the gravitational contributions from the self-
gravity of the interstellar gas, point sources like stars and bound clusters, and an
external galactic potential.

As stated above, the equations of ideal MHD require certain assumptions in
order to be valid. In particular, they assume collisional coupling of the ions and
neutral particles in the gas, and effectively infinite conductivity and zero resistance
(Stahler and Palla, 2004). However, certain interactions of the interstellar gas with
magnetic fields can violate these assumptions. In increasing order of the relevant
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density regime, these interactions are as follows:

• Ambipolar diffusion. In the diffuse ISM, where the ionization fraction is high,
the assumption that the magnetic field is well-coupled to the gas is reasonable.
But in neutral atomic and molecular gas, ions are obviously rarer (Caselli
et al., 1998; Goicoechea et al., 2009). This can decouple the magnetic field
from dense gas in the hearts of clouds. As such, a numeric code using ideal
MHD overestimates the magnetic support against collapse in dense neutral
gas. This affects the density profile of simulated clouds around n ≳ 106 cm−3

(Mathis et al., 1977; Elmegreen, 1979).

• Hall diffusion. In dense gas, magnetic fields can drive ions perpendicular to
both the field and the local current. This effectively introduces resistivity to
the gas, violating the infinite conductivity assumption when n ≳ 107 cm−3

(Wardle, 2004).

• Ohmic dissipation. At very high gas densities, currents in the gas generated
by changes in the magnetic field can experience resistive energy loss through
heat, as in a circuit. This effect occurs at densities of n ≳ 1011 cm−3 (Nakano
et al., 2002; Stahler and Palla, 2004).

These violations of the conditions of ideal MHD are important at the density
regime of prestellar cores or protostars, but less so at the density regime of the
broader molecular cloud, in which the density ranges between 101–106 cm−3. Since
this thesis focuses on the chemistry at the molecular cloud scale, the assumptions
of ideal MHD are reasonable in this work.

Some further deviation from reality is expected not for nonideal physical reas-
ons, but due to computational constraints. In particular, in a discretized numerical
code as is used in this thesis, numerical discrepancies from the continuous solu-
tions of the ideal MHD equations are inevitable. This can violate the ∇ · B = 0
condition. The simulations are run using the ES solver, which guarantees positive
entropy and pressure. This will minimize but cannot eliminate these discretization
errors (Derigs et al., 2016).

3.2
FLASH

The numerical code underlying the simulations analyzed in this thesis is FLASH 4.3,
a highly parallelized, three-dimensional, magnetohydrodynamical code developed
at the FLASH Center for Computational Science at the University of Chicago (Fryxell
et al., 2000; Dubey et al., 2008). FLASH is a so-called ‘grid code,’ simulating a
volume of interstellar gas by splitting it into cells which all report local paramet-
ers like the energy, momentum, and so on. This contrasts with codes based on
smoothed particle hydrodynamics (SPH), which model a volume as a system of
massive particles.

The simulation grid in FLASH is initialized with a particular resolution. As
the simulation evolves, cells with high density are automatically subdivided into
smaller, better-resolved cells. Each large cell can therefore contain progressively
smaller ones, with the data saved in a ‘tree-like’ structure. This capability is called
adaptive mesh refinement (AMR), and represents a compromise between modeling
the physics with maximal resolution everywhere, and the reality that a globally
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well-resolved simulation is unaffordable using contemporary computing methods
(MacNeice et al., 2000).

3.2.1

Physics of the simulation

FLASH can employ a variety of tools and modules that enhance the fidelity of the
simulated physics. First, the choice of Riemann solver for the grid depends on the
presence or absence of a magnetic field. In the case of pure hydrodynamic simula-
tions with no magnetic field, the MHD equations are solved using the directionally-
split, five-wave Bouchut solver HLL5R with B = 0 (Bouchut et al., 2007, 2010;
Waagan et al., 2011). This solver ensures positive entropy and density even in
highly supersonic gas flows. Magnetized MHD simulations instead use the ES
solver, which can effectively minimize the discretization errors in the ∇ · B = 0
constraint described in the previous section (Derigs et al., 2016).

The gravity module calculates the gravitational force vector on each grid cell
from three sources: an external potential, stellar object point sources in the domain,
and the self-gravity of the gas. The external potential represents the influence of old
halo stars, with no variations due to the presence of circumgalactic dark matter. The
simulations in this thesis do not contain point source objects (e.g., sink particles),
so the point source gravitational term will be dismissed going forward. The gas
self-gravity is calculated using TreeRay, an OctTree solver which models gravity
self-consistently within the hierarchical AMR data structure (Wünsch et al., 2018).

The Optical Depth module (Clark et al., 2012; Wünsch et al., 2018) in TreeRay cal-
culates the attenuation of the interstellar radiation field (ISRF) in each cell (Habing,
1968; Draine, 1978). This is computed via the three-dimensional visual extinction
AV,3D at each cell, by measuring the hydrogen column density N(Htot) along npix
equally-weighted directions (Górski and Hivon, 2011) as follows:

AV,3D =
−1
γ

ln

(
1

npix

npix

∑
i=1

exp (−γAV,i)

)
, (3.8)

where the factor γ is −2.5 (Bergin et al., 2004, and see also Glover and Clark 2012),
npix = 48 in this work, and the unidirectional visual extinction AV,i is defined as
(Draine, 1978):

AV,, i =
(

5.348 × 10−22
)

N(Htot,i) (3.9)

The total attenuation due to dust in each cell is then exp(−γAV,3D). The same
calculation along npix sightlines is repeated with the column densities of H2 and
CO, to calculate the self-shielding contribution against the ISRF provided by those
species. Specifically, the self-shielding coefficient fshield,H2 is calculated as:

fshield,H2 =
0.965

(1 + x/b5)2 +
0.035

(1 + x)1/2 exp
(
−8.5 × 10−4(1 + x)1/2

)
, (3.10)

where x = N(H2)/(5 × 1014 cm−2), b5 = b/(105 cm s−1) (Glover et al., 2010), and
b is the Doppler broadening parameter, b =

√
kbT/mH , with mH being the mass

of the hydrogen atom (Walch et al., 2015). The self-shielding coefficient for CO,
fshield,CO, can be found tabulated in Lee et al. (1996) as a function of N(H2) and
N(CO), in Table 11.



20 3.2. FLASH

3.2.2

Chemical rate equations

At each hydrodynamic timestep, the FLASH code can also update values for the
local chemistry simultaneously with the heating and cooling rates. This requires
the preparation of a ‘chemical network,’ a self-consistent ecosystem of chemical
reactions which controls the abundances of a set of included species. The following
conservation equation is solved in each cell for each species i of density ρi:

∂ρi
∂t

+∇ · (ρiv) = Ci(ρi, T, ...)− Di(ρi, T, ...), (3.11)

where Ci and Di are respectively the net creation and destruction rates of the spe-
cies. The two sides are solved separately. First, the left side is solved as though the
species’ abundance were a constant, or Ci − Di = 0. Then the right side is solved as
a set of coupled ordinary differential equations. Respectively, these solutions are:

∂ρi
∂t

+∇ · (ρiv) = 0, (3.12)

dρi
dt

= Ci(ρi, T, ...)− Di(ρi, T, ...) (3.13)

Solving these sets of tightly-coupled, sparse, and stiff differential equations is
extremely expensive with regard to computation time. For example, (Seifried and
Walch, 2016) found that including even a limited chemical network in an idealized
filament simulation using FLASH increased the computation time by a factor of 7,
compared to including no network at all. Numerical ISM simulations are therefore
usually run ‘on-the-fly’ with the simplest network possible. Because the heating
and cooling effects of CO, C+, and oxygen play a pivotal role in the thermal (and
subsequently dynamical) evolution of molecular clouds (van Dishoeck and Black,
1988; Wolfire et al., 2010; Glover and Mac Low, 2011; Bisbas et al., 2021), the on-the-
fly network may include only enough reactions to properly model those species.
The chemical network used on-the-fly in the reference simulations for this thesis is
explained in Section 3.3.1.

3.2.3

Tracer particles

In conjunction with its grid calculations, FLASH can inject passive, massless ’tracer
particles’ into the computational domain. These tracers are not physical objects and
do not affect the evolution of the interstellar gas in any way. Instead, they act like
cameras released into the fluid flow, advecting with the gas by following the local
velocity field at each dynamical timestep. They periodically record local simulation
parameters like the density, temperature, and chemical abundances modeled in the
on-the-fly chemical network.

To remedy the unphysical discontinuities that could otherwise result between
the data of nearby tracers on either side of cell boundary, the tracers record data
using a system called Cloud-in-Cell interpolation. This procedure models the tracer
as occupying a space equal in size to one (local) cell, and saving a weighted average
of the data in the grid cells that the tracer ‘cell’ is overlapping. This effectively gives
the tracers a sub-grid resolution, which can be useful for resolving fluid flows in
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very dense gas.
Released into a grid code domain, the tracers can follow the motion of gas

‘packets’ or fluid elements over time. The long-term gas flow dynamics in a sim-
ulation can be established by analyzing the tracers’ trajectories. Furthermore, by
plotting the tracers’ trajectory in other dimensional spaces – for instance the space
of n(HCO+)/nH,tot vs. AV,3D, as in Fig. 4 of Paper I – the complex chemical evol-
ution of individual fluid elements can be understood. Finally, because the tracers
save local chemical data over the entire lifetime of the simulation, their whole chem-
ical histories can be post-processed in a time-dependent manner. This can unlock
some information about the cloud chemistry which would be otherwise inaccess-
ible, given the aforementioned computational constraints against running large net-
works on-the-fly.

The advection behavior of tracer particles does not perfectly match the behavior
of the gas in all circumstances. For instance, Genel et al. (2013) show that ‘classical’
tracers of the sort used in FLASH have a tendency to accumulate in overdense
regions. This property also reduces the tracer statistics in the diffuse gas outside
those regions (see also Price and Federrath, 2010; Konstandin et al., 2012; Cadiou
et al., 2019). Although reduced statistics do not affect the average properties of
the remaining tracers which are not accumulated (see e.g. Ferrada-Chamorro et al.,
2021), this increases the uncertainty of the distribution.

For more on tracer particles, see especially Section 2.2 in Paper I. For a study
examining the effect of artificially reducing the tracer statistics on the ‘regridding’
code described in Paper I and also employed in Paper II, see Appendix B. I find
among other things that even after randomly reducing the set of tracers used in
regridding by 90%, the average abundances of H, H2, C, CO, and C+ as a function
of density remain consistent with the abundances found using the entire tracer
population.

3.3
The SILCC simulations

The SILCC collaboration has produced a well-studied set of numerical simulations
(Walch et al., 2015; Girichidis et al., 2016; Gatto et al., 2017, and more) which explore
the evolution of the multiphase ISM. Based on the FLASH code, they employ rig-
orous physics modeling, AMR grid resolution, supernova feedback, an on-the-fly
chemical network, and robust modeling of the heating and cooling processes in the
interstellar gas. The simulations use a ‘stratified box’ setup with periodic bound-
ary conditions, centered on the galactic midplane and covering a spatial domain of
500 × 500 × 5000 pc. This domain is then evolved for ∼ 100 Myr, to investigate the
evolution of the ISM under solar neighborhood conditions (Walch et al., 2015).

Important parameters of the simulation are set as follows. The default resolution
(before any mesh refinement) is set to 3.9 pc. At t = 0, the midplane density is set
to ρ0 = 9 × 10−24 g cm−3, with a Gaussian density profile of scale height 30 pc.
The gas surface density is set to Σgas = 10 M⊙ pc−2. The stellar potential is set in
accordance with a stellar surface density of Σ = 30 M⊙ pc−2, with a scale height
of 100 pc. The metallicity is set to the solar fiducial value. In the gas phase, the
fractional abundances (with respect to hydrogen) are set for helium to 0.1, carbon
to 1.4× 10−4, and oxygen to 3.2× 10−4 (Sembach et al., 2000). The ratio of gas mass
to dust mass is 100:1.

The cosmic ray ionization rate (CRIR) for molecular hydrogen is set to ζ =
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6 × 10−17 cm−1, without attenuation. The interstellar radiation field (ISRF) is set
to a uniform strength of G0 = 1.7 Habing units, as described in Section 2.1, and is
attenuated using the Optical Depth module described in Section 3.2.1. In simula-
tions including a magnetic field, the field is initialized along the x-direction, with
Bx = Bx,0

√
ρ(z)/ρ0 and a midplane magnetic field strength of Bx,0 = 3 µG in ac-

cordance with observations (Beck and Wielebinski, 2013). Supernovae are triggered
in the ‘mixed driving’ configuration as discussed in (Walch et al., 2015), with half
detonated at local density peaks, and half at random positions in the domain. The
rate of supernova detonation is set in accordance with the gas surface density, as in
the Kennicutt-Schmidt relation (Schmidt, 1959; Kennicutt, 1998).

3.3.1

SILCC-Zoom

The SILCC simulations’ wide spatial extent provides fascinating models of the mul-
tiphase ISM on large scales, but due to resolution limits, the flagship SILCC setup
is poor at modeling the intricacies of molecular cloud evolution. Since the char-
acteristic width of a cloud is ∼ 100 pc, and the clouds contain star-forming cores
in filaments with a width of ∼ 0.1 pc, the default SILCC resolution of 3.9 pc is
insufficient to resolve the scale of star formation.

This gap in the SILCC model’s comprehensive ISM coverage is bridged by the
SILCC-Zoom simulations. These simulations each reference the large-scale SILCC
runs and re-simulate a patch of cold dense gas at a higher resolution, to more faith-
fully model the formation and evolution of molecular clouds. This thesis examines
four such SILCC-Zoom simulations in detail, using their chemical histories and the
aforementioned tracer particle capabilities of the FLASH code to reach new insights
about the dense molecular gas. Two of the simulations are pure hydrodynam-
ical (HD) runs without magnetic fields (originating in Seifried et al., 2017b), called
MC1-HD and MC2-HD, and two full MHD runs (originating in Seifried et al., 2020),
called MC1-MHD and MC2-MHD. All four simulations were rerun with some up-
dates as explained in Seifried et al. (2021). Despite the similar names, these are four
separate simulations with separate initial states.

The SILCC-Zoom simulations are initialized as follows. First, a SILCC simu-
lation is evolved until cold and dense gas begins to coalesce. Isolated patches of
dense gas are selected, so that the nascent cloud’s internal forces are the primary
driver of its dynamical development. The simulation is then rewound to a time
when the cloud’s density is around ∼ 101 cm−3, now defined as tevol = t0. Next,
the cloud is re-simulated at a higher resolution. Importantly, the cloud is evolved in
conjunction with the surrounding multiphase ISM at the original SILCC resolution.
Properly accounting for the evolution of the external gas has been shown to be crit-
ical to modeling the evolution of the dense cloud (Vázquez-Semadeni et al., 2000;
Mac Low and Klessen, 2004; Brunt et al., 2009; Klessen and Glover, 2016; Seifried
et al., 2017b).

Cells inside the SILCC-Zoom clouds are refined using a multi-step algorithm.
First, a fixed region is defined (by eye) around the molecular cloud, measuring
about ∼ 100 pc in each dimension. This is the ‘zoom-in’ region, where the FLASH
AMR process is permitted to increase the resolution above the initial SILCC limits.
The simulation runs from t0, and the resolution in the zoom-in region is gradually
refined through two methods. First, cells of increasing density are refined to a res-
olution of up to 0.5 pc, using the second derivative of the density field divided by
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Table 3.1: The chemical species included in the NL99 network, which originated
with Nelson and Langer (1999) with most recent updates by Mackey et al. (2019).
The species CHx and OHx are defined as proxies for, respectively, simple hydrocar-
bons like CH, CH2, CH3, and similarly OH, H2O, and so forth. The species M and
its ionized state M+ are proxies for metals like N, Mg, Si, S, and Fe.

e- H H+ H2 He He+

H2
+ H3

+ O O+ OHx HCO+

C C+ CO CHx M M+

the average of the gradient (Lohner, 1987). These cells can then be further refined
up to a resolution of 0.06 pc (Seifried et al., 2021), following the criterion that the
local Jeans length (see Equation 2.2) is resolved by at least sixteen cells in each di-
mension (Truelove et al., 1997; Federrath et al., 2011). At this resolution, filamentary
structures can be resolved. The entire refinement process is performed in gradual
steps until tevol = 1.65 Myr, to suppress the development of spurious grid artifacts
that would materially affect the gas evolution in a nonphysical way.

Originally, the SILCC-Zoom simulations were run using the chemical network
(hereafter ‘NL97’) from Nelson and Langer (1997). In Seifried et al. (2021), the four
simulations considered in this thesis were rerun, using instead the network ‘NL99.’
This network (an updated version of NL97) originated in Nelson and Langer (1999)
(Gong et al., 2017, and see also Glover and Clark 2012), with updates by Glover et al.
(2010) and Mackey et al. (2019). Due to the computational expense of modeling
chemistry on-the-fly as explained in Section 3.2.2, the NL99 network concentrates
on modeling the abundances of C+, CO and atomic O, to account for these species’
thermal impact on the gas (see Section 2.2). The network resorts to numerous short-
cuts and approximations to speed up its calculations, namely by not fully modeling
some intermediate species in reactions that produce the aforementioned thermally-
critical ones. Though NL99 succeeds at capturing most of the thermal impact on
the gas from the chemistry, it has nothing – or at least, little that is trustworthy –
to say about any number of other species of observational and theoretical interest.
The list of included species is provided in Table 3.1. More details about NL99 can
be found in Paper I, in Appendix A3.

A critical event of the SILCC-Zoom simulations for this thesis is the deployment
of their massless tracer particles, as described in Section 3.2.3. The tracers are set
loose to advect with the local gas flow, following it for ∼ 4 Myr. The tracers are
all injected in the simulations simultaneously at t0, in a uniform lattice spaced 1 pc
apart. This lattice covers the entire zoom-in region evenly, plus extending outside
the boundaries of the zoom-in region by 10 pc in each dimension. For the HD
simulations considered in this thesis, this amounts to roughly 900,000 tracers. For
the MHD simulations, which cover slightly larger spatial extents, this is roughly
2,000,000 tracers.

It can also be shown that the tracer population is large enough to statistically
resolve chemical abundances across the whole density domain of the SILCC-Zoom
simulations, following the application of the ‘regridding’ method explained in Sec-
tion 5 of Paper I. In Appendix B of this thesis, I assess the statistical rigor of the
tracer population by selecting 10% of them at random and following the entire post-
processing and regridding pipeline using this subset. Repeating several validation
tests from Paper I, I find negligible difference in the abundances and distribution
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of major hydrogen- and carbon-bearing species when comparing the 10% subset to
the full tracer population for each cloud.

3.4
Chemical post-processing

The high computational overhead of simulating robust chemical networks on-the-
fly has driven a longstanding search for viable shortcuts. With the time and ex-
pense constraints on 3D-MHD simulations, these shortcuts take the general form
of ‘post-processing’ the simulation’s dynamical, thermal, and (if applicable) limited
chemical data. The local density, temperature, and chemical abundances are used
to solve a system of reaction rate equations after the fact (see e.g. Grassi et al., 2014,
2017). This process is applied to a subset of data, like a spatial subdomain and/or
a single snapshot, since post-processing the entire simulation would be no better in
terms of computational expense than coupling the network to it on-the-fly.

3.4.1

Post-processing paradigms

The simplest form of chemical post-processing is processing to equilibrium. This
entails freezing the dynamical state of a simulation at a specific timestep, and using
these frozen parameters to evolve a robust chemical network for a very long times-
cale, until chemical equilibrium is achieved (as in e.g. Gong et al., 2018, 2020; Li
et al., 2018; Keating et al., 2020). There is no doubt that this technique is cheap and
provides more information about ISM chemistry than the bare dynamical simula-
tions (Hu et al., 2021), but because the chemical equilibrium timescale in the ISM is
generally longer than the dynamical timescale, equilibrium post-processing can be
gravely inconsistent with approaches that evolve the chemistry in a time-dependent
way.

As an example of this inconsistency, Hu et al. (2021) find that in simulations of
varying metallicity, the transition from atomic to molecular gas is a smooth gradi-
ent using time-dependent data, but becomes sharp when evolved to equilibrium.
Ebagezio et al. (2022) and Rybarczyk et al. (2021) also show that the total abund-
ances of H2 and CO are overestimated by tens of percent at equilibrium compared
to time-dependent results (see also Paper II, which finds the same). Even worse, the
timescale of chemical equilibrium – shown in e.g. Paper II to be no less than 4 Myr
for fiducially-parameterized SILCC-Zoom simulations – may exceed the lifetime of
a molecular cloud altogether (∼1–5 Myr in Chevance et al., 2020, or see also Mac
Low and Klessen 2004), rendering equilibrium results moot.

Fortunately, non-equilibrium chemical modeling has mostly been accepted as
a necessity in modern simulations, on scales ranging from galactic down to mo-
lecular clouds. Recent works employing non-equilibrium (or equivalently, time-
dependent) chemical models include Gnedin et al. (2009); Clark et al. (2012); Rich-
ings and Schaye (2016); Seifried and Walch (2016); Valdivia et al. (2016); Seifried
et al. (2017a); Capelo et al. (2018); Lupi et al. (2018); Lupi and Bovino (2020); Hu
et al. (2021); Ferrada-Chamorro et al. (2021).

These works employ a wide variety of approaches to the problem of balancing
the rigor of the post-processing against the computation time. In this thesis, I ap-
ply the strategy of post-processing the chemical abundances reported by the tracer
particles inside SILCC-Zoom simulations (see Sections 3.2 and 3.3.1). These tracers
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Table 3.2: The 39 chemical species included in my post-processing network, a mod-
ified version of react_COthin as included in the Krome distribution (Grassi et al.,
2017). The species f-H2O and f-CO represent H2O and CO frozen out onto dust
grains, with their adsorption and desorption modeled as formation and destruction
reactions.

e- H H+ H- H2 H2
+ H3

+

He He+ He2+ C C+ C- C2
CH CH+ CH2 CH2

+ CH3
+ O O+

O- O2 O2
+ OH OH+ H2O H2O+

H3O+ HCO HCO+ HOC+ CO CO+ Si
Si+ Si2+ (f-H2O) (f-CO)

represent consistent individual fluid elements in the grid throughout the simula-
tion’s lifetime, recording the local dynamics as well as the on-the-fly chemistry. As
such, the tracer histories can be individually post-processed in a fundamentally
self-consistent way. Each tracer history is isolated, so post-processing them can be
massively parallelized (as they were for Paper I) or done in batches to suit com-
putational requirements. With appropriate statistical coverage from the tracers, the
average values of dynamical parameters and (post-processed) chemical abundances
can be recovered over the entire density range and temporal span of the simulation.

3.4.2

KROME

The post-processing algorithm applied to the tracer particles, as described in this
thesis in Paper I and more thoroughly in Appendix A, employs the microphysics
package Krome to calculate the time-dependent chemical evolution over the course
of each tracer’s history. This package consists of a set of Python routines which take
a user-provided chemical network and generate FORTRAN subroutines that can be
coupled directly to simulation code, or to other user-generated routines as I have
done. These FORTRAN subroutines provide stable solutions of the abundances
of the chemical species included in the network, given a self-consistent ecosystem
of formation and destruction reactions. The code flags charge and element con-
servation violations, as well as species which only have formation or destruction
reactions (sources and sinks). Heating and cooling processes are modeled as well,
to ensure the accuracy of the chemical models.

The chemical network given to Krome can be tuned to apply to the astrophys-
ical problem of interest. Numerous networks are included in the package. In this
thesis, I perform my post-processing exclusively using a slightly modified version
of the react_COthin network described in Grassi et al. (2014), including 37 gas
phase species, two species representing CO and H2O which have frozen onto dust
grains (with ‘formation’ and ‘destruction’ reactions modeling their adsorption and
desorption respectively), and some 301 total reactions. Over the course of work for
this thesis, a couple inconsequential errors in reaction rates were found and cor-
rected. An audit of HCO+ formation reactions performed during the writing of
Paper I discovered that the reaction H2 + CO+ → HCO+ + H, as well as its counter-
part reaction forming HOC+, were missing from the original network. This reaction
is a dominant formation route for HCO+ near the extinction boundary of the mo-
lecular gas (Sternberg and Dalgarno, 1995), necessitating adding it back in. The
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full list of species in my post-processing network is given in Table 3.2, with further
explanation (particularly of the freeze-out modeling) in Paper I, Appendix A1 and
A2.

The high-order solver DLSODES (Grassi et al., 2013; Bovino et al., 2013) handles
the matrix of rate equations associated with the formation and destruction routes in
the network. The ordinary differential equation that solves for the net production
rate of a species i with number density ni is:

dni
dt

= ∑
j∈Fi

k j ∏
r∈Rj

nr(j)

− ∑
j∈Di

k j ∏
r∈Rj

nr(j)

 , (3.14)

where Fi is the set of formation reactions for species i, Di is the set of destruction
reactions, Rj is the set of reactants in any one of the reactions j in Fi or Di, nr(j)
is the number density of a reactant r in a reaction from the set Rj, and k j is the
associated rate coefficient of each reaction. Thus, the rate of each reaction is equal
to a rate coefficient times the product of the number densities of all reactants in that
reaction. The left-hand term gives the sum of the formation reaction rates, and the
right-hand term gives the sum of the destruction reaction rates, with dni/dt given
by the difference of these.

These differential equations are very stiff, meaning small changes in the inde-
pendent variables can cause large and unstable variations in the dependent vari-
ables, or equivalently, that the dependent and independent variables range over
highly divergent scales (Press et al., 1992). Additionally, the solution matrix for
these reactions can be very sparse in a realistic chemical network, with many val-
ues equal to zero, which affects the calculation of the Jacobian determinant needed
to solve them. Reaching stable solutions of an interlinked set of stiff, sparse dif-
ferential equations is a nontrivial problem. The Krome solver has proven very
useful in approaching complex astrochemical questions (with early successes in-
cluding Seifried and Walch, 2015; Schleicher et al., 2016; Grassi et al., 2017; Seifried
et al., 2017a), validating its use as the mathematical engine of my chemical post-
processing algorithm.
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OVERVIEW OF RESEARCH

The following two chapters consist of two scientific articles which I wrote during
the course of my doctoral studies:

The Evolution of HCO+
in Molecular Clouds Using a Novel Chemical Post-

processing Algorithm (Paper I)

Coauthors: Daniel Seifried, Stefanie Walch, Brandt Gaches, Ashley Barnes, Frank
Bigiel, Lukas Neumann

Summary: I introduce a novel post-processing scheme which I coded in FOR-
TRAN, split into several modules. The SILCC-Zoom simulations contain tracer
particles which record their local history. I post-process these histories with a ro-
bust chemical network, explaining in detail how the time-dependence is preserved.
The tracer histories are then statistically examined, showing for instance the density
regime of greatest HCO+ formation. Then I explore HCO+ formation routes, finding
that the dominant formation reaction changes with visual extinction. I introduce a
regridding algorithm which repopulates 3D density grids using the post-processed
abundances of the relatively sparse tracer particles, and validate the accuracy of
these grids. I produce column density maps of HCO+ from these regridded results
and compare them favorably to observations made by coauthors. Finally, I explore
caveats and future steps.

Tracing Dark Molecular Gas in Simulated Clouds Using Post-processed Non-
equilibrium OH Abundance (Paper II)

Coauthors: Daniel Seifried, Stefanie Walch
Summary: Using the same algorithms as Paper I, I systematically explore the

abundance, distribution, and evolution of OH in four simulated SILCC-Zoom clouds.
I examine the total mass of H2, CO, and OH in the clouds as a function of time, as
a step towards tracing CO-dark gas with OH. Next I display the first self-consistent
time-dependent column density maps of OH, and explore the characteristics of an
MHD filament from one of these maps. I examine how the cumulative mass of OH
and H2 below various density thresholds changes as a function of time in the four
clouds, in both 2D and 3D. Then I determine how the dark gas fraction relates to
the extinction and the local OH content. With this information, I reject the use of
N(OH) alone as an adequate tracer over a wide range of N(H2) which is consistent
with the dark gas. However, I find that the ratio N(OH)/N(H2) vs. visual extinction
is time-invariant at CO-dark extinctions, providing a route to determine N(H2) if
N(OH) and AV are known. An equation is fit to N(OH)/N(H2) vs. AV,2D in the
diffuse molecular gas. Finally, the principal formation and destruction reactions for
OH are examined.
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These papers work to answer some of the questions previously raised in this
thesis:

1. How do molecular clouds evolve chemically in time?

2. What can we infer about molecular cloud evolution from the distribution of
its constituent chemical species, e.g. HCO+ and OH?

3. How well can alternative tracer candidate species like OH trace the limits of
the CO-dark molecular gas?

4. How important is the pursuit of time-dependent chemistry compared to sim-
pler equilibrium chemistry?

These questions are too great in scope to be answered by these papers alone.
However, it is my hope that these works contribute to the debate and development
in the field of astrochemistry.

To supplement the overview and validation of my post-processing code, espe-
cially the validation methods presented in Paper I, two appendices are attached
to this thesis. The first (Appendix A) outlines the routines and subroutines which
comprise my post-processing pipeline, in significantly greater detail than would fit
in a scientific paper. Understanding the code in this level of detail is not neces-
sary for appreciating its scientific output, but these descriptions are included for
technical completeness.

The second appendix (Appendix B) explores the statistical rigor of the number of
available tracer particles whose post-processed abundances provide the foundation
of the regridding scheme laid out in Section 5 of Paper I. In that appendix, I find that
even when the number of tracers is reduced by a factor of 10, the post-processing
and regridding methods both continue to give valid results that are consistent with
the results of the full tracer population. Reducing the tracer statistics increases the
convergence time of the regridding algorithm but does not notably affect either the
total mass of various species, or their distributions in either 2D or 3D.

4.1
Notes Concerning Co-Authorship

I am the first author on Paper I and Paper II, but both papers have been improved
by contributions from coauthors. In this section, I will define the elements of the
papers where my coauthors bear some responsibility.

4.1.1

Paper I

• I wrote all text in the body of the paper, as well as all the appendices except
Appendix A2 (Freeze-out), which was written by DS. Every figure is my own
creation, and when those figures include data from other works, it is cited.

• All of the algorithms described in the paper are my creation, though they were
developed in consultation with DS.

• The SILCC-Zoom data originates in Seifried et al. (2017b) and Seifried et al.
(2020), with changes in accordance with the descriptions in Seifried et al.
(2021).
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• The Krome microphysics package originates from Grassi et al. (2014), and the
YT Python package is an open-source distribution managed by the YT Project
at https://yt-project.org/

• Data in Fig. 17 (a scatterplot of N(HCO+) vs. N(H2)), namely the column dens-
ity observations of HCO+ in the W49A star-forming region, were specifically
provided by FB and AB from the observations detailed in Barnes et al. (2020),
following essential processing by LN.

• Comments and feedback provided especially by DS, as well as SW, BG, FB,
and AB, were essential to the paper’s development.

4.1.2

Paper II

• I wrote all the text in the body of the paper, as well as all the appendices.
Every figure is my own creation, and when those figures include data from
other works, it is cited.

• All of the algorithms described in the paper are my creation, though they were
developed in consultation with DS.

• The SILCC-Zoom data originates in Seifried et al. (2017b) and Seifried et al.
(2020), with changes in accordance with the descriptions in Seifried et al.
(2021).

• The Krome microphysics package originates from Grassi et al. (2014), and the
YT Python package is an open-source distribution managed by the YT Project
at https://yt-project.org/

• Comments and feedback provided by DS were essential to the paper’s devel-
opment.

4.2
Additional research

Following the two papers, I present another chapter exploring the topic of determ-
ining the age of molecular clouds through studies of their deuterium fractiona-
tion. This is a highly time-dependent problem requiring an advanced chemical
network, and is not remotely feasible to study on-the-fly in 3D-MHD simulations
given present-day computational constraints. Therefore, it makes an excellent sci-
ence application for the methods that I introduce and explore in Papers I and II. I
outline the scope of the chemical problem at hand, and explain the necessary fea-
tures of a chemical network which my post-processing algorithm could apply to the
SILCC-Zoom tracer particles.

https://yt-project.org/
https://yt-project.org/
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ABSTRACT
Modeling the internal chemistry of molecular clouds is critical to accurately simulating their evolution. To reduce computational
expenses, 3D simulations generally restrict their chemical modeling to species with strong heating and cooling effects. These
simulations can be post-processed using more extensive chemical networks, but this approach usually evolves the chemical
abundances to equilibrium. Time-dependent information about the evolution of species’ abundances is therefore lost. We address
this gap by post-processing tracer particles in the SILCC-Zoom molecular cloud simulations. Using a chemical network of 39
species and 301 reactions (including freeze-out of CO and H2O), and a novel iterative algorithm to reconstruct a filled density
grid from sparse tracer particle data, we produce time-dependent density distributions for various species. We focus upon the
evolution of HCO+, which is a critical formation reactant of CO but is not typically modeled on-the-fly. We analyse the evolution
of the tracer particles to assess the regime in which HCO+ production preferentially takes place. We find that ∼ 90% of the HCO+

content of the cold molecular gas forms in situ around =HCO+ ' 103–104 cm−3, over a time-scale of approximately 1 Myr. The
remaining ∼ 10% forms at high extinction sites, with minimal turbulent mixing out into the less dense gas. We further show that
the dominant HCO+ formation pathway is dependent on the visual extinction, with the reaction H3

+ + CO contributing 90% of
the total HCO+ production flux above �V,3D = 3. Using our novel grid reconstruction algorithm, we produce the very first maps
of the HCO+ column density, #(HCO+), and show that it reaches values as high as 1015 cm−2. We find that 50% of the HCO+
mass is located in an �V-range of ∼10–30, and in a density range of 103.5–104.5 cm−3. Finally, we compare our #(HCO+) maps
to recent observations of W49A and find good agreement.

Key words: ISM: clouds – ISM: molecules – methods: numerical – astrochemistry – stars: formation

1 INTRODUCTION

Astrophysical simulations have benefited enormously from modern
advances in available computing power. Recent studies have shown
that self-consistently tracking the chemical makeup of a molecular
cloud is indispensable to understanding the cloud’s evolution (Walch
et al. 2015; Girichidis et al. 2016). In particular, the abundances
of common species like atomic carbon and carbon monoxide (CO)
influence the cooling and heating rates via their line emission, in turn
impacting the bulk dynamics of the cloud (van Dishoeck & Black
1988; Wolfire et al. 2010; Glover & Mac Low 2011; Bisbas et al.
2021).
Unfortunately, modeling the time-dependent chemistry of molec-

ular clouds is both computationally expensive and theoretically chal-
lenging due to the sparsity and stiffness of the associated rate equa-
tions (Grassi et al. 2014). For instance, Seifried & Walch (2016)
find that in a highly idealized filament simulation, the on-the-fly
implementation of a chemical network of 37 species which self-
consistently solves the CO abundance lengthens the computing time

★ panessa@ph1.uni-koeln.de

by up to a factor of seven, compared to implementing no network
at all. As such, the gas dynamics in molecular cloud simulations are
typically coupled to extremely simple networks, or the chemistry is
not even computed on-the-fly (Li et al. 2018; Gong et al. 2018, 2020;
Keating et al. 2020). These minimal networks are restricted to the
species which most strongly impact the cloud’s thermal state, with
particular emphasis on modeling the abundance of CO through a
limited ecosystem of reaction rates (see e.g. Nelson & Langer 1997,
1999; Glover & Clark 2012; Walch et al. 2015; Seifried et al. 2017a;
Mackey et al. 2019; Hu et al. 2021).

While these networks suffice to model the bulk evolutionary dy-
namics of cold gas, they sacrifice the ability to study species which
are dynamically less important but whose abundances and evolution
could nevertheless supply further information about the molecular
cloud. An example of a scientific question which restricted chem-
ical networks cannot satisfactorily answer is the best way to trace
‘CO-dark’ molecular gas. The greater photodissociation energy of
H2 relative to CO causes the formation of an extended envelope
of molecular hydrogen outside the denser regions in which CO can
survive (van Dishoeck & Black 1988; Wolfire et al. 2010; Valdivia
et al. 2016b; Gaches & Offner 2018). This envelope of H2, which
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cannot be traced by CO emission, can represent several tens of per-
cent of the cloud’s molecular hydrogen by mass (Wolfire et al. 2010;
Smith et al. 2014; Seifried et al. 2020). Simulations using restricted
chemical networks can model the CO-dark molecular gas, but can-
not suggest alternative tracers for the molecular hydrogen due to the
paucity of other species included in the network.
Because time-dependent networks are so costly to run on-the-fly,

chemical post-processing is the chief way to investigate astrochemi-
cal problems. Typically, post-processing is performed by evolving a
network to equilibrium given a set of fixed environmental parameters.
But deferring analysis until equilibrium precludes any understanding
of how the dynamical evolution of the cloud environment affects the
chemistry.
Several recent works have performed time-dependent chemical

post-processing of astrophysical simulations, specifically to correct
for the shortcomings of the equilibrium approach. For instance,
Ebagezio et al. (2022) compare time-dependent chemical data from
SILCC-Zoom simulations of molecular clouds to the chemical out-
come if the clouds are evolved to equilibrium. They find that evolving
until equilibrium overestimates the total mass of H2 and CO by up
to 110 and 30 percent, respectively. The earlier in a cloud’s dynam-
ical lifetime that its chemistry is evolved to equilibrium, the less
accurate are the final abundances. The distribution of species has
also been shown to differ between equilibrium and non-equilibrium
results by Hu et al. (2021). They post-process a simulation using
time-dependent chemistry, and find that the transitions between the
ionized, atomic, and molecular gas phases are more shallow and
gradual with time-dependent processing than when the chemistry is
evolved to equilibrium. Ferrada-Chamorro et al. (2021), meanwhile,
post-process the chemistry of a 3D-MHD simulation of a collaps-
ing pre-stellar core. They account for the dynamical evolution of the
simulation by post-processing abundances associated with passive
tracer particles, which are free to advect with local density gradients
in the gas. However, these simulations are isothermal and limited in
size, and not run with any coupled chemistry network.
To accurately model the time-dependent chemistry of the multi-

phase ISM on the scale of tens of parsecs, a simulation must be
coupled to at least a simple network modeling the production of
CO, such as discussed in Nelson & Langer (1997), Nelson & Langer
(1999), Glover &Mac Low (2007a), Glover et al. (2010), and Glover
&Mac Low (2011). Modeling a robust chemical network in the ISM
requires an algorithm which accounts for the bulk motion of the gas,
in a simulation which itself was already coupled to a simpler time-
dependent network. Works which have made steps in this direction
include Gnedin et al. (2009); Clark et al. (2012); Richings & Schaye
(2016); Seifried & Walch (2016); Valdivia et al. (2016b); Seifried
et al. (2017a); Capelo et al. (2018); Lupi et al. (2018); Lupi & Bovino
(2020) and Hu et al. (2021).
We present here a novel, time-dependent chemical post-processing

scheme, intended for the analysis of 3D magnetohydrodynamic
(MHD) simulations. Although we apply the method here specifically
to molecular clouds with masses of approximately 105 M� over a
timespan around 4 Myr, it could be further applied to any astrophysi-
cal simulation of arbitrary domain size or simulation timespan which
includes passive tracer particles. We showcase the technique using a
chemical network of 39 species and 301 reactions which is based on
the network in Grassi et al. (2017), but the chemical network could
also be of arbitrary size, provided all the included species are mod-
eled comprehensively. Our method uses Krome (Grassi et al. 2014)
to return the time-dependent density of every species in the chemical
network, down to the scale of the individual gas elements associ-
ated with the simulation’s tracer particles. We additionally propose

an algorithm for recovering the density distribution over the entire
domain for any species modeled in the post-processing network.
We validate each step of ourmethodology by investigating the non-

equilibrium evolution of the formyl cationHCO+, a critical formation
reactant of CO (van Dishoeck & Black 1988; Nikolic 2007; Gerin
& Liszt 2021). These species generally share a density regime, with
HCO+ most effectively tracing slightly denser gas than CO does
(see e.g. Teague et al. 2015; Barnes et al. 2020; Yang et al. 2021;
Jacob et al. 2022). Because the presence of HCO+ can regulate the
production of CO, a deeper understanding of HCO+ evolution is
critical to refining models of CO. However, HCO+ is not generally
modeled on-the-fly in simulations. Therefore it is an excellent choice
to showcase the scientific value of non-equilibrium chemical post-
processing.
This paper is organized as follows. In Section 2, we summarize the

initial conditions of the reference simulations, as well as the mechan-
ics of their passive tracer particles and the limited chemical network
which was coupled to the simulations. In Section 3, we discuss our
more robust chemical network and the post-processing methodology.
We then analyse the time-dependent evolution of the post-processed
tracer abundances in Section 4, with the motivating example of the
evolution of the dense-gas tracer HCO+. The algorithm for con-
structing a three-dimensional density grid from a snapshot of tracer
abundances is explained in Section 5, and we present HCO+ col-
umn density maps and compare them to observations. Some caveats
and opportunities for future improvements are outlined in Section 6.
Finally, in Section 7 we summarize our work and briefly discuss
potential future applications of our methodology.

2 THE SIMULATIONS

In this work, we apply our chemical post-processing methodology
to four SILCC-Zoom simulations, part of the SILCC collaboration
(Walch et al. 2015; Girichidis et al. 2016; Gatto et al. 2017). The
two hydrodynamic (HD) simulations used here were first introduced
in Seifried et al. (2017b), and later the MHD simulations in Seifried
et al. (2020), with modifications to their original form described by
Seifried et al. (2021). We will summarize here the details of these
simulations most salient to the post-processing.

2.1 The reference simulations

The SILCC simulations model a part of a galactic disk with solar
neighbourhood conditions using a stratified box centred on the galac-
tic midplane. This box measures 500 pc × 500 pc × ±5 kpc, with a
starting resolution of 3.9 pc. Particular subvolumes are selected for
their propensity to form molecular clouds. Once these regions reach
a density of = ∼ 10 cm−3, they are then re-simulated with a higher
resolution. These higher-resolution subvolumes (hereafter ‘zoom-in
regions’) are simulated in tandem with the surrounding multi-phase
ISM.
The SILCC-Zoom simulations are run using the adaptive mesh

refinement (AMR) code FLASH v. 4.3 (Fryxell et al. 2000; Dubey
et al. 2008). The zoom-in regions measure approximately 100 pc
in each dimension, located within the broader SILCC domain. The
full domain evolves for a startup time C0 = 11.9 Myr for the HD
clouds and C0 = 16.0 Myr for the MHD clouds, after which the
zoom-in process begins. The resolution inside the zoom-in region
progressively increases to amaximal refinement of 0.06 pc over a total
time of 1.65 Myr, to suppress the development of spurious turbulent
grid artefacts. Outside the zoom-in regions, the broader simulation
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continues at the initial resolution. In this paper, whenever we refer to
an elapsed time value for a particular snapshot of a molecular cloud
simulation, we expressly mean the time Cevol = C − C0, or the time
since the beginning of the simulation’s zoom-in refinement.
The global parameters of the SILCC simulations are set to solar

neighbourhood fiducial values as follows. At the galactic midplane,
the bulk density is d0 = 9×10−24 g cm−3, in a Gaussian profile with
a scale height of 30 pc transverse to the x-y plane. The gas surface
density is set to Σgas = 10M� pc−2. Supernovae throughout the
simulation volume are triggered in the ‘mixed driving’ configuration
described in Walch et al. (2015) and Girichidis et al. (2016) until
the zoom-in refinement begins at C0, at which point the supernova
driving is deactivated altogether.
The cosmic ray ionization rate (CRIR) for molecular hydrogen

is set to a constant value of Z = 6 × 10−17 s-1, and the strength
of the interstellar radiation field (ISRF) is set to the value of the
Draine field (Draine 1978), which is �0 = 1.7 in Habing units
(Habing 1968). Attenuation of the ISRF is calculated using the
TreeRay/OpticalDepth module (Clark et al. 2012; Wünsch et al.
2018) with respect to the column densities of H2, CO, and the dust
distribution. This routine assigns each cell a three-dimensional visual
extinction �V,3D by measuring the total gas column density # (Htot)
along =pix equally-weighted sight lines (Górski & Hivon 2011), and
then calculating:

�V,3D =
−1
W
ln

(
1
=pix

=pix∑
8=1

exp
(−W�V,i

))
, (1)

where each of the =pix unidirectional extinctionmagnitudes are given
by �V,i = (5.348×10−22)×# (Htot,i) cm2 (Draine&Bertoldi 1996),
W = 2.5 (Bergin et al. 2004, see also Glover & Clark 2012), and
=pix = 48 in the simulations used in this paper. Attenuation due to
dust at a cell is then given by exp(−W�V,3D). The self-shielding of
H2 and CO are analogously computed from those species’ respective
column densities.
The simulations are coupled on-the-fly to the chemical network

first presented in Nelson & Langer (1999) (see also Glover &
Mac Low 2007a,b; Glover & Clark 2012; Gong et al. 2017), which
has been updated in accordance with Mackey et al. (2019). This net-
work (hereafter ‘NL99’) contains only a few hydrogen and carbon
species, and consolidates all metals (principally Si and Si+, by abun-
dance) into the neutral and ionized placeholders M and M+. The full
list of species in this network is provided in Appendix A3. The NL99
network’s primary objective is to calculate the abundances of CO,
C+, and O so that their heating and cooling contributions can inform
the dynamical evolution of the gas.
We applied our post-processing scheme to four SILCC-Zoom sim-

ulations, two each including and not includingmagnetic fields, which
originated in separate magnetized and unmagnetized SILCC runs.
The two purely hydrodynamic (HD) clouds were first explored in
Seifried et al. (2017b), and updated in Seifried et al. (2021) with
a greater maximum refinement and the application of the chemical
network derived from Mackey et al. (2019) instead of a precursor
network (Nelson & Langer 1997). We denote these two simulations
MC1-HD and MC2-HD. The two magnetohydrodynamic (MHD)
clouds, which have also been updated in Seifried et al. (2021), orig-
inated in Seifried et al. (2020); we denote them MC1-MHD and
MC2-MHD. Despite the similarities in their names, these are four
separate simulations, evolved independently from the beginning of
their runs. In the MHD simulations, the magnetic field was unidi-
rectional and initialized at �G = �G,0

√
d(I)/d0, where the mid-

plane magnetic field �G,0 = 3 `G, following observations (Beck &
Wielebinski 2013).

2.2 Tracer particles

The FLASH code simulates astrophysical domains using a volume-
filling Eulerian grid. However, the code can also inject tracer particles
into the simulation volume. These tracers are passive and massless,
with no dynamical impact upon the gas. At each time step, they are
advected with the local density flow according to the velocity field
of the gas at their particular location. When the zoom-in refinement
begins, we initialize the tracers in a uniform lattice with a spacing
in each dimension of 1 pc. The lattice covers the entire zoom-in
region and an additional zone extending 10 pc out from the zoom-in
region in the G, H, and I directions. The total number of tracers in the
simulations is about 9×105 in both MC1-HD and MC2-HD, 2×106

in MC1-MHD, and 1.6 × 106 in MC2-MHD. The MHD zoom-in
regions are slightly wider in each dimension than the HD regions
(and therefore contain more tracers) because of their more diffuse
distribution.
Every 3.3 kyr, a snapshot is taken of every tracer particle. The

snapshot records each tracer’s local values of the gas density, gas
and dust temperature, self-shielding factors of H2 and CO as well as
�V,3D, and the mass fractions of H, H2, C, CO, and C+. These local
readings proportionally represent those reported in a cell-sized box
projected around the tracer particle, a system called Cloud-in-Cell
interpolation. Because we simultaneously model the zoom-in region
with the surrounding multi-phase ISM, some of the tracer particles
move in or out of the zoom-in region over the simulation lifetime.
Since the surrounding ISM is not well resolved, we restrict our anal-
ysis to particles which lie inside the zoom-in region at particular
timesteps.
Post-processing the abundances reported by the tracer particles

unlocks the time-dependent chemistry of individual gas complexes
in the molecular cloud simulations (Genel et al. 2013; Ferrada-
Chamorro et al. 2021). Prior works have shown the significant impact
of turbulent mixing on the abundance distribution of H2 (Glover et al.
2010; Valdivia et al. 2016b; Seifried et al. 2017b; Ebagezio et al.
2022). If we post-processed solely the simulation grids, we would be
restricted to snapshots which do not preserve multi-timestep dynami-
cal information, limiting us to equilibriumchemistry. Post-processing
the chemical abundance evolution reported by the tracer particles
gives a fuller picture of the simulated cloud’s non-equilibrium chem-
ical evolution than post-processing the AMR grids alone.

3 CHEMICAL POST-PROCESSING

Our post-processing calculations are handled by the chemistry and
microphysics package Krome (Grassi et al. 2014). Rather than post-
processing the full AMR grids, we apply the solver instead to the
history files produced over the lifetime of each tracer particle. We
take care to post-process each tracer individually. Because the trac-
ers record the local values of the temperature, density, and radiation
shielding, these time-dependent quantities can be used in Krome
to solve the network of reaction rates. The chemical abundances
recorded by the tracer particles at Cevol = 0 are used to initialize
our post-processed chemistry network, but thereafter only the den-
sity, temperature, and shielding factors are used as inputs for each
subsequent post-processing step.
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Figure 1. The carbon monoxide number density =CO vs. the visual extinction
�V in a 1D-PDR setup, comparing our post-processing network with freeze-
out reactions turned on (black solid line) and the same network with those
reactions turned off (dashed). Freeze-out effects lead to a net decrease in =CO
starting around �V = 2. By �V = 5, the run where freeze-out is enabled
has a CO abundance about 10% lower than the run where it is not. When the
setup is run with freeze-out for Cevol = 1 Gyr (red), =CO declines relative to
the Cevol = 3 Myr result starting around �V ' 2.5.

3.1 The chemical network

For post-processing the abundances reported by the tracers, we use
a chemical network containing 301 reactions, 37 gas-phase species,
and 2 species frozen on to dust grains. The network is derived from
the react_COthin network included with the Krome package and
described in Grassi et al. (2017). The network solves for not only
the simplest hydrogen and carbon species which were present in the
simulation’s on-the-fly network (see Section 2.1), but also for HCO+,
OH, CH, H2O, the cosmic ray tracer H3

+, neutral and ionized silicon,
and more. The full list of 39 species is included in Appendix A1. Our
principal modification to the network comes in the addition of two
species to represent CO and H2O which have frozen on to grains, as
well as reactions to model their adsorption and desorption rates (see
Appendix A2 for details).
We show the importance of including these freeze-out effects in

Fig. 1, where we plot the CO abundance vs. �V for our network (solid
lines) and with the freeze-out reactions turned off (dashed). We em-
ploy a 1D-PDR setup in which =(H) = 104 cm−3,�0 = 10 in Habing
units,) = 50 K, and the evolution time is Cchem = 3 Myr (black). The
inclusion of freeze-out starts to diminish the CO abundance around
�V ' 2. By �V ' 5, the network with freeze-out has a CO abun-
dance about ten percent lower than the network without freeze-out.
We then repeat this test with freeze-out at Cchem = 1 Gyr (red),
finding a decline in =CO relative to the Cchem = 3 Myr case begin-
ning at �V ' 2.5. The different outcomes for =CO at different times
underscore the importance of freeze-out effects to time-dependent
chemistry.

3.2 The post-processing procedure

We post-process the chemical history of each tracer particle individ-
ually, using the post-processed abundances of each particle snapshot
as the input state of the subsequent post-processing step. We will
show a procedure to weight these abundances relative to the local
bulk density around the tracer particle, which changes as the particle

advects throughout the simulation domain. Additionally, we employ
a number of environmental parameters saved in the tracer histories as
parameters in the chemical network’s reactions: the bulk density, the
gas and dust temperatures, the 3Dvisual extinction �V,3D, and theH2
and CO self-shielding coefficients. When one of these environmental
parameters ? changes between successive snapshots by more than a
specified threshold percent change B (in this work, 10%), we subdi-
vide the inter-snapshot timestep of 3.3 kyr into smaller pieces based
on a linear interpolation scheme. This safeguards the rate equation
solver from large environmental shifts whichmay produce inaccurate
solutions. The steps of this algorithm are described below.

3.2.1 Initialization

The output of our post-processing is an array of chemical number
densities covering every species included in the chemical network.
This evolving abundance array must be initialized before the first
post-processing step at Cevol = 0. Each tracer particle history includes
the on-the-fly values for the mass fractions of H, H2, C, CO, and C+

at each snapshot time (separated by 3.3 kyr). We read these mass
fractions from the first particle snapshot in the history, along with the
local bulk density. The mass fractions are then converted to number
densities via their respective molecular weights, and are saved to the
evolving abundance array as the initial values for these species. We
derive an initial value for the density of ionized hydrogen by the
relation

=H+ = =H,tot − =H − 2=H2 . (2)

Additionally, we set the initial number densities for helium, car-
bon, and oxygen to =He = 0.1=H,tot, =C = (1.4 × 10−4)=H,tot, and
=O = (3.2 × 10−4)=H,tot, following the abundances given in Sem-
bach et al. (2000). All other species in the evolving abundance array
are initialized to number densities of 10−20 cm−3; tests indicate that
after a few snapshots, the densities of species not initially set as a
fraction of =H,tot are insensitive to their initial value. These arrays
are established separately for every tracer particle in the simulation.

3.2.2 Iterating the post-processing

Fundamentally, our post-processing methodology tries to reach the
most accurate chemical solution by advancing in incremental steps,
rather than evolving the abundances over long time-scales to equi-
librium. This is facilitated by always iterating the Krome solver by
a time less than or equal to the time between two successive tracer
snapshot times C1 and C2, which are separated by 3.3 kyr. The deci-
sion of whether to advance the chemistry by less than C2 − C1, and if
so, what fraction of that time to advance by instead, is made in the
following way.
At C1, the procedure reads in the tracer particle’s saved values for

�V,3D, the bulk density, the gas and dust temperatures, and the self-
shielding coefficients of H2 and CO. These parameters are required
to solve various reaction rates in the chemical network. We refer to
an arbitrary member of this set of six environmental parameters at
C = C1 by ?1. The parameter values for the subsequent timestep C2 are
then read as well.
Next, the code checks whether any of the parameters ?1 undergo

a percent change exceeding some user-defined value B, that is:

?2 > (1 + B)?1 or ?2 < (1 − B)?1, (3)
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if ?2 > ?1 or ?2 < ?1 respectively. These are the subcycling thresh-
old conditions. If neither condition is fulfilled (that is, if none of
?1 experienced a percent change from C1 to C2 greater than B), the
post-processing works as follows.
The Krome solver is passed the set of species number densities

=8,1 in its current state at C1, along with the values of ?1. The solver
then advances the chemistry for a time ΔC = C2 − C1, keeping the
parameters ?1 fixed, and reaches solutions for the number densities
=∗
8,2. Then =

∗
8,2 is multiplied by the inter-snapshot weight,ΔC , which

is defined here as the ratio of the bulk densities d2 and d1 at C2 and
C1, respectively, such that each species number density =8 at C2 is now
given by:

=8,2 = =
∗
8,2,ΔC = =

∗
8,2
d2
d1
, (4)

where =8,2 is the set of weighted species number densities at C2.
This weighting accounts for the motion of the tracer particle through
regions of different density, corresponding to compression or rar-
efaction of the corresponding fluid element between C1 and C2. After
this, the post-processing is triggered anew for the timestep C2, and so
forth, until the entire tracer history has been post-processed.

3.2.3 Subcycling

If, however, either of the aforementioned threshold conditions in Eq. 3
is fulfilled between two snapshots in a particle’s history, a subcycling
procedure is applied. This determines a smaller time over which to
advance the chemistry ΔC < C2 − C1, limiting the permissible amount
of change in the parameters ? given that they are held constant over
ΔC when solving the chemistry.

(i) In a first step, the code performs a linear interpolation for the
values of the six environmental parameters ? between C1 and C2, and
calculates the time it would take each ? to undergo a relative change
of exactly B. The smallest of these times is selected as the initial
subcycle time ΔCsub,1.

(ii) Next, for any additional necessary subcycling step 9 we deter-
mine the timestep as

ΔCsub, 9 = (1 + B)ΔCsub, 9−1 . (5)

For the very first step ( 9 = 1) we use ΔCsub,1 (see below for an
explanation of progressive increase).

(iii) We then advance the chemistry by the timestep ΔCsub, 9 from
the current starting time of the subcycling step, Ccurrent, 9 (i.e. C1 for
the first subcycling step, 9 = 1), to Ccurrent, 9+1 = Ccurrent, 9 + ΔCsub, 9
using the values of the parameters ? at Ccurrent, 9 .

(iv) Next, using our linear interpolation from step (i), we calculate
the values of the environmental parameters ? at Ccurrent, 9+1, to be used
for the next subcycling timestep.
(v) The abundance array =* obtained from step (iii) is multiplied

by the timestep weight:

,ΔC =
dCcurrent, 9+1
dCcurrent, 9

. (6)

This provides the properly weighted abundances for the next subcy-
cling step.

We repeat steps (ii) to (v) until the next proper snapshot at C2 is
reached. For the very last subcycling timestep we take as the timestep
the difference between C2 and the end-time of the previous subcycle
Ccurrent,2nd−last, i.e. ΔCsub,last = C2 − Ccurrent,2nd−last to assure that we
end up exactly at C2.

Figure 2. The standard deviations f (=B/=5%) of the distributions of the
ratios of the number densities of H, H2, CO, and HCO+, measured as a
function of the selected subcycling threshold B, with respect to the results
obtained for a threshold of B = 5 % (see Eq. 7). Smaller subcycling thresholds
correspond to smaller values of f (=B/=5%) , but these standard deviations
are all small or negligible. We therefore can select our subcycling threshold
as B = 10 % with confidence.

We note that we apply the iterative increase in the subcycling
timestep (Eq. 5) to avoid the following edge case. If one of the
environmental parameters undergoes a particularly large change be-
tween timesteps C1 and C2, the linear interpolation described in step
(i) will establish a particularly small ΔCsub,1. If we were to advance
the chemistry by only ΔCsub,1 until C2 is reached, and ΔCsub,1 is very
small, the subcycling procedure may impose as many as dozens of
additional substeps before C2. In seeking a balance between small
substeps which can properly shepherd the chemistry solver through
rapid environmental changes, and the additional computational de-
mands of solving the chemistry so many extra times, we found that
iteratively increasing the substep size by factors of (1 + B) is a viable
compromise.
For the results presented in this paper, we use a subcycling thresh-

old value B = 0.1, meaning a change of more than 10% in any
environmental parameter would trigger subcycling. To validate this
number, we post-process about 40,000 randomly selected tracer par-
ticles in MC1-HD (5% of its total particle population) with different
values for the threshold: 5, 10, 20, 30, 50, and 100%. Additionally,
we perform a test with subcycling deactivated, so that the solver
would always iterate for ΔC = C2 − C1 regardless of any changes in the
environmental parameters between timesteps.
We concatenate the chemistry results from each test run with

different values of B into snapshots at Cevol = 2.5 Myr. For each value
of B, we denote the number densities of H, H2, CO, and HCO+ as =B .
Next, for each particle we calculate the ratio =B/=5% and the standard
deviation of this ratio for each species:

f(=B/=5%) =
(
#∑
8

=8,B

=8,5%
− 〈 =B

=5%
〉
) 1

2

#−
1
2 , (7)

where # is the number of tracers in the set and 〈=B/=5%〉 is the
mean of all particles’ values for =B/=5%. These standard deviations
for each species and value for B are shown in Fig. 2. In general, the
standard deviations are extremely small, on the order of 0.01 when
considering the number densities of H, H2, CO, and HCO+. The
values of f(=B/=5%) decrease with decreasing B. Even for the run in
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which subcycling is deactivated, the variation is marginal. Therefore,
we feel secure in selecting a subcycling threshold of B = 0.1 as
sufficient for post-processing.

3.3 Comparing on-the-fly and post-processed abundances

It can be instructive to compare the on-the-fly and post-processed
abundances for certain hydrogen and carbon species which are
present in the original simulations. In Fig. 3, we plot the average
fractional abundances of H, H2, C, CO, and C+ for the tracer par-
ticles before post-processing (left) and after (right), for the cloud
MC1-HD at Cevol = 2 Myr, as a function of =H,tot. The ratios of the
post-processed mean fractional abundances to the unprocessed mean
fractional abundances (i.e., the ratios of the abundances in the right
and left panels of Fig. 3) are plotted in Appendix B, in the left panel
of Fig. B1.
The post-processed abundances for these species are broadly sim-

ilar to their original abundances. In particular, the fractional abun-
dance profiles of H (black) and H2 (purple) with respect to =H,tot are
almost unchanged. Atomic hydrogen dominates at lower densities,
and gradually diminishes in abundance as the density increases. At
=H,tot ' 3×103 cm−3, molecular hydrogen becomes the predominant
hydrogen species. Atomic hydrogen continues to decline as H2 nears
saturation. Saturation occurs by =H,tot ' 3 × 104 cm−3 both before
and after post-processing.
The fractional abundances of C, CO, and C+ (shown with re-

spect to the summed carbon density from those three species, rather
than with respect to total hydrogen) undergo some changes during
the post-processing. In the on-the-fly results, atomic carbon (green)
dominates around =H,tot = 3 × 103 cm−3 before declining as CO
(blue) predominates. However, in the post-processed results, the peak
fractional abundance of atomic carbon occurs at the same =H,tot but
only reaches 0.5. Consequently, C+ and CO reach higher fractional
abundances in this density range for the post-processed results. We
attribute this outcome to a well-known problem in the on-the-fly
NL99 network, in which atomic carbon is overproduced. This prob-
lem has been discussed in a number of works (Glover & Clark 2012;
Gong et al. 2017; Hu et al. 2021). A solution remains elusive, but
is probably linked to the limited size of the network. In any case,
as this problem appears to be alleviated by post-processing with our
more extensive network, we are confident that it does not affect the
analysis presented in this work.
Finally, we note that although the post-processing network in-

cludes additional carbon species (in particular, frozen-out CO), their
abundances are low enough at most densities that their contribution
to the total carbon can be neglected for this analysis. Around =H,tot,
the abundance of CO dips slightly, which we ascribe to an increase
in the proportion of CO which has frozen onto dust at this density.

4 THE FORMATION OF HCO+

By post-processing the entire chemical histories reported by the trac-
ers, we can now examine the full time-dependent evolution of in-
teresting species rather than merely their equilibrium abundances.
Because the tracers advect passively with the gas flow, they recount
the full history of localized patches of gas. Analysing their bulk mo-
tion in conjunction with the post-processed chemistry can give us,
for the first time, dynamical information about species only present
in more extensive chemical networks than are run on-the-fly. In par-
ticular, we can analyse the formation rate, peak production density
regime, and predominant creation pathways of interesting species.

4.1 HCO+ evolution

As a first scientific application, we consider the temporal and dy-
namical evolution of the HCO+ content in both hydrodynamic and
magnetohydrodynamic molecular clouds. This species is present in
some of the principal formation pathways for CO. Understanding
the evolution of the HCO+ abundance can therefore provide time-
dependent information about the CO content of molecular clouds and
answer questions about how these species are related (van Dishoeck
& Black 1988; Nikolic 2007; Papadopoulos 2007; Gerin & Liszt
2021).
In the background of Fig. 4, we plot a 2D-PDF of the fractional

abundance of HCO+, 5HCO+ , vs. visual extinction �V,3D for every
tracer in the clouds MC1-HD (left) and MC1-MHD (right), at Cevol =
4 Myr. We see that the peak of 5HCO+ for both clouds at this time is
found around log �V,3D ' 0.5. Because we post-process the entire
history of every tracer in the clouds, we can investigate the time-
dependent evolution of the particular tracers which achieve this peak
5HCO+ value. In particular, how do these particular tracers’ values of
�V,3D change as they experience HCO+ formation, and what is the
time-scale of that formation?
To answer these questions, we must first select an appropriate

subset of tracer particles. We establish an HCO+ growth time-scale
g, defined as the time it takes a tracer particle to rise from just below
an HCO+ fractional abundance of 10−12 to just above an abundance
of 10−9:

g = C
(
5HCO+ = 10−9

)
− C

(
5HCO+ = 10−12

)
. (8)

The upper threshold of 10−9 is chosen as it is approximately the min-
imum fractional abundance of HCO+ reported by any tracer with
�V,3D > 3, which is roughly the �V,3D-threshold in our post-
processed chemistry above which high values of 5HCO+ begin to
appear (Fig. 4, and see also Lucas & Liszt 1996). The tracers which
fulfill the ‘growth condition’ of Eq. 8 and thus have a value for g
can be analysed as an ensemble. For the cloud MC1-HD, this com-
prises 27130 particles (3.1%), and for the cloud MC1-MHD, only
6420 (0.3%). The factor of ten smaller percentage of particles in
MC1-MHD which fulfill our growth condition reflects the more dif-
fuse nature ofMHD clouds compared to pure HD ones (Seifried et al.
2020). Although the high-density regions of theHD andMHDclouds
have similar properties (in contrast to their differently-distributed en-
velopes; see Ganguly et al. 2022), a smaller fraction of the MHD
cloud’s gas reaches a sufficient density for HCO+ formation, with a
corresponding smaller number of tracer particles in dense gas.
We randomly select 50 particles in each cloud which fulfill the

growth condition of Eq. 8, and plot the entire history of their values
in the foreground of Fig. 4. These history trajectories are each split
into four segments, color-coded according to their values for Cevol.
For both clouds, the selected tracers linger at values for 5HCO+ below
the lower threshold of 10−12 until around Cevol = 2 Myr (the blue and
green segments). Then, the tracers ascend over the course of about
1 Myr (the orange and red segments) beyond the upper threshold of
10−9 without significant change to their visual extinction of about
�V ' 1–3. After this, the gradual and ongoing gravitational contrac-
tion of these dense regions guides many of the tracers into higher
density regions where �V & 5. However, this is after the time that
the peak 5HCO+ has been attained. By repeating this plotting proce-
dure for both molecular clouds several times with different random
batches of particles that fulfill the growth condition, we find this
pattern is consistent.
In the figure, we additionally plot the result of the PDFCHEM model

(solid black line) from Bisbas et al. (2022). This model corresponds
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Figure 3. The average fractional abundances of H, H2, C, CO, and C+ vs. the total hydrogen number density =H,tot of the molecular cloud MC1-HD at
Cevol = 2 Myr, before post-processing (left) and after (right). The shaded areas represent one standard deviation around each species average. The abundance
profiles of H (black) and H2 (purple) do not change appreciably after post-processing. Post-processing reduces the saturation of atomic carbon (green) between
=H,tot = 103–104 cm−3. The bulk density at which the abundance of C+ (red) begins to decline is a magnitude higher after post-processing. CO (blue) becomes
the dominant carbon species at a slightly lower bulk density after post-processing, primarily due to the reduction in atomic carbon.

Figure 4. History tracks of a selection of 50 tracer particles that rise from a fractional abundance of 10−12 to 10−9 (indicated by horizontal black dashed lines) at
some point during their lifetime, for MC1-HD (left) and MC1-MHD (right). The history tracks are colored according to the age of the particle at the time. Plotted
beneath the tracks are 2D-PDFs of the HCO+ fractional abundance vs. visual extinction �V,3D for all tracer particles in each simulation at Cevol = 4 Myr. The
approximate �V,3D range where =H,tot = 103–104 cm−3 is indicated by a double-headed arrow. The 5HCO+ obtained from running a PDFCHEM model (Bisbas
et al. 2022) is plotted over the distribution (solid black line) to illustrate that the post-processed tracers comprehensively cover the extinction domain in which
HCO+ is prevalent. Both molecular clouds contain similar distributions of tracer particles in this phase space. There is a sharp jump in fractional abundance
between total hydrogen densities of 103 and 104 cm−3, where the tracer particles display local, in situ HCO+ production rather than turbulent mixing of HCO+

from deeper (i.e. from higher �V,3D) in the clouds. For both clouds, the selected tracers move from the lower to the upper threshold in a time-scale of about
1 Myr, corresponding to the typical HCO+ formation time. For the cloud MC1-HD, this growth mostly occurs some 2-3 Myr after the start of the zoom-in
refinement, but for the cloud MC1-MHD, somewhat later, 3-4 Myr after the start of the refinement.

well to the tracer distribution, especially at �V,3D & 1, validating
the post-processed tracer chemistry in the extinction regime where
HCO+ is found. The range �V,3D ' 1–3, in which the tracers expe-
rience most of their HCO+ growth, can be correlated with the total
gas density. We examine again the tracer histories plotted in Fig. 4
but instead in the space of 5HCO+ vs. =H,tot. By comparing the values
for =H,tot and �V,3D experienced by the tracers at different times, we
can establish a rough correspondence between these two values. We

plot black arrows in Fig. 4 to indicate the approximate �V,3D range
in each cloud where =H,tot ranges from 103 to 104 cm−3. This result
is in accordance with figure 12 in Seifried et al. (2017b).

Between �V,3D ' 5 and the densest regions of the clouds where
�V,3D ' 100, 5HCO+ declines by approximately one order of mag-
nitude in both MC1-HD and MC1-MHD. We posit that this results
from a corresponding decline of one magnitude in 5H+3

which we
see over this extinction range, stemming from the constant number
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density of H3
+ in dense molecular clouds even as =H,tot increases

(see e.g. Oka 2006; Le Petit et al. 2016). In Section 4.4, we will show
that in our post-processing network at very high �V,3D, the primary
formation pathway for HCO+ is the reaction H3

+ + CO. A decline
in 5H+3

would lead to a bottleneck in that reaction and therefore a
matching decline in 5HCO+ , as seen in Fig. 4. The possible impact of
our constant value for the CRIR on the H3+ abundance is noted in
Section 6.

4.2 Turbulent mixing

Recent works have discussed the role of turbulent mixing in dis-
tributing molecules like H2 throughout molecular clouds from dense
sites of peak formation (Seifried et al. 2017b, and see also Glover
et al. 2010). For instance, Valdivia et al. (2017) (see also Valdivia
et al. 2016a) and Godard et al. (2023) find that the presence of CH+

in the diffuse ISM stems from advection and thermal instability in
denser gas. It is natural to ask whether HCO+ (which can be formed
via CH+ among other things; see next Section) is produced in dense
gas and distributed around molecular clouds in the same fashion. By
comparing each tracer’s time-dependent HCO+ abundance to its lo-
cal density, we can determine the dynamical backstory of gas which
has a high HCO+ abundance at late times.
We find that for both HD and MHD molecular cloud simulations,

the tracer particles’ average separation in the high density regime
is smaller than 0.1–0.2 pc, which is sufficient spatial resolution to
resolve such turbulent flows. However, the representative particle
history tracks in Fig. 4 do not exhibit this mixing action. For all
clouds, about 90% of the tracers which fulfill the growth condition
see HCO+ formation in situ around =H,tot . 104 cm−3 (log �V,3D <
0.7). Only ∼ 10% of the tracers first exceed 5HCO+ = 10−9 while
having log �V,3D & 0.7 (represented by the tracksmoving diagonally
to the upper right in Fig. 4), and practically all ( 99%) of these
subsequently remain in the high density regime, rather than mix
back out to regions of lower density. This may represent a lower limit
on the mixing fraction, due to the propensity of tracer particles to
become trapped at density peaks despite the presence of gas outflows
(see e.g. Price & Federrath 2010; Konstandin et al. 2012; Genel et al.
2013; Cadiou et al. 2019).

4.3 The HCO+ formation time-scale

The preceding analysis has shown that HCO+ is preferentially formed
in the density regime =H,tot ' 103–104 cm−3 with a time-scale on
the order of 1 Myr. We will now analyse this formation time-scale in
greater detail, in particular how it correlates with the abundances of
various reactants in HCO+ production pathways.
Examining the relationship between HCO+ formation and the

abundances of its formation reactants in the most simplistic way
– within a single snapshot of all tracer particles – showcases the
importance of a non-equilibrium approach to this problem. If there
is a correlation between the densities of HCO+ and some formation
reactant, we can posit that that reactant’s pathway is an important
source of HCO+. In Fig. 5, we compare =HCO+ and =CO in a 2D-PDF
of cloudMC1-HD at Cevol = 4 Myr. Several lines of constant ratio are
included. The two species have a tight, non-linear relationship across
a large range of densities. But although the correlation of HCO+ with
CO is evident, the causal direction of this relationship, if there is any,
is not. CO is present in both production and destruction reactions
of HCO+, so a time-dependent perspective is required to understand
how these two species are connected.

Figure 5. The number density of HCO+ vs. the number density of CO, for
all post-processed tracer particles in the zoom-in region of cloud MC1-HD
at Cevol = 4 Myr, in the form of a 2D-PDF. Colored lines indicate different
constant ratios. There is a close, but highly non-linear, relationship between
the two species.

Table 1. List of the 11 reactions in our chemical network which produce
HCO+.

1. HOC+ + H2 → HCO+ + H2
2. HOC+ + CO→ HCO+ + CO
3. CO+ + H2 → HCO+ + H
4. CH + O→ HCO+ + e-
5. CH2

+ + O→ HCO+ + H
6. CH3

+ + O→ HCO+ + H2
7. H2O + C+ → HCO+ + H
8. H3O+ + C→ HCO+ + H2
9. CH2

+ + O2 → HCO+ + OH
10. H3

+ + CO→ HCO+ + H2
11. HCO + W→ HCO+ + e-

Our chemical network includes 11 reactions which form HCO+,
listed in Table 1. We now go beyond the simple comparison of
=HCO+ with other =i of the various reactants (O, CO+, H3+, CH3+,
HOC+, H2O, CH, and C+), and consider the direct dependence of the
formation time-scale of HCO+ on these =i. For this purpose, we again
select the tracer particles which report over some period following
Cevol = 0 that their HCO+ fractional abundance ascended from below
10−12 to above 10−9, the time-scale of which we defined as g in Eq. 8.
Over the period containing # particle snapshots between these two
thresholds, we calculate the logarithmic-average number density of
each reactant, 〈log =8〉, in the following way:

〈log =8〉 =
1
#

#∑
9=1

log =8, 9 . (9)

In Fig. 6, we plot 2D-PDFs of g vs. 〈log =8〉 for Htot, H2, CO,
and HCO+ itself, for the cloud MC1-HD. The over-plotted red points
indicate the average g for each density bin. The black over-plotted
line in each 2D-PDF indicates a linear fit to the red points as follows:

log g = <〈log =8〉 + �, (10)

where � corresponds to the value of log g when 〈log =8〉 = 0. The
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Figure 6. The 2D-PDF of the HCO+ growth time-scale g (see Eq. 8), vs. the logarithm of the time-averaged mean density 〈log =8 〉 (see Eq. 9), for the subset of
tracers in MC1-HD which fulfill the HCO+ growth condition in Eq. 8. The red crosses denote the average g for each density bin. The black line denotes a fit to
these average points (see Eq. 10), for which the slope < is given in each panel. The higher the average density experienced by the tracer particles, the shorter
the growth time-scale. The correlation is strongest with regard to =H,tot, as HCO+ formation occurs predominantly in dense gas (see Fig. 4).

closer the slope < is to -1, the greater the correlation of a particular
reactant with the overall HCO+ production rate.
As expected, a shorter time-scale g corresponds to higher densities

for these species, and thus also with higher �V,3D. The correlation
of g with CO abundance is the smallest of these four species, with
< = −0.25. This is likely due to the aforementioned presence of
CO in both the creation and destruction reactions of HCO+. The
correlations of g with Htot (< = −0.82) and H2 (< = −0.81) are
almost identical, which is reasonable given that HCO+ forms in the
extinction regime of molecular gas (see Fig. 4). The correlation of the
HCO+ number density with g is weaker (< = −0.35), which means
that the abundance of HCO+ is a less-reliable indicator of its own
formation rate than are the abundances of H2 and CO. Repeating this
analysis for MC1-MHD shows almost identical correlations, with the
average g in each density bin almost unchanged, but with less spread
in the underlying 2D distribution.
We can expand this analysis to other reactants listed in Table 1.

In Fig. 7, we display the correlation of g with 〈=〉 for O, CO+, H3
+,

CH3
+, HOC+, H2O, CH, and C+. Atomic oxygen, which can react

to form HCO+ via several pathways, has the strongest correlation of
these species with g , with < = −0.82. Next we see that CO+ has
a fitted slope of < = −0.7, corresponding to the high correlation
of its reactant H2 (see Table 1). The cosmic ray tracer H3

+ has

< = −0.66, a stronger correlation than its reactant partner CO. CH3
+

reacts with atomic oxygen and has a slope of < = −0.65. The isomer
HOC+ could form HCO+ by reacting with either H2 or CO, and has a
slope of< = −0.62.We ascribe the weaker correlation of H2Owith g
(< = −0.31) to the fact that its co-reactant, C+, connotes the presence
of free electrons. Since electrons can recombine with and eliminate
HCO+, it is sensible that the H2O correlation is weak, and that the
C+ density is in fact anti-correlated (< = +0.51) with the HCO+

formation timescale. This also explains the anti-correlation of CH2+

density with g (< = +0.27), in spite of the high correlation of its co-
reactant O with g (apparently due solely to the reaction with CH3+;
its last co-reactant, CH, correlates poorly to g with < = +0.16).
Qualitatively similar results are seen for these correlations in the

other three molecular clouds. The ranges in the fitted slopes for
these species for the four different molecular clouds, as well as for
the species shown in Fig. 6, are reported in Table 2. Generally, the
values for < are similar for all four molecular clouds and thus the
range is limited. The MHD and HD clouds differ in the correlations
of 〈log =CO+ 〉 and 〈log =H+3

〉 with g. For instance, 〈log =CO+ 〉 has
a stronger correlation with g in the HD clouds (e.g. < = −0.7 for
MC1-HD) than in theMHD clouds (e.g.< = −0.13 for MC1-MHD).
Conversely, the correlation of g with 〈log =H+3

〉 is weaker in the HD
clouds (e.g. < = −0.6 for MC1-HD) than in the MHD clouds (e.g.
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Figure 7. The 2D-PDF of the HCO+ growth time-scale g (see Eq. refeq:tau) vs. the time-averaged mean density 〈log =8 〉 (see Eq. 9) of various formation
reactants of HCO+ given in Table 1, for the subset of tracers in MC1-HD which fulfill the HCO+ growth condition in Eq. 8. The red crosses denote the average
g for each density bin. The black line denotes a fit to these average points (see Eq. 10), for which the slope < is given in each panel. Reactants which are
abundant in the low-density (i.e. low-�V,3D) regime, like C+ and CH2

+, correlate poorly with g (low values of |< |), partly because they imply the presence of
electrons and unshielded radiation which both destroy HCO+. However, the formation species which are found at higher extinctions, like H3

+, are more strongly
correlated.

MNRAS 000, 1–23 (2022)

40



HCO+ evolution 11

Table 2. The minimum and maximum values of< for each HCO+ production
reactant (see Eq. 10) for all four simulated clouds.

Species <min <max

Htot -0.95 -0.73
H2 -0.96 -0.75
CO -0.25 -0.10

HCO+ -0.43 -0.32
O -0.82 -0.68

CO+ -0.70 -0.13
H3

+ -0.86 -0.60
CH3

+ -0.65 -0.56
HOC+ -0.62 -0.59
H2O -0.36 -0.30
CH +0.11 +0.16
CH2

+ -0.01 +0.27
C+ +0.30 +0.51

< = −0.86 for MC1-MHD). This implies that the reaction CO+ + H2
has greater influence during HCO+ formation in HD clouds than in
MHD clouds. Conversely, the reaction H3

+ + CO has a somewhat
greater influence in MHD clouds than in HD ones. Corroborating
the latter point, we find that the reservoir of available H3+ covers
a greater spatial extent in the MHD clouds than in the HD clouds,
since the MHD clouds also have a more extensive H2 envelope in
whichH3+ is formed via cosmic ray interactions. Thus, theH3

+ + CO
reaction is an available formation pathway for HCO+ over a wider
spatial extent in the MHD clouds than in the HD clouds.
Fully explaining these correlations requires us to explore the rel-

ative importance of the different pathways for HCO+ production.
For the moment, we point out that the correlations are sensible in
light of our prior discussion of the particle history tracks. Reactants
which are prevalent in lower-extinction gas, such as C+ and CH,
have poor correlations with g. This is unsurprising given that Fig. 4
shows HCO+ formation is most prevalent in gas with total hydrogen
density around 103–104 cm−3. Additionally, it is worth noting that
for reactions where one reactant is more abundant than the other, the
correlation with g is stronger for the less-abundant reactant, as its
limited supply constrains the rate of the reaction. For example, in the
reaction H3

+ + CO, the less-abundant reactant is H3
+, which has a

stronger correlation with g than CO does.

4.4 HCO+ formation pathways

Figs. 6 and 7 show the correlation of individual reactants’ number
densities with the HCO+ formation time-scale, over the course of the
entire simulation but only for the very small subset of particles which
fulfill the growth condition of Eq. 8. It is natural to consider next all
the tracer particles regardless of their lifetime peakHCO+ abundance,
and what their individual chemical histories can tell us about the
predominant modes of HCO+ formation: a topic that fundamentally
requires time-dependent chemistry to properly explore.
Because all the tracer particles retain not only the species number

densities, but also environmental parameters like the local tempera-
ture and visual extinction, we can re-calculate each tracer particle’s
reaction rate for all 11 HCO+ formation reactions listed in Table 1.

We calculate the production flux �8 of a given reaction 8 with '
reactants and a temperature-dependent rate coefficient :8 ()) as

�8 = :8 ())
'∏
9=1

= 9 . (11)

We then assess the relative importance of each HCO+ formation
reaction as a function of the local visual extinction �V,3D. Rather than
normalizing the reaction fluxes of the formation reactions on a per-
particle basis (which would inaccurately suppress the contribution of
tracers in regions of high absolute production flux), we first allocate
�8 into bins of �V,3D, and then normalize the flux contributions
within each bin. We calculate this average normalized flux, � avg

8,norm,
for each reaction 8 in each �V,3D bin containing #bin particles as
follows:

�
avg
8,norm =

1∑
8 �8

1
#bin

#bin∑
9=1

�8, 9 . (12)

We choose to analyse � avg
8,norm at Cevol = 2 Myr, rather than at the later

time Cevol = 4 Myr as with most of the other analysis in this work,
in order to capture the state of the HCO+ formation reactions at the
beginning of the principal formation epoch (see Fig. 4), rather than
after the global HCO+ quantity has reached its final state.
In Fig. 8, we show these normalized reaction fluxes, � avg

8,norm, for
MC1-HD at Cevol = 2 Myr. The solid colored lines indicate the aver-
age value of each reaction in the local �V,3D-bin, with color-matched
shading imposed to indicate one standard deviation above and below
the mean. The reactions CH + O (Reaction 4 in Table 1), CH2

+ + O2
(Reaction 5), HOC+ + CO (Reaction 2), H3O+ + C (Reaction 8),
and the cosmic ray interaction HCO + W (Reaction 11) have been
neglected due to their consistently minimal contributions to the to-
tal reaction flux in comparison to the other six remaining reactions
across multiple snapshots and simulations. The relative fluxes of the
non-negligible reactions achieve stable values by �V,3D = 10. We
have confirmed these values hold up to �V,3D = 100, and leave out
the final magnitude for purposes of readability.
It is clear that particular HCO+ formation reactions predominate

in different visual extinction regimes. Up to �V,3D ' 0.4, HCO+

is chiefly generated via CH2+ + O→ HCO+ + H and the unidirec-
tional isomerization reaction HOC+ + H2→ HCO+ + H2. However,
the absolute quantity of HCO+ remains negligible in this poorly-
shielded extinction regime due to efficient photodissociation by in-
cident radiation.
From �V,3D ' 0.4 to 3, the reaction CO+ + H2→ HCO+ + H

contributes about 75% of the total HCO+ production flux. The re-
maining 25% of the HCO+ contribution in this range comes from
H2O + C+→ HCO+ + H (up to �V,3D ' 1.5) or the isomerization
of HOC+ (�V,3D ' 1.5–3). HOC+ is also produced by both the wa-
ter reaction and the CO+ reaction at an approximately equal rate to
HCO+ (Gerin et al. 2019; Gerin & Liszt 2021). However, because
of the isomerization reaction, some of this HOC+ becomes HCO+

anyway. There is no equivalent route backwards for HCO+ to isomer-
ize to HOC+, resulting in an abundance ratio nHCO+/nHOC+ ∼ 100
beginning around �V,3D ' 1.
The preceding reactions all decline in importance around

�V,3D ' 3, as the reaction H3
+ + CO→ HCO+ + H2 rapidly be-

comes, and then remains, the dominant one. This corresponds to a
transition from an �V,3D regime dominated by photochemistry to a
regime where the chemistry is driven by cosmic ray interactions. The
H3

+ + CO reaction contributes more than 90% of the total HCO+
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Figure 8. The normalized average reaction flux � avg
i,norm (see Eq. 12) of re-

actions in the post-processing network which produce HCO+, vs. visual ex-
tinction, for cloud MC1-HD at Cevol = 2 Myr. We have neglected the contri-
butions of reactions which are generally subdominant in their impact upon
HCO+ abundance. The dominant HCO+ formation reaction is heavily de-
pendent on the extinction. Up to �V,3D ' 0.4, formation is dominated by
HOC+ + H2 (black). Then up to �V,3D ' 3, the reaction CO+ + H2 (red)
is dominant. However, the actual production of HCO+ below �V,3D ' 3
is minimal: the formation species which contribute the greatest fraction of
HCO+ formation flux are uncommon at such low extinctions. Thus, most of
the HCO+ production in the cloud stems from the reaction H3

+ + CO (blue),
which dominates above �V,3D ' 3. This reaction represents more than 90%
of the total production flux at the high extinctions where HCO+ is actually
present.

production flux by �V,3D ' 5. This extinction magnitude is approx-
imately where the tracer particles whose trajectories are plotted in
Fig. 4 experience an epoch of in situ HCO+ formation.
The H3

+ reaction can also produce HOC+ at an equal rate, the
isomerization of which contributes most of the remaining HCO+

production flux at �V,3D & 5 . Comparing the reaction rates, we
attribute about half of the HOC+ which is then isomerized to HCO+

at very high extinction to the H3
+ + CO reaction. As will be shown

in Section 5.3, more than 90% of all HCO+ by mass is found above
�V,3D ' 5, meaning the H3

+ + CO reaction is by far the most im-
portant driver of the cloud’s total HCO+ content.
To further investigate this reaction, in Fig. 9 we analyse the distri-

bution and evolution of H3+ in cloud MC1-HD.We again investigate
the history of the H3+ distribution using the tracks followed by the
same 50 tracer particles as in Fig. 4. Comparing the two figures, we
see that the selected tracers (which were chosen for having a high
value of 5 (HCO+) at late times) display the same bulk behavior in
the growth of their H3+ content. Assuming the chemical state is near
equilibrium at late times, the density of H3

+ is decoupled from =H,tot
(Oka 2006), explaining why 5 (H+3 ) declines later in the simulation
at high density (log �V,3D ' 0.5). This decline may explain some of
the corresponding decline in 5 (HCO+) above log �V,3D ' 0.5 seen
in Fig. 4, given that the reaction H3

+ + CO contributes the most to
the HCO+ formation in this �V,3D regime (see Fig. 8). Since H3

+

is less abundant than CO, the decline in H3
+ would bottleneck this

reaction.
When the reaction flux analysis is repeated for cloud MC1-MHD

at Cevol = 2 Myr, the relative importance of the reactions is un-
changed from the HD case. However, the crossover point where
H3

+ + CO becomes the dominant reaction is instead at visual ex-

Figure 9. Same as Fig. 4, but showing tracer history tracks of H3
+ fractional

abundance vs. �V,3D in cloud MC1-HD for the same representative random
sample of tracer particles, plotted over a 2D probability density function of
5 (H+3 ) vs. �V,3D for every tracer particle in the simulation at Cevol = 4 Myr.
As the less abundant reactant in the H3

+ + CO reaction, the available H3
+

content bottlenecks the formation of HCO+ by this route.

tinction �V,3D ' 4. Later, at Cevol = 4 Myr, this reaction becomes
dominant at �V,3D ' 3, the same as cloud MC1-HD. We attribute
this effect to the slower coalescence rate of the MHD clouds com-
pared to the HD clouds (Seifried et al. 2020). The ongoing cloud
coalescence increases the abundances of H3

+ and CO, fueling this
reaction at lower and lower extinctions as time passes. We note that
we find analogous results for the flux of H3

+ + CO vs. time in the
clouds MC2-HD and MC2-MHD.

5 WHERE CAN HCO+ BE FOUND?

In the previous section, we use our non-equilibrium chemical post-
processing tools to explore the formation density regime, the forma-
tion time-scale, and the visual extinction-dependent dominant forma-
tion reactions of HCO+. Next, we wish to compare the distribution
of HCO+ to molecular cloud observations (e.g. Sanhueza et al. 2012;
Gerin et al. 2019; Goicoechea et al. 2019; Barnes et al. 2020; Liu
et al. 2020a,b; Nayana et al. 2020; Yun et al. 2021; Yang et al. 2021,
and others). To do so, however, we must transform our ensemble of
passive tracer particles into a comprehensive, space-filling array of
number densities (hereafter ‘density grid’). Unlike SPH particles,
these tracers do not represent mass and cannot be regridded the same
way as SPH particles. A different approach is necessary, which we
present in Section 5.1, followed by validations in Section 5.2. Fi-
nally, in Section 5.3, we present HCO+ column density projections
and compare them to observations.

5.1 The regridding algorithm

Because passive tracer particles – as opposed to particles in SPH sim-
ulations – do not represent fluid elements and thus are not associated
with a certain quantity of mass or volume, we have developed a novel
algorithm which maps the tracer particle back on a volume-filling
grid. This procedure has several steps:

(i) Generation of a blank, uniformly-resolved grid whose spatial
extent matches the zoom-in region.
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(ii) Assignment of a desired species’ fractional abundance from
the tracer particles to the spatially-corresponding blank cells.
(iii) Interpolation and extrapolation of the fractional abundance

values of cells containing tracer particles into adjacent empty cells.
(iv) Repetition of the interpolation procedure (iii) until the entire

grid is filled with fractional abundance values.
(v) Multiplication of the volume-filling fractional abundance grid

with a corresponding, congruent grid of =H,tot, generating a volume-
filling, uniform number density grid of the considered species.

We now describe these steps in more detail. First, we define a grid
domain and a uniform cell resolution, and select a time snapshot.
The natural domain choice for this study is the exact extent of each
zoom-in region. To explore the relationship between the resolution
and the obtained species masses of the final grid, we tested uniform
cell resolutions of 1, 0.5, 0.25, and 0.125 pc, for which the regridding
procedure is conceptually identical.
A blank grid of the selected shape and resolution is initialized. We

assign the particle’s saved value for 58 to the corresponding cell in
the blank grid. We choose to assign the fractional abundance values,
rather than the naively more obvious choice of the number densities
=8 , to avoid overestimating species densities at the diffuse frontiers
of the molecular cloud. This will be explained in the interpolation
phase of the algorithm.When # > 1 tracer particles occupy the same
grid cell, their 58 values are logarithmically averaged:

〈 58〉 = exp ©«
1
#

#∑
9

ln 58, 9
ª®¬

(13)

This logarithmic average prevents the higher 58 of two (or more)
tracers from dominating the average abundance in a cell. This helps
to avoid an overestimation of the total species mass in the given cell
(see Section 5.2).
Merely regridding the tracer particle data is insufficient to fill the

entire zoom-in domain due not only to the limited number of particles
contained in the simulations, but also to the aforementioned tendency
of tracer particles to congregate as the clouds contract over time. The
densest regions of the clouds exhibit the best number statistics, but
even here some cells lack direct tracer data. This issue worsens with
increasing resolution. For instance, at a resolution of 0.125 pc, the
zoom-in region for MC1-HD is split into more than 3×108 cells, but
at an elapsed time of 2 Myr, only contains about 3 × 105 particles.
Even neglecting the congregation of particles at density peaks, this
represents a maximal filled proportion of 0.1%.
To remedy this, we iteratively interpolate the fractional abun-

dances into adjacent empty cells, until the entire grid is filled. In this
phase of the algorithm, each empty cell checks all 26 neighbouring
cells for a nonzero value. If a single nonzero neighbour is found,
that neighbour’s 58 value is copied into the empty cell. If there are
nonzero #neighbour > 1, we calculate the final 58 value as:

〈 58〉 = exp ©«
1∑
9

1
3 9

#neighbour∑
9

ln 58, 9
3 9

ª®¬
, (14)

where 3 9 is the distance between the centroids of the empty cell
and each neighbouring cell, divided by the cell resolution. During
our tests, we found that the logarithmic averages recover the masses
better than simple averages.
We emphasize that during each interpolation pass, the empty cells

all assess their neighbours independently. If a pair of adjacent empty
cells A and B share a single nonzero neighbour C, the value interpo-
lated intoA on this step fromCwill not simultaneously be considered

by B as it looks for its own nonzero neighbours. This avoids any de-
pendence on the sweeping order of the interpolation, i.e., whether
the pixels are interpolated, for instance, in the order G-H-I as opposed
to I-H-G.
Since the density of tracer particles is lower in regions of low gas

density, the interpolation procedure might need to assign values to
empty grid cells from a tracer that is located several cells away, in a
higher density region. Hence, if we had tried to generate a uniform
grid by interpolating values for the number density of a target species,
we would have unrealistically filled diffuse zones with gas that was
not present in the SILCC-Zoom simulations of the same clouds,
violating mass conservation. To avoid this, we found it to be crucial
to interpolate merely 58 , and generate the number densities in a final
step as follows.
The interpolation procedure repeats until the entire uniform grid

is filled with nonzero values for 58 , and no empty cells remain. To
convert this grid to the desired final =8 distribution, we multiply the
filled grid of 58 values by another grid of identical size and reso-
lution, which contains =H,tot obtained from the original simulation
data. Since the identity of the target species is irrelevant to the oper-
ation of this algorithm, we can thus produce self-consistent density
distributions for any species whose abundances are saved to the tracer
particles.
Compared to the chemical post-processing of the tracer particle

data, this regridding procedure has a negligible computational cost
even at our highest resolution of 0.125 pc. Critically, the regridding
cost is independent of the complexity of the post-processing network.
Time-dependent density distributions for even themost exotic species
can therefore be computed with great efficiency.

5.2 Validation

A critical validation of the interpolation procedure is whether it
conserves the total hydrogen and carbon in the molecular cloud.
The post-processing procedure allocates the hydrogen and carbon
atoms into more species than were originally present in the on-the-
fly network, but the total quantity of each element is unchanged
by that procedure. Failures in conservation due to the interpolation
process must be well-understood and minimized.
To check this, we revisit the original SILCC-Zoom simulations

and calculate the total mass of hydrogen, "SILCC,H,tot from the
sum of the masses of H, H2, and H+; as well as the carbon mass,
"SILCC,C,tot, from the sum of C, C+, andCO (subtracting themass of
the oxygen atom). The SILCC-Zoom simulation grids, which contain
cells with volumes 3+8 that depend on the refinement level, report
the mass density d8 in each cell for a given species. We calculate the
total masses of hydrogen and carbon reported by the SILCC-Zoom
grids at a given time as:

"SILCC,H,tot =
#∑
i

(
di,H + di,H2 + di,H+

)
3+8 , (15)

"SILCC,C,tot =
#∑
i

(
di,C +

12
28
di,CO + di,C+

)
3+8 , (16)

where the prefactor on di,CO accounts for only considering the mass
of the molecule’s carbon atom.
We wish to compare these total mass values to those of our re-

gridded, interpolated data. Because the regridded data are in units
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of number density, the total regridded hydrogen and carbon mass
equations are of a different form:

"regrid,H,tot = <?
#∑
i

(
=i,H + 2=i,H2 + =i,H+

)
3+8 , (17)

"regrid,C,tot = <?
#∑
i

12
(
=i,C + =i,CO,gas + =i,CO,frozen + =i,C+

)
3+8 ,

(18)

where the coefficients correspond to each term’s molar mass contri-
bution to the total hydrogen and carbon masses respectively, and <?
is the proton mass. We include the post-processed number density
of the CO frozen onto dust grains because this can be comparable
to the gas-phase density of CO in the densest regions of the cloud,
particularly at late Cevol. None of the other carbon-bearing species
contain more than 0.1% of the total carbon mass, and can be safely
neglected when comparing MSILCC,C,tot and Mregrid,C,tot.
First, we analyse the regridded masses of CO and C as a function

of the regridding resolution. We find that for resolutions coarser than
0.125 pc, the regridded CO mass – and to a lesser extent also the
regridded mass of atomic carbon – do not converge well for either
HD or MHD clouds (not shown here), falling below their values in
the 0.125 pc resolution grid by up to a factor of 2. We attribute this to
the highly concentrated nature of the CO content. If the cells are too
large to resolve sub-parsec scale density peaks, the tracer averaging
procedure will smooth out these peaks and report a peak value for
=CO which is too low. As we have shown, HCO+ and CO occupy
similar density regimes, and we would therefore expect errors of
a similar magnitude in HCO+ at low resolutions. Thus, we restrict
ourselves hereafter to our maximal regridding resolution of 0.125 pc.
Next, we assess the effectiveness of the regridding procedure at

recovering the total hydrogen and carbon masses of the simulated
clouds by taking the ratio of "regrid/"SILCC for different clouds at
different timesteps. We display these results in Fig. 10, as a function
of the number of interpolation steps, =steps. Results are presented
at Cevol = 2 Myr (dashed lines) and Cevol = 4 Myr (solid lines). Fi-
nally, we include the results when the tracers’ unprocessed, NL99
abundances are regridded directly (dotted lines), without any of the
post-processing described in Section 3. This separates the mass con-
servation impact of the regridding procedure from the question of
redistribution of hydrogen and carbon atoms into other species that
are only present in the post-processing network, and not in NL99.
For cloud MC1-HD, the total hydrogen mass is recovered to im-

pressive accuracy at Cevol = 2 Myr, within 1% for both the un-
processed and post-processed tracers. The carbon mass represented
by C, CO, and C+ at the same time converges to within 5% of
the original "SILCC, and the NL99 value to within 3%, indicating
that about 1–2% of the carbon has been distributed to other species
by post-processing. This difference is not seen in the more diffuse
cloud MC1-MHD at Cevol = 2 Myr, where the total regridded carbon
masses from both the NL99 and post-processed grids are about %2
below the SILCC carbon total. It therefore appears that the redistri-
bution of carbon is occurring in very dense gas, which MC1-MHD
at Cevol = 2 Myr almost entirely lacks.
At Cevol = 4 Myr, the accuracy of the regridding process is lower.

The total regridded hydrogenmass of bothMC1-HD andMC1-MHD
converges to 2–3% below the SILCC hydrogen mass. Carbon per-
forms worse than hydrogen at this late time, with the total regridded
carbon mass falling below the SILCC mass by ∼ 8% in MC1-HD

and ∼ 17% in MC1-MHD. We attribute this to the aforementioned
importance of high resolution in the neighbourhood of dense peaks,
which are well-developed by this point in both the HD and MHD
clouds. Even in the densest regions of the clouds, the tracers occupy
only a small fraction of the cells at the 0.125 pc resolution, and the
interpolation procedure may miss some dense pockets of CO.
We find that "regrid converges by the eighth interpolation step to

within one percent of their final values when the grid is totally full.
This suggests the remainder of the interpolation procedure, which is
predominated by interpolation into low-density cells on the frontier
of the zoom-in region (and takes between 70 and 200 more interpo-
lation steps at a resolution of 0.125 pc), could be skipped without
sacrificing precision in the final total mass. For the clouds MC1-HD
and MC1-MHD at Cevol = 2 Myr, this respectively amounts to 87%
and 94% interpolation steps which we perform but which have a
minimal impact upon the final result.
We can validate the method further by another plot of the average

fractional abundance of H, H2, C, CO, and C+ vs. =H,tot for the
molecular cloud MC1-HD at Cevol = 2 Myr, this time analysing the
interpolated grids (Fig. 11). In general, we find similar outcomes to
the post-processed particle results shown in the right panel of Fig. 3.
The ratios of these mean fractional abundances after regridding to
the mean fractional abundances of the post-processed tracers before
regridding are plotted in Appendix B, in the right panel of Fig. B1.
For each carbon species, the similarity is lowest in the regime

where the species is not the dominant representative of that element.
Hence, the interpolated grid reflects the tracer values for CO least
well at low densities where CO is rare, and the values for atomic
carbon least well at high densities, where CO is saturated. We spec-
ulate that this occurs because the interpolation process introduces
a certain degree of noise into the abundance profiles, which can be
commensurate in scale to the true signal of a species in a regime
where its fractional abundance is low.
The accuracy of the regridding technique at preserving species’

fractional abundances in their dominant density regimes supports our
approach described in Section 5.1, in spite of the shortcomings we
have discussed. The computational cost of simulating larger chemical
networks on-the-fly is simply prohibitive at this time. Therefore, we
choose to accept a certain degree of inaccuracy and uncertainty as
this is the only way to obtain filled, 3D density data for complex
species that are not present in smaller chemical networks.
Finally, in Fig. 12, we show the time-dependent total mass of H2

(top), CO (middle, the sum of the gaseous and frozen-out states),
and HCO+ (bottom) inside each simulation’s zoom-in region. The
masses are given at Cevol = 2, 3, and 4 Myr. The exception is MC2-
HD, which terminated at a final time of Cevol = 3.76 Myr. The total
masses of H2 and CO at the different time snapshots correspond to
the masses given for the clouds in their originating papers (Seifried
et al. 2017b, 2020, especially figure 2 of the latter), with deviations of
∼ 10% ascribed to the effects of post-processing and the uncertainties
introduced in the regridding process.
In the bottom panel of Fig. 12, we report the time-dependent total

mass of HCO+ in the four simulated clouds, a novel result. The in-
crease in HCO+ mass resembles the increase in COmass, underscor-
ing the close link between the two species. The HD clouds already
possess some HCO+ at Cevol = 2 Myr, but the MHD clouds have
negligible HCO+ content. Only at later times have the MHD clouds
condensed enough that their cores are sufficiently well-shielded for
the formation of CO, and also of HCO+. The fractional abundance
of HCO+ (with respect to all hydrogen nuclei) averaged over each
cloud is as low as ∼ 10−12 (the MHD clouds at early times) and as
high as ∼ 1.3 × 10−9 (the HD clouds at late times).
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HCO+ evolution 15

Figure 10. The ratios "regrid,H,tot/"SILCC,H,tot (blue) and "regrid,C,tot/"SILCC,C,tot (red) from Eqs. 15–18, vs. the cumulative number of interpolation steps,
=steps, for MC1-HD (left) and MC1-MHD (right). Results are provided for the post-processed tracers at Cevol = 2 Myr (dashed) and 4 Myr (solid), along with
the result after regridding the tracer particles’ unprocessed NL99 abundances (dotted). The contribution of frozen-out CO is included for "regrid,C,tot, since the
species contains a non-negligible amount of the total carbon after post-processing. For MC1-MHD, the 2 Myr results for NL99 and the post-processed data are
virtually indistinguishable. In general, the regridding reproduces the masses with an accuracy of ∼ 10%.
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Figure 11. Same as Fig. 3, but for the post-processed abundances from the
reconstructed grids after the interpolation is complete. Comparing to the right-
hand panel of Fig. 3, which shows the post-processed tracer abundances, our
regridding algorithm is generally successful at recovering 58 for each species
in the regime where that species is most abundant. However, the two data
sets are less congruent for each species in regimes where the species is less
abundant. In particular, CO is over-represented at lower densities, and C is
under-represented at the highest densities.

5.3 The HCO+ column density

With these tracer-derived density grids, we can produce column den-
sitymaps of species that were not present in the on-the-fly network. In
Appendix C, we compare column density maps of the post-processed
Htot, H, H2, and CO abundances in cloud MC1-HD to the results
shown in Seifried et al. (2017b). Our results are in good agreement
with the original maps. As predicted in that work, post-processing
the on-the-fly results for these species did not have a large impact
upon the abundances.

Next, in Fig. 13, we show – to our knowledge – the first-ever maps
of the HCO+ column density, #(HCO+), in simulated molecular
clouds. Since we show in Fig. 4 that much of the HCO+ formation in
both MC1-HD and MC1-MHD takes place around Cevol ' 2–3 Myr
with a formation time-scale of g ≈ 1 Myr, we choose to examine the
column density maps at Cevol = 4Myr, i.e. after the principal epoch of
HCO+ formation. The distributions of HCO+ in MC1-HD (top row)
andMC1-MHD(bottom row) showcase the ‘fluffier’ distribution seen
in MHD simulations compared to hydrodynamic ones (Seifried et al.
2020; Ganguly et al. 2022). Regions with # (HCO+) < 109 cm−2

have been masked in white. The maximal HCO+ column density
in both clouds is on the order of 1015 cm−2. The dense regions
(# (HCO+) > 1012 cm−2) in MC1-HD are clumpy, with lower-
density regions (where # (HCO+) = 109–1011 cm−2) only extending
short distances from the peak sites. On the other hand, inMC1-MHD,
the HCO+ is far more extended, forming a diffuse envelope tens
of parsecs out from the filamentary structures where #(HCO+) is
maximal.

In Fig. 14, we contextualize our findings for #(HCO+) in re-
lation to the column densities of other species. The average val-
ues of #(HCO+) from the H-I projections of MC1-HD (red) and
MC1-MHD (green) at Cevol = 4 Myr are plotted against #(Htot)
(left),#(H2) (middle), and#(CO) (right). The results forMC1-HDat
Cevol = 2 Myr (black) are plotted as well. Most pixels with # (Htot) '
# (H2) ' 1021 cm−2 have #(HCO+) values between 109 and
1011 cm−2. For # (Htot) & 1021 cm−2 and #(CO) & 1017 cm−2,
#(HCO+) increases to maximal values of around 1015 cm−2. Com-
paring the results at Cevol = 2 Myr and Cevol = 4 Myr for MC1-HD,
we see that #(HCO+) increases over time, as expected following the
results in Section 4. The values of #(Htot), #(H2), and #(CO) above
which #(HCO+) quickly reaches its peak remain constant in time,
however.

A systematic comparison of our results with observations is re-
served for Section 5.3.3, but we provide somemeasurements by Yang
et al. (2021) in the middle panel of Fig. 14. Theymeasured #(HCO+)
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Figure 12. The masses of H2 (top), all CO (middle), and HCO+ (bottom)
in the zoom-in regions of the four simulated clouds, vs. Cevol. These values
are calculated by summing over the density grids produced by regridding
the post-processed tracer particles. The CO mass represents the sum of the
gaseous and frozen-out states. Themasses of H2 and CO generally correspond
to the values in the SILCC-Zoom clouds themselves (Seifried et al. 2017b,
2020). The character of the HCO+ growth resembles that of the CO growth,
emphasizing that they exist in the same extinction regime.

for infalling cores, vs. #(H2) derived from dust continuum measure-
ments. We find that our data match their observations well, with peak
values of # (HCO+) ' 1015 cm−2 around # (H2) ' 1022 cm−2.

5.3.1 The distribution of HCO+

Next, we study the cumulative mass distribution of HCO+ as a func-
tion of the observed visual extinction using the relation # (Htot) =
(1.87 × 1021 cm−2)�V (Draine & Bertoldi 1996, also as used in
the SILCC-Zoom chemical network; see Section 2.1). In Fig. 15 we
show the fraction of mass sitting below a certain �V-threshold for the

cloud MC1-HD at Cevol = 2 Myr (solid lines) and Cevol = 4 Myr (long
dashes), and cloud MC1-MHD at Cevol = 4 Myr (short dashes). Each
color represents a different projection. We see that for MC1-HD at
Cevol = 2 Myr, the HCO+ distribution varies for different projections,
with the first quartile being reached at �V values of 8–20. The third
quartile is typically reached around �V = 20 –50. At Cevol = 4 Myr,
the different projections correspond much more closely. The third
quartile value remains almost unchanged, but the first quartile value
is now systematically lower, around �V ' 5. This indicates that a
significant amount of HCO+ has formed between the two snapshots
at lower extinctions, widening the average interquartile range. We
repeat this procedure for the other simulated clouds, and found sim-
ilar results. The lines for the three projections for the MHD clouds
are still dissimilar at Cevol = 4 Myr, as expected given these clouds’
longer time-scale of gravitational collapse compared to the HD case.
On average, we find that 50% of the HCO+ mass – corresponding to
the average interquartile range – lies between �V ∼ 10 and ∼ 30.
In the right-hand panel of Fig. 15, we plot again the cumulative

mass of HCO+, but this time using the values of =HCO+ and =H,tot
from the 3D density grids rather than column density projections.
The same time-dependent qualitative relationship is seen as in the
left-hand panel. This indicates again that HCO+ is being formed over
time outside the very dense regions. Overall, we find that 50% of the
HCO+ is located at =H,tot ∼ 103.5 – 104.5 cm−3.

5.3.2 Resolution effects

Our resolution in the maps in Fig. 13 is 0.125 pc, up to one or two or-
ders of magnitude higher than what is available in many observations
(e.g. Barnes et al. 2020; Sanhueza et al. 2012; Nayana et al. 2020).
To improve the comparison of our data to such observations, we con-
volve our maps of #(HCO+) with a Gaussian filter. By selecting the
size of the filter, we can emulate any coarser resolution.
In Fig. 16, we show one of our 0.125 pc resolution #(HCO+) maps

altered in this way to emulate resolutions of 3 pc (top) and 10 pc (bot-
tom). We apply these convolution to the H-I projection of MC1-HD
at Cevol = 4 Myr, corresponding to the top right panel of Fig. 13. As
the resolution decreases, the filamentary-scale structures (∼ 0.1 pc)
lose their intricate detail, and adjacent density peaks (for instance
the two small neighbouring peaks in the upper left of the cloud)
become unresolved. The complex distribution of HCO+ in the more
diffuse areas where # (HCO+) = 109–1011 cm−2 becomes smoother
as well. The peak #(HCO+) value remains around 1015 cm−2 for all
resolutions. However, at a resolution of 10 pc, only the very dens-
est and clumpiest regions retain this peak column density, which is
found along the lengths of the filamentary structures in the 0.125 pc
resolution map.
Next, in Fig. 17 we repeat the comparison of #(HCO+) with

#(Htot), #(H2), and #(CO) which we performed in Fig. 14. This
time, however, we restrict ourselves to the H-I projection ofMC1-HD
at Cevol = 4 Myr, and compare the average column densities at a
resolution of 0.125 pc (black) to the column densities from maps
emulating resolutions of 3 pc (red) and 10 pc (green). Decreasing
the resolution causes the ratios between #(HCO+) and the other
column densities to increase, due to the Gaussian broadening of the
central features with high HCO+ density. This effect implies that low-
resolution observations outside the densest regions of a molecular
cloud would measure higher values for #(HCO+) than are physically
present.
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Figure 13. Maps of the column density of HCO+ for clouds MC1-HD (top row) and MC1-MHD (bottom row) at Cevol = 4 Myr. The three columns show
projections in the G-H, G-I, and H-I planes respectively. Both clouds reach maximal values of # (HCO+) ' 1015 cm−2. The dense regions traced by HCO+

in MC1-HD are clumpy in shape, while the core distributions in MC1-MHD are more filamentary. Regions with # (HCO+) < 109 cm−2 have been masked in
white, underlining the more diffuse distribution of the molecular gas in the MHD simulation compared to the HD simulation.

8

10

12

14

16

19 20 21 22 23

lo
g 1

0(
 N

(H
C

O
+ ) /

 c
m

-2
)

log10( N(Htot) / cm-2)

MC1-HD, 2 Myr

MC1-HD, 4 Myr

MC1-MHD, 4 Myr

19 20 21 22 23

log10( N(H2) / cm-2)

Yang+21

15 16 17 18 19 20

log10( N(CO) / cm-2)

Figure 14. The average column densities of HCO+ for the H-I projection of the molecular clouds MC1-HD at 2 Myr (black) and 4 Myr (red) and MC1-MHD at
4 Myr (green), vs. the column densities of Htot (left), H2 (middle), and CO (right). The shaded areas represent one standard deviation from the respective average.
In the middle panel, we overplot the observations of Yang et al. (2021) of infalling prestellar cores. Overall, we can see a significant increase in # (HCO+) for
# (Htot) ∼ # (H2) & 1021 cm−2, and # (CO) & 1017 cm−2. Clouds at later evolutionary stages have somewhat more HCO+ at given Htot, H2, and CO column
densities.

5.3.3 Comparison to observations of W49A

Transforming our column density results to match the resolution of
observations allows us tomake direct comparison tomeasurements of
#(HCO+) in nature. For this purpose,we present values for#(HCO+)

in the massive star-forming region W49A, as observed during the
LEGO project (Barnes et al. 2020; see also Kauffmann et al. 2017).

The W49A observations were performed by the IRAM 30m tele-
scope at a resolution of ∼ 30′′, then smoothed to 60′′, which corre-
sponds to physical scales of ∼ 3 pc at the cloud’s distance of 11 kpc
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Figure 15. The cumulative mass fraction of HCO+ vs. �V (left) and =H,tot (right) for molecular cloud MC1-HD at Cevol = 2 Myr (solid lines) and Cevol = 4 Myr
(large dashes), and cloud MC1-MHD at Cevol = 4 Myr (small dashes). The three colors in the left-hand plot indicate different projections. The values for �V
are calculated from projections of # (Htot) via the relation # (Htot) = (1.87 × 1021 cm−2)�V (Draine & Bertoldi 1996), and the corresponding HCO+ mass
is calculated from the projections of # (HCO+). In the right-hand plot, the values for =H,tot are given by a 3D density grid, and the corresponding HCO+ mass
is calculated from a 3D grid of =HCO+ . At Cevol = 2 Myr, the cumulative distribution of the HCO+ is highly dependent on the viewing angle. At Cevol = 4 Myr,
the HCO+ distributions have become considerably more similar. The average interquartile range (containing 50% of the HCO+ mass) for �V ranges from ∼ 10
to ∼ 30 increasing slightly over time. Corresponding relations between the HCO+ mass and =H,tot are seen in the right-hand plot. Cloud MC1-MHD, which
condenses more slowly than the hydrodynamic cloud MC1-HD, contains a greater fraction of its total HCO+ at lower �V or =H,tot.

(Zhang et al. 2013). We calculate the values of #(HCO+) from the
HCO+ � = 1 → 0 emission (Neumann et al. in prep.), which has a
high signal-to-noise ratio across much of the W49 region. We calcu-
late the optical depth of the line using corresponding observations of
H13CO+(1-0) emission. Where the H13CO+ emission is below the
noise level (corresponding to # (H2) . 1022 cm−2), we make the
assumption that the line is optically thin to approximate the lower
limit of the column density. We determine the excitation temperature
of HCO+ by minimizing the column density equation when using
both the � = 1→ 0 line from LEGO-IRAM (Barnes et al. 2020) and
� = 3 → 2 line from LEGO-APEX (Neumann et al. in prep), since
#(HCO+) should be the same when determined from both lines. We
complement these data with dust continuum observations from the
Herschel Space Observatory large program Hi-Gal (Molinari et al.
2011), also smoothed to a matched resolution of 60′′, to recover the
molecular hydrogen column density (see Barnes et al. 2020). The
complete details of the APEX observations and full calculation of
the column densities will be presented in a future work (Neumann et
al. in prep.).
In Fig. 18, we plot #(HCO+) vs. # (H2) for these observations, and

for our simulations at resolutions of 0.125 pc and 3 pc (using Gaus-
sian convolution as previously explained). For #(H2) & 1022 cm−2,
our simulations match the observed values quite well. At the peak
values of #(H2), our simulated data at a resolution of 3 pc (match-
ing the physical resolution of the observations) are in slightly better
agreement than at the original 0.125 pc resolution. The regions where
# (H2) . 1022 cm−2 are in less good agreement with our simula-
tions. We attribute this to the fact that below # (H2) ' 1022 cm−2,
the observed #(HCO+) were calculated with an optically thin as-
sumption due to the lack of significant H13CO+ emission in that
column density regime. An improved approximation for the optical
depth where # (H2) . 1022 cm−2 would likely lead to higher values
of #(HCO+) there, thus presumably in better agreement with our
simulated data.

6 CAVEATS AND FUTURE DIRECTIONS

Via comparison to column density observations of HCO+, we have
shown that our post-processing and regridding algorithms can recon-
struct the HCO+ abundance in molecular clouds. Moreover, by post-
processing the tracer particle abundances over individual timesteps,
we consider the chemistry in a non-equilibrium approach and utilize
the momentary environmental parameters like the density and tem-
perature in our solutions to the rate equations. These factors are essen-
tial to a truly time-dependent chemistry. Despite our post-processing
and regridding routines giving robust results when compared with
theoretical benchmark results and observations, some caveats should
be kept in mind.
The clearest formal inconsistency to our approach is the impact

that post-processing could have on the local temperature and shield-
ing. Our method fixes these values at each timestep, and does not
attempt to update or re-model them based on the output abundances
from post-processing. In principle, changing the abundance profile
of e.g. CO could shift the thermal equilibrium of the gas. This could
lead to dynamic motions, altering the shielding profile. We recog-
nize this could be an issue with our method in general, but basing our
chemistry on the NL99 network should alleviate the problem. Glover
et al. (2010) list the numerous, well-studied thermal processes mod-
eled in NL99 in their Table 1. Post-processing the NL99 chemistry
does not much impact the abundances of species like C, C+, and CO
which were already modeled in the original network (see Fig. 3).
Thus, we assert that post-processing NL99 should not radically al-
ter the density profiles of these thermally-relevant species. However,
applying our post-processing method to a simulation with an on-
the-fly network that has less-robust thermal modeling may lead to
inconsistencies.
Before further work with this method is contemplated, it must be

noted that the chemical network employed here to showcase the post-
processing is still small. Containing only 37 gas-phase species, the
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Figure 16. Column density maps of # (HCO+) from cloud MC1-HD at
Cevol = 4 Myr (same as the top right panel of Fig. 13), but convolved with
Gaussian filters of increasing beam size to emulate resolutions of 3 pc (top),
and 10 pc (bottom). As resolution decreases, filamentary-scale structures
become unresolved, and the peak # (HCO+) decreases as the beam samples
surrounding areas of lower column density.

network most particularly lacks nitrogen, meaning that we cannot
use this network to assess nitrogen-bearing dense gas tracers like
HCN (Papadopoulos 2007; Godard et al. 2010; Kauffmann et al.
2017; Goicoechea et al. 2019). Silicon is included, but only in its
elemental form rather than anymolecular states. Overall, our network
reproduces HCO+ observations well, but new, larger networks will
need to be developed and validated with this method before the
analysis techniques in this work can be applied more broadly.
However, ultimately one must balance the comprehensiveness of

a chemical network with its practical usability in astrophysical sim-
ulations, which are already computationally expensive even before
considering coupled or post-processed chemistry. Developing and
validating this post-processing scheme required a chemical network
with a reasonably short convergence time (Seifried & Walch 2016).
Future works – for instance analysis of the time-dependent nature
of deuterium fractionation, or the evolution of diffuse molecular gas
tracers (Panessa et al., in prep) – will need larger and more compre-
hensive networks, which will need to be validated in turn.
We include a freeze-out approximation in our network, which

creates a noticeable difference in CO and H2O abundance when
compared to networks lacking these approximations (see Fig. 1, and
Borchert et al. 2022), but the impact of grain chemistry on chemi-
cal abundances is complex (Flower et al. 2005; Bovino et al. 2017).
In our network, the grains themselves are treated in a simple man-
ner neglecting subtleties like ionization of the grains or changing
sticking coefficients due to, e.g., the time-dependent variation in the
composition of the ice mantles.
Another major factor in the post-processing outcome is the model-

ing of the CRIR. In our work, to assure that the thermal environment
is mostly unchanged after post-processing, we must copy the value
of the CRIR, Z = 6 × 10−17 s−1, used in the reference SILCC-Zoom
simulations. This is set to be constant, whereas Padovani et al. (2018)
suggest a decrease in deeply embedded structures. A model for the
CRIR which diminishes with (column) density would, for instance,
impact the abundance profile of H3+. As discussed in Section 4.4,
theH3+ abundance bottlenecks the high-extinctionHCO+ abundance
in our post-processing network via the dominant reaction H3++CO.
Attenuation of the cosmic rays would diminish the H3+ balance in
dense gas and likely decrease the HCO+ density. Testing the impor-
tance of this effect will require new simulations run on-the-fly with
an attenuated CRIR model.
Looking ahead, we intend to create synthetic emission maps from

our regridded species data. This would provide us with a more direct
comparison to observations, and properly account for the optical
depth effects discussion in Section 5.3.3.

7 CONCLUSIONS

We present our novel chemical post-processing methodology for 3D-
MHD simulations of the ISM and molecular clouds. This method-
ology provides non-equilibrium abundances for any species present
in a chemical network of arbitrary complexity. In this work, we have
applied our methods to investigating the time-dependent evolution
of HCO+ in molecular clouds modeled in the SILCC-Zoom project.
We summarize the methodology itself as follows:

(i) Rather than post-process the instantaneous abundances of sim-
ulation snapshots, we post-process the abundances on tracer particles
which are injected into the simulation. Because these tracers follow
the gas flow, they report the time-dependent chemistry and dynamics
of the local fluid environment.
(ii) We use a chemical network of 39 species and 301 reactions to

post-process the tracer particles’ chemical abundances. This network
includes many species of astrochemical interest, in particular HCO+.
It also models the freeze-out of CO and H2O on to dust grains.
(iii) We use the chemical rate equation solver Krome (Grassi

et al. 2014) to post-process the tracer abundances from the SILCC-
Zoom simulations. The on-the-fly abundances of the hydrogen and
carbon species are used to initialize the post-processing of each tracer
particle. From that point on, we post-process the updated abundances
directly at each time step.
(iv) By advancing the chemistry over timesteps matching those

of the simulation’s particle snapshots, and using the time-dependent
environmental parameters of the simulated cloud as inputs to the
chemical network, we recover the non-equilibrium chemical state of
the tracer particles over the entire history of the simulation.
(v) We implement a subcycling routine to correct for large changes

in the environmental parameters. This subdivides a tracer’s evolution
timestep if the local environmental parameters experience more than
a user-defined percent change B. We show that the post-processed
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Figure 17. Same as Fig. 14, but only for the H-I projection of MC1-HD at Cevol = 4 Myr, convolved with Gaussian filters of increasing beam size to emulate
resolutions of 3 pc (red) and 10 pc (green). The original resolution of 0.125 pc is repeated for comparison (black). As resolution decreases, higher values of
# (HCO+) are found at given values of # (Htot) , # (H2) , and # (CO).

Figure 18. # (HCO+) vs. # (H2) for the H-I projection of MC1-HD at
C4E>; = 4 Myr at the original resolution of 0.125 pc (red) and convolved
with a Gaussian filter to emulate a resolution of 3 pc (blue), compared to
observations of the star-forming region W49A (Neumann et al. in prep.;
see also Barnes et al. 2020) at a physical resolution of ∼ 3 pc. Above
# (H2) ' 1022 cm−2, the intensity of H13CO+ emission is sufficient to
constrain the optical depth for the calculation of # (HCO+) (solid black).
Below # (H2) ' 1022 cm−2, we approximate the emission as optically thin
(empty black). The approximation represents a lower limit to the actual value
of # (HCO+), and gradually conforms better to reality as # (H2) decreases
further. Our simulations are in very good agreement with observations above
# (H2) ' 1022 cm−2 where the optical depth is calculated explicitly, as well
as around # (H2) ' 1021 cm−2 where the optically thin approximation is
relatively accurate. Reducing the resolution of the modeled map to 3 pc (the
same as the observations) with Gaussian convolution slightly improves the
correspondence between the modeled and observed column densities.

abundances are generally converged for any value of B, and select a
value of B = 10%.
(vi) We present a novel algorithm to regrid a snapshot of the post-

processed tracer abundances, using an iterative scheme to recover
a volume-filling density grid, from which we make column density
maps. We benchmark this algorithm against the masses of hydrogen
and carbon in the original simulations, indicating an overall accuracy
of better than ∼ 10%.

We can thus calculate non-equilibrium abundances for any species

in a chemical network of arbitrary size, for a fraction of the compu-
tational cost of running that network on-the-fly in 3D-MHD simula-
tions. Throughout this paper, we have explored the evolution of the
HCO+ abundance in HD and MHD molecular clouds simulated in
the SILCC-Zoom project. Our results include:

(i) Wefind thatHCO+ predominantly forms at densities of =H,tot =
103–104 cm−3. The formation of HCO+ occurs in situ in this density
range, rather than in a high density regime followed by turbulent
mixing into lower-density regions. We show that the typical time-
scale of HCO+ formation is on the order of 1 Myr.
(ii) We show that the HCO+ formation time g is inversely cor-

related with the abundances of species that are present in the high
density regime and also participate in a formation pathway of HCO+.
(iii) We show that different formation pathways of HCO+ pre-

dominate in different �V regimes. Up to �V,3D ' 0.4, the dominant
reaction is HOC+ + H2, although it contributes very little to the total
HCO+ mass due to the rarity of these reactants in the low extinc-
tion environment. From �V,3D ' 0.4–3, the dominant reaction is
CO+ + H2. Above �V,3D ' 3, the dominant reaction is H3

+ + CO,
contributing more than 90% of the total HCO+ production. This
system of dominant reactions is established very quickly for HD
clouds, but takes a few Myrs longer for more slowly evolving clouds
containing magnetic fields.
(iv) We produce the to-date first column density maps of

HCO+ of simulated molecular clouds. We show that around
#(Htot) ∼ 1021 cm−2 and #(CO) ∼ 1017 cm−2, #(HCO+) rises
quickly from values of 1010−11 cm−2 to peak values as high as
1015 cm−2.
(v) We find that in MHD clouds, the distribution of HCO+ is

more diffuse than in the HD clouds. The results match well with
recent observations of HCO+.
(vi) We find that 50% of the HCO+ mass is found at visual extinc-

tions between ∼ 10 and ∼ 30, or at values of =H,tot between ∼ 103.5

and ∼ 104.5 cm−3.

Because our post-processing method is much faster than directly
coupling large chemical networks to MHD simulations, it can be
profitably applied to astrophysical problems which require complex,
time-dependent chemical modeling. It is our hope that these tools
can be used to support and guide future observational campaigns.
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Table A1. The 39 chemical species included in our post-processing network,
which is modified from the react_COthin network included in the Krome
distribution (Grassi et al. 2017). The last two species (in parentheses) represent
H2O and CO which have frozen out onto dust grains, and have no further
chemical interactions with the medium until they have thawed again.

e- H H+ H- H2 H2
+ H3

+

He He+ He2+ C C+ C- C2
CH CH+ CH2 CH2

+ CH3
+ O O+

O- O2 O2
+ OH OH+ H2O H2O+

H3O+ HCO HCO+ HOC+ CO CO+ Si
Si+ Si2+ (f-H2O) (f-CO)

Table A2. The chemical species included in the NL99 network, which origi-
nated with Nelson & Langer (1999) with updates by Glover & Clark (2012)
and Mackey et al. (2019). The species CHx and OHx are defined as proxies
for, respectively, simple hydrocarbons like CH, CH2, CH3, and similarly OH,
H2O, and so forth. The species M and its ionized state M+ are proxies for
metals like N, Mg, Si, S, and Fe.

e- H H+ H2 He He+
H2

+ H3
+ O O+ OHx HCO+

C C+ CO CHx M M+

APPENDIX A: CONTENTS OF CHEMICAL NETWORKS

A1 The post-processing network

Our post-processing method was tested and validated using a mod-
ified version of the react_COthin chemical network (Grassi et al.
2017), updated to include reactions that model the adsorption and
desorption of CO and H2 from dust grains. The chemical species
included in this network are listed in Table A1, consisting of 37 gas-
phase species and 2 proxy species for frozen-out CO and H2O. We
refer the reader to Grassi et al. (2017) or the Appendix materials of
Seifried & Walch (2016) for additional details regarding the perfor-
mance of and the reactions included in this network. The freeze-out
modeling in our modified version of this network is described below.

A2 Freeze-out

We model the freeze-out of CO and H2O as well as its desorption
from dust grains as follows. The adsorption (freeze-out) occurs with
a rate of

:ads,8 = fd =d 2s,8 =8( , (A1)

where 2s,8 and =8 are the sound speed and particle density of the
considered species 8, respectively, and ( is the sticking coefficient.
For the product fd=d, representing the cross-section and density
of dust particles, we adopt the value of 2 × 10−21=H,tot given by
Hollenbach et al. (2009) for a standard dust grain size distribution
(Mathis et al. 1977).
For desorption from dust grains, we consider thermal and cosmic-

ray induced desorption. The thermal desorption rate is given by

:des,therm,8 = a84
−�D,8/)d , (A2)

where a8 is the vibrational frequency of the species 8 in the surface po-
tential well, and �D,8 is its adsorption binding energy (e.g. Hasegawa
&Herbst 1993). For�D,8 weused the values of 1150Kand 5700K for
CO and H2O, respectively, given by Garrod & Herbst (2006). Using
eq. 6 of Aikawa et al. (1996), we obtain a8 of 1.01593 × 1012 s−1 and
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2.82095 × 1012 s−1 for CO andH2O, respectively. For the desorption
by cosmic rays we follow the approach of Hasegawa&Herbst (1993),
giving a rate of :des,cr = 5 (70 K) · :des,therm ()d = 70 K) · CRIR.
This is based on the fraction of time that a dust grain reaches a tem-
perature of 70 K due to heating by cosmic ray impacts (Leger et al.
1985), with updates for CO desorption as given by Herbst & Cuppen
(2006).

A3 The on-the-fly network ‘NL99’

The SILCC-Zoom simulations on which we employ our post-
processingmethodwere run coupled to the chemical network ‘NL99.’
This network combines a model for CO chemistry by Nelson &
Langer (1999) with a hydrogen model by Glover & Mac Low
(2007a,b). The full network was first advanced by Glover & Clark
(2012) and then modified by Mackey et al. (2019). The chemical
species whose abundances are calculated in this network are listed
in Table A2. Most of these species’ abundances are calculated on-
the-fly using an ODE solver or through conservation equations. The
exceptions are H2

+, which is assumed to immediately react further;
and O, O+, and H3

+, which are evolved to equilibrium values.
For simplification, the proxy species CHx and OHx have been

introduced. These represent families of carbon- and oxygen-bearing
species with different numbers of hydrogen atoms, e.g., CH, CH2,
and CH3, or OH, H2O, and H3O, and ionized states of these species
as appropriate.
Rather than treat metal elements separately, the network combines

various metals which contribute non-negligibly to the electron den-
sity into a proxy species M, as well as its singly-ionized state M+. By
number density, this mostly comprises Si, but also N, Mg, S, and Fe.
The primary purpose of including theNL99 network in the SILCC-

Zoom simulations is to properlymodel the heating and cooling effects
of C+, CO, and atomic oxygen, which thermally impact the bulk gas
distribution. As such, the limited other species in the network are not
really modeled comprehensively. In particular, we stress that NL99
does not model the full set of creation and destruction reactions for
HCO+ in a self-consistent, trustworthy way. This necessitates our
post-processing, and precludes us from comparing the NL99 and
post-processed abundances of HCO+ in this work.

APPENDIX B: RATIOS OF UNPROCESSED AND
POST-PROCESSED ABUNDANCES

In Fig. B1, we present two sets of ratios of the means of fractional
abundances at different stages in the post-processing algorithm, for
cloud MC1 at Cevol = 2 Myr.
In the left panel, we show the ratio of the mean post-processed

fractional abundances (of H, H2, C, CO, and C+) reported by the
tracer particles (the right panel of Fig. 3), to the mean unprocessed
(NL99) fractional abundances reported by the tracer particles (the
left panel of Fig. 3), vs. =H,tot. The post-processing changes the
hydrogen abundances very little, but alleviates the problem of over-
produced atomic carbon in NL99, as described in Section 3.3. In the
right panel, we show the ratio of the mean post-processed fractional
abundances after regridding (Fig. 11), to the mean post-processed
fractional abundance reported by the tracer particles, that is, before
regridding (the right panel of Fig. 3).

APPENDIX C: COLUMN DENSITY MAPS OF
FUNDAMENTAL SPECIES

In Section 5, we discuss the algorithm by which we allocate and in-
terpolate post-processed tracer abundances into a uniformly-resolved
density grid. Line integration of these grids along a chosen line of
sight produces column density maps. In the text we provide such
maps for HCO+; here we present and discuss column density maps
for atomic and molecular hydrogen, as well as CO, to validate our
methods.
We present in Fig. C1 column mass density (Σ) maps for H, H2,

and CO (upscaled by 100) for the H-I projection of cloud MC1-HD
at Cevol = 4 Myr. These maps were presented at approximately the
same Cevol in fig. 3 of Seifried et al. (2017b), the work from which
this SILCC-Zoom simulation originated. Although our results here
are post-processed using the more extensive chemical network which
originated in Grassi et al. (2017), the distribution of different chem-
ical species in the gas in Fig. C1 is approximately congruent with
the original on-the-fly results, as predicted in Seifried et al. (2017b).
The atomic hydrogen covers the entire domain and reaches a peak
density around 10−2 g cm−2. An envelope of H2 with column den-
sities between 10−6 and 10−3 g cm−2 surrounds a dense core region
where maximal values of Σ(H2) ' 1 g cm−2 are reached. CO is
only abundant in these core regions, with column densities around
10−3 g cm−2. The relative distributions of of H2 and CO reflect the
extent of the CO-dark molecular gas. The close correspondence of
these maps with the results from Seifried et al. (2017b) strongly sup-
ports the regridding algorithm by which we construct density grids
from limited tracer particle data.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure B1. Left panel: the ratio of post-processed to unprocessed (NL99) mean fractional abundance reported by the tracer particlesin MC1-HD at Cevol = 2 Myr,
vs. =Htot. This corresponds to the ratio of the right and left panels of Fig. 3. Right panel: the ratio of post-processed mean fractional abundances after regridding
to the post-processed mean fractional abundances from the tracer particles, vs. =H,tot. This corresponds to the ratio of Fig. 11 with the right panel of Fig. 3.

Figure C1. Projections along the G-direction of the column mass density of H, H2, and CO (upscaled by 100), for MC1-HD at Cevol = 4 Myr, generated from the
interpolated grids of post-processed tracer abundances. The maps are roughly centred on the densest region in the cloud. The atomic hydrogen (left) dominates in
the more diffuse, outlying areas. Meanwhile, H2 (centre) reaches its highest density in the heart of the cloud, but is also present in a diffuse envelope surrounding
the core. CO (right) is only present in the densest parts of the cloud. These maps are very similar to the analogous AMR-derived maps in fig. 3 of Seifried et al.
(2017b), supporting the accuracy of the regridding algorithm.
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ABSTRACT
The hydroxyl molecule (OH) is found in molecular clouds in comparable density and extinction regimes as molecular hydrogen,
according to both observations and photodissociation region (PDR) chemical models. Consequently, OH is a candidate tracer
for the so-called CO-dark molecular gas, where sufficient shielding exists for the survival of H2, but not for CO, which is
usually used to trace it. 3D magnetohydrodynamic (MHD) astrophysical simulations coupled on-the-fly to chemical networks
which include OH could indicate the effectiveness of OH as a molecular gas tracer, but such time-dependent chemical models
are computationally expensive. We bridge this computation gap with a non-equilibrium chemical evolution tool which post-
processes the limited chemical data from four simulations ofmolecular clouds in the SILCC-Zoomproject.We provide the density
distributions for numerous chemical species, such as OH, whose abundances were not calculated on-the-fly. We present column
density maps of OH at a spatial resolution of 0.125 pc, showing that 𝑁(OH) ranges from 1012-1014 cm−2 in diffuse molecular gas,
with peaks around 1016 cm−2 in dense cores and filaments. We find that 50% of the OHmass in the molecular clouds lies between
visual extinctions of 𝐴V = 1–10 for non-magnetized, hydrodynamic (HD) simulations, and between 𝐴V = 0.6–1.6 for the MHD
simulations. We assess the relation of 𝑁(OH) to 𝐴V,2D and to 𝑁(H2), and plot the probability density functions of 𝑁(OH) over
time. In addition, we show that equilibrium models overestimate the clouds’ total OH masses by up to a factor of 2, and similarly
for the total H2 and CO masses. We calculate the abundance ratio 𝑁(OH)/𝑁(H2) vs. 𝐴V at disparate evolutionary timesteps, and
find that the ratio is time-invariant and decreases from 5 × 10−7 to 5 × 10−8 as 𝐴V increases from 0.1 to 3 magnitudes, then
increases to 10−7 by 𝐴V = 15, in line with observations. An exponential function is fit to 𝑁(OH)/𝑁(H2) for log 𝐴V,2D < 0.5.
Finally, we infer that 𝑁(OH)/𝑁(H2) declines to a global minimum around 𝑛H,tot due to a combination of weakened formation
routes and a strong rate of destruction via the OH + C+ reaction.

Key words: ISM: clouds – ISM: molecules – methods: numerical – astrochemistry – stars: formation

1 INTRODUCTION

Regions of the interstellar medium which are dominated by molecu-
lar hydrogen gas (H2) are referred to asmolecular clouds. The densest
regions of these clouds undergo gravitational collapse into protostel-
lar systems (André et al. 2014). To fully understand this dynamic
process of star formation, we must understand the distribution and
evolution of the clouds’ H2 content.
Unfortunately, observing H2 directly in molecular clouds is not

possible. The molecule is symmetric and lacks a permanent dipole
moment, and is essentially invisible in emission at the temperature
rangewhere it is present in theGalaxy (∼ 10–100K). Instead,we infer
the presence of H2 via the emission of other species which are present
in the same location, and thus ‘trace’ the invisibleH2. The usual target
species for this practice is carbon monoxide (CO), the most abundant
molecule in the ISM besides H2 (see Dobbs et al. 2014, for a review).
The observed emission from the rotational transition 12CO(1–0) at
𝜆 = 3 mm has been related to the total hydrogen column density via
the XCO factor (see Bolatto et al. 2013, for a review).

★ panessa@ph1.uni-koeln.de

Emission from CO cannot trace the complete extent of H2 in a
molecular cloud, however. Because CO has the lower dissociation
energy of the two molecules, a significant region of H2 exists on the
perimeter of molecular clouds where the self-shielding against the
interstellar radiation field (ISRF) is sufficient for H2 to survive, but
not CO (van Dishoeck & Black 1988; Wolfire et al. 2010; Valdivia
et al. 2016; Gaches & Offner 2018). This outer envelope of H2 which
is untraced by CO can represent tens of percent of the cloud’s total
H2 content (Wolfire et al. 2010; Lee et al. 2012; Smith et al. 2014;
Planck and Fermi Collaborations et al. 2015; Seifried et al. 2020),
and is referred to as the ‘CO-dark gas’ (Lada & Blitz 1988; Grenier
et al. 2005). Tracing the CO-dark gas requires an alternative chemical
tracer whose emission can constrain the local H2 density.
A promising CO-dark gas tracer is the hydroxyl radical, OH. First

detected in the ISM byWeinreb et al. (1963), OH plays a critical role
in the formation of CO via a carbon reaction chain (van Dishoeck &
Black 1988; Li et al. 2018a):

OH + C+ → CO+ + H
CO+ + H2 → HCO+ + H
HCO+ + e− → CO + H

(1)
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Therefore, we expect abundant OHwithin the molecular gas. The CO
produced by these reactions in the CO-dark regime is quickly pho-
todissociated, but the OH remains, with detectable emission in areas
with minimal CO (Wannier et al. 1993; Liszt & Lucas 1996; Neufeld
et al. 2002; Allen et al. 2012, 2015; Li et al. 2015, 2018a; Busch
et al. 2019, 2021). Work has been done to analyze the utility of OH
as an observational molecular gas tracer, particularly the systematic
sub-parsec resolution observations by Xu et al. (2016) of the Taurus
Molecular Cloud boundary, where the abundance ratio OH/H2 was
related to the visual extinction.
To support and guide these observations of OH, we desire a chem-

ical model which can accurately simulate not just the H2 content of
molecular clouds, but also candidate tracers like OH. The CO-dark
molecular hydrogen content of a simulation is known, and so these
simulations provide important validation of techniques for tracing
that dark gas via the presence of other species.
However, modeling the time-dependent chemistry of the ISM is

both difficult and computationally expensive due to the stiffness and
sparsity of the associated rate equations (Grassi et al. 2014). Cou-
pling 3D-MHD astrophysical simulations on-the-fly even to a simple
chemical evolutionary network can increase the simulation time by
close to an order of magnitude (Seifried & Walch 2016). For this
reason, some simulations do not even model coupled chemistry at
all, or when they do, often limit the models to the ecosystem of C+
and CO formation and destruction reactions, to account for the dy-
namical impact of the heating and cooling effects of those species
on the bulk gas (as in the networks of e.g. Nelson & Langer 1997,
1999; Glover & Mac Low 2007a,b; Glover et al. 2010; Glover &
Mac Low 2011). But this frugal approach sacrifices the possibility of
further astrochemical investigation via analysis of other reactions and
chemical products which are less essential to the cloud’s dynamical
evolution.
Someworks (Gong et al. 2018, 2020; Li et al. 2018b; Keating et al.

2020) try to remedy both of these issues – the computational expense
of time-dependent chemistry, and the desire to better understand the
overall chemical picture of molecular clouds – by taking a snapshot
of a cloud at a fixed dynamical state and evolving the chemistry of the
gas to chemical equilibrium. However, it has repeatedly been shown
that applying the equilibrium approximation to evolving clouds gives
inaccurate results for the time-dependent abundances of H2 and CO
(Hu et al. 2021; Rybarczyk et al. 2021; Ebagezio et al. 2022).
We propose a compromise position between expensive on-the-fly

modeling and inaccurate equilibriummodeling: a post-processing al-
gorithmwhich evolves the chemistry of passive tracer particles inside
3D-MHD simulations, from which we reconstruct time-dependent
grids using an interpolative method (Panessa et al. 2022). We em-
ploy this method on the SILCC-Zoom molecular cloud simulations
(Seifried et al. 2017, 2020), which include passive tracer parti-
cles. These tracers advect with density gradients, and report the
local chemical and dynamical condition of the nearby gas. By post-
processing all of these tracer histories, we can produce a time-
dependent chemical history of the entire cloud for any species in
the post-processing network. Panessa et al. (2022) used this algo-
rithm to examine the distribution and evolution of HCO+ in dense
molecular gas. Here, we employ it to analyze the density regime
containing CO-dark gas, for the specific purpose of investigating the
utility of OH as a molecular gas tracer.
This paper is arranged as follows. In Section 2, we explain the

setup of the SILCC-Zoom simulations and the operation of the
chemical post-processing method. Then, in Section 3, we present
the first fully self-consistent, time-dependent column density maps
of OH, examine the distribution of OH throughout the molecular

cloud simulations, and contrast the time-dependent data with results
from equilibrium chemistry. In Section 4, we assess the abundances
of OH and H2 in the CO-dark gas regime, as well as the abundance
ration 𝑁(OH)/𝑁(H2) as a function of the visual extinction 𝐴V,2D.
Finally, in Section 5 we summarize our results.

2 NUMERICAL METHODS

We apply our time-dependent chemical post-processing (Panessa
et al. 2022) to four SILCC-Zoom simulations (Seifried et al. 2017,
2020), which are part of the SImulating the LifeCycle of molecular
Clouds (SILCC) project (Walch et al. 2015; Girichidis et al. 2016).
We summarize the relevant details of these simulations in Section 2.1.
Next, in Section 2.2, we briefly explain our time-dependent chemical
post-processing algorithm, which is explored and validated in much
greater detail in Panessa et al. (2022).

2.1 The SILCC-Zoom simulations

Four SILCC-Zoommolecular cloud simulations are examined in this
work: two non-magnetized, hydrodynamic (HD) simulations, MC1-
HD and MC2-HD (which originated in Seifried et al. 2017, and
modified as in Seifried et al. 2021), and two magneto-hydrodynamic
(MHD) simulations, MC1-MHD and MC2-MHD (which originated
in Seifried et al. 2020, again modified as in Seifried et al. 2021). We
emphasize that despite the analogous names, the MHD simulations
are not simply magnetized versions of the HD simulations; all four
simulations are completely separate and unique (M)HD runs.
The molecular clouds in the SILCC-Zoom simulations originate

in full-scale SILCC simulations, which model the multi-phase ISM
(Walch et al. 2015; Girichidis et al. 2016). The SILCC simulations
are run using the adaptivemesh refinement (AMR) grid code FLASH
v. 4.3 (Fryxell et al. 2000; Dubey et al. 2008). They model a section
of the galactic disk using a midplane-centered stratified box that
measures 500 pc × 500 pc × ± 5 kpc, at an initial spatial resolution
of 3.9 pc. Regions of high molecular gas content are selected, and
re-simulated at higher resolution. These constitute the SILCC-Zoom
simulations. Outside the so-called ‘zoom-in’ regions, the evolution
of the surrounding multi-phase ISM continues at 3.9 pc resolution.
The full SILCC domain evolves for a cloud-dependent startup

time 𝑡0 before the zoom-in refinement of the selected cloud complex
begins, with 𝑡0 = 11.9Myr for the HD clouds and 𝑡0 = 16.0Myr for
the MHD clouds. The greater value for 𝑡0 in the MHD simulations is
due to the influence of magnetic fields in supporting gas structures
against collapse (Walch et al. 2015; Girichidis et al. 2018; Seifried
et al. 2020). In this work, when considering timescales of evolution
for the molecular clouds, we always mean the time 𝑡evol = 𝑡 − 𝑡0,
that is, the time since the beginning of zoom-in refinement. From
𝑡0 up to 𝑡evol = 1.65 Myr, the resolution inside the zoom-in region
is increased to 0.06 pc. This increase is performed in successive
stages to suppress the development of spurious resolution artifacts
(Seifried et al. 2017). Consequently, even though the chemical post-
processing begins at 𝑡0, in order to maintain consistency in the spatial
resolution of our chemical data, we only analyze the chemistry after
𝑡evol = 1.65Myr, when the structure of the cloud is fully developed.
The physical parameters of the SILCC simulations, and thus of

the SILCC-Zoom simulations as well, are set as follows. The initial
midplane bulk density is set to 𝜌0 = 9 × 10−24 g cm−3, with a
Gaussian density profile that has a scale height of 30 pc. The gas
surface density is Σgas = 10 M⊙ pc−2. For the MHD simulations,
the magnetic field is unidirectional and initialized throughout the
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Table 1. The chemical species included in the NL99 network (Nelson &
Langer 1999, with updates by Glover & Clark 2012 and Mackey et al. 2019).
Most abundances are calculated on-the-fly using an ODE solver or with
conservation equations, except for H2+ (which is assumed to be immediately
consumed in other reactions), and O, O+, and H3+ (which are evolved to
equilibrium values). Hydrocarbons like CH and CH2 are approximated by the
single proxy species CHx, and oxygen hydrides like OH and H2O by OHx.
The species M and M+ are proxies for higher atomic number metals like N,
Mg, Si, S, and Fe.

e- H H+ H2 He He+
H2+ H3+ O O+ OHx HCO+
C C+ CO CHx M M+

volume at 𝐵𝑥 = 𝐵𝑥,0
√︁
𝜌(𝑧)/𝜌0. The initial midplane magnetic field

strength is 𝐵𝑥,0 = 3 𝜇G in accordance with observations (Beck &
Wielebinski 2013).
The cosmic ray ionization rate (CRIR) for H2 is set everywhere to

𝜁 = 6×10−17 s−1, without attenuation. The interstellar radiation field
strength (ISRF) is initialized at 𝐺0 = 1.7 in Habing units (Habing
1968), or one Draine field (Draine 1978). We handle attenuation
of the ISRF with the TreeRay/OpticalDepth module (Clark et al.
2012; Wünsch et al. 2018), taking into account the shielding prop-
erties of H2, CO, and the dust distribution. This module calculates
the three-dimensional visual extinction 𝐴V,3D for every grid cell by
measuring the total hydrogen column density 𝑁(Htot)𝑖 along 𝑛pix
sight lines (Górski & Hivon 2011), and calculating:

𝐴V,3D =
−1
𝛾
ln

(
1

𝑛pix

𝑛pix∑︁
𝑖=1
exp

(−𝛾𝐴V,𝑖 )
)
, (2)

where the factor 𝛾 = 2.5 (Bergin et al. 2004, and see Glover & Clark
2012), 𝑛pix = 48 for these simulations, and the visual extinction 𝐴V,𝑖
and 𝑁(Htot,𝑖) are related as in Draine & Bertoldi (1996):

𝐴V,𝑖 =
(
5.348 × 10−22

)
𝑁 (Htot)𝑖 (3)

The total attenuation due to dust experienced at a cell is
exp(−𝛾𝐴V,3D). This process is repeated at each cell using 𝑁(H2)
and 𝑁(CO) to find the self-shielding contribution against the ISRF
provided by those species.
All four simulations were coupled on-the-fly to a streamlined

chemical network introduced by Nelson & Langer (1997), shortly
updated in Nelson & Langer (1999), and modified further by Glover
et al. (2010) and Mackey et al. (2019). The goals of this chemi-
cal network, hereafter called ‘NL99,’ are to model the formation
of H2, and to approximate CO and C+ so that the simulations can
properly account for these species’ heating and cooling effects. A lim-
ited set of hydrogen- and carbon-bearing species are modeled fully
(see Table 1), with numerous approximations. The time-dependent
abundances reported by the network can be post-processed self-
consistently with regard to a more robust network, as described in
the next section.
The FLASH code primarily simulates the ISM with a volume-

filling AMR grid. The code can also include passive tracer particles
in the simulation. Unlike SPH particles, these passive tracers do not
represent any mass or physical object inside the simulation. They
are merely sensors that record the local state as they advect with
the gas flow. At 𝑡0 for each simulation, we generate the tracers in
a uniform lattice with inter-particle spacing of 1 pc, covering the
entire zoom-in region and a surrounding volume that extends 10 pc
outward from each edge of the zoom-in region. This amounts to

Figure 1. A schematic of the post-processing and regridding algorithm used
in this work. The chemical histories of tracer particles from SILCC-Zoom
simulations are post-processed with a robust chemical network. These tracers
are ‘regridded’with an interpolationmethod that fills every cell in the domain,
weighted by the local density from the original simulation. Finally,we produce
column density maps from these grids.

about 9× 105 tracers for the clouds MC1-HD and MC2-HD, 2× 106
tracers for MC1-MHD, and 1.6 × 106 tracers for MC2-MHD. The
disparity between the HD and MHD particle counts stems from the
more diffuse nature of theMHD clouds (Seifried et al. 2020; Ganguly
et al. 2022) and the correspondingly larger zoom-in region needed to
encapsulate their molecular content.
Every 3.3 kyr, until the simulations end around 𝑡evol ∼ 4 Myr,

the tracers record local values of numerous dynamical quantities, in
particular the bulk density, gas and dust temperature, 𝐴V,3D, and the
self-shielding due to H2 and CO. The tracers also record the local
NL99 abundances of H, H2, C, CO, and C+. By post-processing these
dynamically-evolving, time-dependent tracer histories – rather than
dynamically-frozen snapshots of theAMRgrid –we self-consistently
analyze the time-dependent chemical evolution of the gas at a time
resolution of 3.3 kyr.

2.2 The post-processing pipeline

We produce post-processed, 3D density distributions of chemical
species using the algorithm first detailed in Panessa et al. (2022).
This algorithm consists of two phases. First, the chemical histories
of the tracers are individually post-processed timestep by timestep
with regard to a larger chemical network. Second, the tracers are
‘regridded’ into 3D grids of uniform resolution via an iterative in-
terpolation procedure, from which we derive column density projec-
tions. A flowchart of the algorithm’s operations is provided in Fig. 1.
We summarize this pipeline below, followed by a validation of its
accuracy in the regime of CO-dark gas.

2.2.1 Chemical post-processing

For our chemical post-processing, we employ the microphysics pack-
age Krome (Grassi et al. 2014). This package self-consistently
evolves a chemical network for a user-specified timestep, given a
set of initial abundances and the dynamical parameters (such as bulk
density and gas temperature) that are relevant to the reactions.
In this work, as in Panessa et al. (2022), we employ a version
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Table 2. The 39 chemical species included in our post-processing network,
which is modified from the react_COthin network included in the Krome
distribution (Grassi et al. 2017). The last two species (in parentheses) represent
H2O and CO which have frozen out onto dust grains, and have no further
chemical interactions with the medium until they have thawed again.

e- H H+ H- H2 H2+ H3+
He He+ He2+ C C+ C- C2
CH CH+ CH2 CH2+ CH3+ O O+
O- O2 O2+ OH OH+ H2O H2O+
H3O+ HCO HCO+ HOC+ CO CO+ Si
Si+ Si2+ (f-H2O) (f-CO)

of the react_COthin network introduced in Grassi et al. (2017),
modified to contain 39 chemical species and 301 reactions. This
network self-consistently evolves species like the cosmic ray tracer
H3+, the dense gas and CO tracer HCO+, diffuse gas tracers like
OH and CH, and more. Two of the species correspond to CO and
H2O frozen onto dust grains, where they play no further role in the
gas-phase chemistry until they are desorbed, either thermally or by
cosmic ray interactions. Modeling the freeze-out of these species is
critical to accurately modeling the molecular gas chemistry (Flower
et al. 2005; Hollenbach et al. 2009; Wolfire et al. 2010). The full list
of species in our post-processing network is presented in Table 2.
After compilingKromewith this network, we post-process the in-

dividual tracer histories from each molecular cloud. The abundances
of H, H2, C, CO, and C+ are initialized at 𝑡0 at the NL99 values
recorded by the tracer at 𝑡0. We derive an initial value for the number
density of H+ by the relation:

𝑛H+ = 𝑛H,tot − 𝑛H − 2𝑛H2 . (4)

Relative to 𝑛H,tot, we set the fractional abundance of helium to 0.1,
carbon to 1.4 × 10−4, and oxygen to 3.2 × 10−4 (Sembach et al.
2000). The number densities of all other species are initialized to
10−20 cm−3. We find that after a few timesteps, these abundances
which are not initialized to NL99 values or to a specific fractional
abundance are insensitive to their initial value.
The chemistry of each tracer is evolved using Krome for at most

3.3 kyr per step, the interval at which the simulation’s tracer particle
snapshots are written out. At each timestep, the system of chemical
rate equations is solved with the chemical state from the previous
timestep, using the tracers’ contemporaneous values for the dynami-
cal parameters 𝐴V,3D, the bulk density, the gas and dust temperatures,
and the self-shielding fractions for H2 and CO. If any of these dy-
namical parameters change between successive timesteps by more
than 10%, we apply a subcycling process which linearly interpolates
the dynamical parameters between the timesteps. We then evolve the
chemistry only long enough for the fastest-changing parameter to
change by exactly 10%. Then the chemistry is evolved for gradually
longer sub-steps until the next proper timestep is reached (i.e., 3.3 kyr
after the previous proper timestep). This subcycling procedure is ex-
plored in detail in Panessa et al. (2022).
This post-processing algorithm repeats until the end of each tracer

history (the end of the simulation, around 𝑡evol ∼ 4 Myr). By evolv-
ing the chemistry in small time increments, and accounting for the
changing dynamical state with each Krome update, we obtain the
time-dependent chemical history of every tracer particle in each sim-
ulation. Because the tracers passively advect with local density flows,
this amounts to the time-dependent chemical history of their asso-
ciated fluid elements (Genel et al. 2013; Ferrada-Chamorro et al.
2021).

Chemical post-processing of ISM simulations is sometimes run
until equilibrium is reached, assuming a fixed dynamical state. This
methodology has been repeatedly shown to be questionable in evolv-
ingmolecular clouds (Hu et al. 2021; Rybarczyk et al. 2021; Ebagezio
et al. 2022). To compare our time-dependent data to the equilibrium
approach, we follow a similar comparative method as Ebagezio et al.
(2022). We take late snapshots of our tracer particles from each sim-
ulation (𝑡evol = 4 Myr for MC1-HD, MC1-MHD, and MC2-MHD;
𝑡evol = 3.76 Myr for MC2-HD) and evolve them using Krome, this
time for Δ𝑡 = 1 Gyr. This produces a snapshot of each cloud’s trac-
ers at chemical equilibrium. In this work, we will supplement our
time-dependent analysis by comparing to these equilibrium results.

2.2.2 Regridding

Once the tracer histories have been post-processed, we generate
volume-filling, 3D density distributions for chemical species of in-
terest. This ‘regridding’ procedure can be performed on a tracer
snapshot at any timestep, although as noted above, we refrain from
analyzing data before the conclusion of the zoom-in refinement at
𝑡evol = 1.65 Myr. We consider snapshots at 𝑡evol = 2, 3, and 4 Myr.
For MC2-HD, which was run for only 3.76 Myr, we consider this
final time instead of 4 Myr. We also apply this regridding method to
each cloud’s snapshot at equilibrium, to acquire comparative density
distributions at equilibrium.
The regridding procedure for the tracers in each cloud works as

follows. First, we create a blank grid of the same dimensions as, and
cospatial with, the zoom-in region. The spatial resolution throughout
is set uniformly to 0.125 pc. Next we consult the tracers’ spatial
coordinates at the selected time. If a tracer is inside the zoom-in
region at that time, its coordinates are translated into a corresponding
cell in the grid. We assign to that cell the fractional abundance of the
chemical species of interest, rather than the number density, because
the latter leads to large overestimations of the density in the sparsely-
sampled frontier regions in the interpolation steps to follow. If more
than one particle occupies the same cell, their fractional abundances
are logarithmically averaged.
Once every tracer’s fractional abundance has been written to the

grid, we fill the empty pixels via an interpolation scheme. Each
blank cell assesses the 26 cells surrounding it, and copies to itself a
logarithmic average of the fractional abundances of all its neighbours,
weighted by the inverse of the distance between the centroids of the
blank cell and each neighbor. This process repeats until every cell
has been assigned a nonzero fractional abundance value. Finally,
we multiply the whole grid by a cospatial, uniform grid of 𝑛H,tot
derived from the SILCC-Zoom density grid. This recovers a volume-
filling, 3D, number density distribution of any species in the chemical
network we like, at a spatial resolution of 0.125 pc.

2.2.3 Validation in the CO-dark density regime

Because the tracers are advected with the gas flow, they have a
predilection for congregating in peak density regions, as explored
in Genel et al. (2013). This improves the statistical reliability of the
tracer-derived chemical abundances in dense gas, because the number
of blank cells which must be filled by interpolation decreases in these
areas. However, the congregation of tracers in dense gas corresponds
to a decline in tracers in the intermediate- and low-density gas. This
problemworsens as 𝑡evol increases, and themolecular clouds continue
to contract.
Because in Panessa et al. (2022) we focused on the dense gas tracer
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Figure 2. The ratio of the average 𝑁 (H2) from regridding the NL99 tracer
H2 abundances, to the average 𝑁 (H2) from the NL99 abundances in the
original SILCC-Zoom grid, vs. the projected visual extinction 𝐴V,2D, for
the clouds MC1-HD (blue) and MC1-MHD (red) at 𝑡evol = 4 Myr. The
shaded areas represent one standard deviation from the respective average.
The regridding method generally recaptures the H2 abundance well, though
with slight underestimation at all 𝐴V,2D, especially in MC1-HD. Conversely,
in MC1-MHD, the regridded 𝑁 (H2) exceeds 90% of the original grid value
down to 𝐴V,2D ∼ 0.5.

HCO+, here we first investigate the validity of the post-processing in
the CO-dark, and thus more diffuse, gas. By taking projections of the
regridded CO and H2 abundances, we find that the CO-dark gas typ-
ically has visual extinctions below 𝐴V,2D ≃ 3 (see also Section 4.1).
The SILCC-Zoom simulations record their NL99 H2 abundance

in every AMR cell, which we process into a uniformly resolved grid
using the YT Python package. This allows us to make a direct compar-
ison of the original SILCC H2 column density, 𝑁(H2)SILCC, to the
post-processed H2 column density after the regridding procedure,
𝑁(H2)regrid. We perform this comparison at 𝑡evol = 4 Myr, as we
have found that the disparity will be worst late in the simulations,
when the tracers have had the maximum time to become locked in
dense gas, e.g. molecular cloud cores and filaments.
In Fig. 2, we plot the average ratio 𝑁(H2)regrid/𝑁(H2)SILCC vs.

𝐴𝑉,2𝐷 for the clouds MC1-HD (blue) and MC1-MHD (red), at
𝑡evol = 4 Myr. The shaded regions indicate one standard devia-
tion. For both clouds, the SILCC and regridded values of 𝑁(H2)
correspond very well. In the CO-bright region with 𝐴V,2D ≳ 3, the
correspondence is within ten percent for the HD cloud, and within
two percent for the MHD cloud. In the gas with visual extinctions
from 𝐴V,2D ≃ 1–3, the regridded values of 𝑁(H2) underestimate
the molecular gas content by 10–20%. At a visual extinction of
𝐴V,2D ≃ 0.1, at which much of the gas is still atomic, the regridded
tracers underestimate the SILCC grid values by about 30%.
Notably, the correspondence of 𝑁(H2)regrid to 𝑁(H2)SILCC is su-

perior inMC1-MHD for 𝐴V,2D ≳ 0.3.We ascribe this to the ‘fluffier’
distribution of MHD clouds compared to HD ones, the latter having
more dense, well-shielded gas (see fig. 3 of Seifried et al. 2020).
Because the MHD gas is more widely distributed, so are the tracers.
Keeping in mind that our method slightly underestimates the

molecular gas content in the low-extinction regime, in the follow-

ing we analyze the abundance and distribution of OH over its entire
density range.

3 THE DISTRIBUTION OF OH

3.1 Time-dependence of total OH, H2, and CO masses

Using the chemical density grids obtained in the regridding proce-
dure (Section 2.2.2), we calculate each cloud’s total mass in H2, CO,
and OH at 𝑡evol = 2, 3, and 4 Myr.
After performing the regridding procedure outline in the previous

section,we produce 3Ddensity grids of 𝑛OH, 𝑛H2 , and 𝑛CO for all four
molecular clouds, at 𝑡evol = 2, 3, and 4 Myr and at equilibrium. Be-
cause the density grids have a uniform spatial resolution of 0.125 pc,
we can straightforwardly calculate the total mass of each species in
each snapshot. Each cloud’s bulk mass is fairly static with time. The
clouds MC1-MHD (blue) and MC2-MHD (green) are about twice as
massive as MC1-HD (black) and MC2-HD (red) because the molec-
ular gas in the MHD clouds is more widely distributed, and therefore
the MHD zoom-in regions are larger than the HD ones.
In Fig. 3, we plot vs. time each cloud’s total mass in H2 (top

panel), CO (top middle), and OH (bottom middle). The masses of all
three species increases in all four clouds over time, as the amount of
dense gas increases. As Seifried et al. (2021) noted when examining
these simulations, the HD and MHD clouds all have roughly equal
masses of H2 at 𝑡evol = 2Myr despite the factor of two greater mass
in the MHD clouds. This indicates again that the MHD clouds have
a more diffuse density profile, containing more atomic gas than the
HD clouds. As a consequence, at 𝑡evol = 2 Myr, the CO content of
the MHD clouds is negligible. Only at later timesteps do the MHD
clouds develop CO to the same order of magnitude as the HD clouds.
The clouds’ OH masses at 𝑡evol = 2Myr differ from each other in

an analogous way to the clouds’ bulk masses: the MHD clouds are
about twice as massive as the HD clouds and also contain twice as
much OH. Over time, the OH content of the clouds increases by a
factor of 1.5–2.8.
In the bottom panel of Fig. 3, we plot the ratio of the total mass

of OH and H2 in each cloud, MOH/MH2 . This ratio rises over time
for the HD clouds, mostly due to the aforementioned quick rise in
their OH content. The mass ratio for the MHD clouds remains more
stable, as their OH and H2 abundances grow in similar proportion
to each other. At 𝑡evol = 4 Myr, this ratio has an average value of
7 × 10−7 in the HD clouds, and an only slightly larger average of
1 × 10−6 in the MHD clouds. This is up to an order of magnitude
greater than the value for 𝑁(OH)/𝑁(H2) of ∼ 10−7 which is common
in observations (Liszt & Lucas 1996; Lucas & Liszt 1996; Liszt &
Lucas 2002; Nguyen et al. 2018; Rugel et al. 2018; Jacob et al. 2019;
Busch et al. 2021, see also Section 4).

3.2 Column density maps

We produce column density maps of OH for each cloud by summing
the 𝑛OH grids along each cardinal axis. In Fig. 4, we present maps
of 𝑁(OH) from MC1-HD (top) and MC1-MHD (bottom) at 𝑡evol =
4 Myr. All three projections are shown, revealing the shape of the
clouds’ OH distributions. The column density ranges from 𝑁 (OH) ≃
1011 cm−2 in the low-density gas (where 𝐴V,2D < 1), to 𝑁 (OH) ≃
1016 cm−2 in dense cores and filamentary structures.
The range of 𝑁(OH) is similar for the HD and MHD clouds, but

with markedly different density distributions. Visually, these corre-
spond to the differences in the bulk density distribution of the HD
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Figure 3. Evolution of each molecular cloud’s total mass of H2, CO, and
OH (top, top middle, and bottom middle panels respectively), as well as the
OH/H2 mass ratio (bottom panel) as a function of time. The COmass includes
contributions both from the gas phase and from the molecule frozen onto dust
grains. As clouds evolve over time and become denser, the total H2, CO, and
OH content all increase.

and MHD clouds (see Seifried et al. 2020; Ganguly et al. 2022;
Ebagezio et al. 2022). The OH in the HD cloud is well-concentrated,
with internal zones of low 𝑁(OH) that are tens of parsecs in scale
and dense peaks with sharp column density gradients. The cores are
generally clumpy, with 𝑁(OH) rising several orders of magnitude
over just 1–3 pc. In contrast, the OH content of MC1-MHD is much
more diffuse. The regions of peak 𝑁(OH) are not clumpy, but instead
bundles of filaments with matching orientation. The value of 𝑁(OH)
at the heart of these filaments approaches 𝑁 (OH) ≃ 1016 cm−2, as
in the HD cloud, despite the great difference in the clouds’ respective
column density distributions (again see Ganguly et al. 2022, for more
comparisons of the bulk densities of HD and MHD SILCC-Zoom
clouds).
The ranges and distributions of 𝑁(OH) in MC2-HD and MC2-

MHD (not pictured) show the same differences seen in MC1-HD
and MC1-MHD, with the caveat that MC2-MHD does not condense
as much as the other clouds over the lifetime of the simulation. Thus,
in MC2-MHD, 𝑁(OH) only rarely reaches the peak column density
value of 𝑁 (OH) ≃ 1016 cm−2.
To illustrate the fine spatial resolution of our column density maps,

in Fig. 5 we expand the inset box indicated in the 𝑦-𝑧 panel of
MC1-MHD. The first panel repeats 𝑁(OH), with contours to indicate
𝐴V,2D = 1 (blue) and 𝐴V,2D = 3 (pink). At this scale, we find that
𝑁(OH) ascends rapidly through values around 1014 cm−2 to the peak
of 𝑁 (OH) = 1016 cm−2 in the heart of the filamentary bundle, i.e.
within the 𝐴V,2D = 3 contour. Individual filamentary structures can
be distinguished inside the bundle, separated by pockets of slightly
lower 𝑁(OH). At either end of the bundle, 𝑁(OH) does not taper
off smoothly, but the structure instead breaks down into clumps with
𝑁 (OH) < 1015 cm−2.
The second panel of Fig. 5 shows a typical measure of the OH

abundance, the ratio 𝑁(OH)/𝑁(H2). We provide a high-resolution
map on a similar physical scale as the Taurus Molecular Cloud ob-
servations by Xu et al. (2016). In the regions where 𝐴V,2D < 1,
the ratio is relatively high, approaching 10−6. Then, transversely ap-
proaching the filament where 1 < 𝐴V,2D < 3, the abundance ratio
shrinks toward 10−8. Because the first panel shows that 𝑁(OH) is not
declining in this region, the decline in 𝑁(OH)/𝑁(H2) is due to the in-
creased H2 abundance as shielding improves toward the filament. In
the fully-shielded dense regions where 𝐴V,2D > 3, the ratio increases
again to over 10−7. Dense regions in the other molecular clouds ex-
hibit a similar relationship between 𝐴V,2D and 𝑁(OH)/𝑁(H2). A
systematic exploration of this ratio, including its time-dependence
and its relation to 𝐴V,2D, is presented in Section 4.
In the third panel of Fig. 5, we map the ratio 𝑁(OH)/𝑁(CO). At

the heart of the filamentary bundle, where the gas is fully molecular,
this ratio is as low as 10−3, in accordance with an 𝑁(OH)/𝑁(H2)
ratio around 10−7 and a saturated CO abundance of 10−4. However,
outside the very dense gas, the value of 𝑁(OH)/𝑁(CO) plunges. The
two species achieve parity around 𝐴V,2D = 1. In the regions where
𝐴V,2D < 1, 𝑁(OH)/𝑁(CO) ∼ 10 or greater.
To supplement the three panels of this plot, in Appendix A we

provide maps of 𝐴V,2D, 𝑁(H2), and 𝑁(CO) over the same domain.
Thesemaps confirm that inMC1-MHD, theCO-dark gas lies between
𝐴V,2D ≃ 1–3.We have confirmed that this CO-dark visual extinction
regime holds for the other three simulated clouds as well (not shown).
In Fig. 6, we plot the time-dependence of 𝑁(OH) vs. 𝐴V,2D for the

four molecular clouds. Along with results for 𝑡evol = 2, 3, and 4 Myr
(black, red, and blue), we provide the results when evolved to equilib-
rium (purple). From 𝐴V,2D = 0.1 to 1, 𝑁(OH) increases from about
1012 to 1013 cm−2 for all four clouds. Between 𝐴V,2D ≃ 1–3, 𝑁(OH)
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Figure 4.Maps of 𝑁 (OH) from clouds MC1-HD (top) and MC1-MHD (bottom) at 𝑡evol = 4Myr for three lines of sight (left to right). The 𝑁 (OH) distribution
of the MHD cloud is much more diffuse than that of the HD cloud, with more filamentary structures instead of clumps. Both clouds have peak 𝑁 (OH) values
around 1016 cm−2. The region indicated in the 𝑦-𝑧 projection of MC1-MHD is investigated in more detail in Fig. 5.

remains approximately constant. Above 𝐴V,2D ≃ 3, 𝑁(OH) resumes
its increase, with peak values between 𝑁 (OH) ≃ 1015–1016 cm−2.
The value of 𝑁(OH) for any given 𝐴V,2D value increases by ap-

proximately 25% per 1 Myr of elapsed time. If evolved to equilib-
rium, 𝑁(OH) would increase at all 𝐴V,2D by up to an additional 25%
compared to its reference value (i.e., the final point in time in the sim-
ulation). The peak value of 𝑁(OH) in all clouds at late times is around
1016 cm−2, with variation of a factor of two. The value of 𝐴V,2D at
which this peak 𝑁(OH) is reached decreases with later times. The
MHD clouds reach the same peak 𝑁(OH) as the HD clouds do, but
only at higher visual extinctions than in the HD clouds.

3.3 The distribution of OH

With the advantage of time-dependent data, in Fig. 7 we compare
the cumulative distribution of the clouds’ OH content at different
timesteps within the simulation, as well as after evolving to equilib-
rium. Each row corresponds to a different molecular cloud. The left
column plots the cumulative OH mass (solid lines) of each cloud’s
𝑦-𝑧 column density projection below a given 𝐴V,2D threshold value,
or equivalently below a threshold value of 𝑁Htot (see Eq. 3). The
right column plots the cumulative OH mass as a function of 𝑛H,tot,
or equivalently below a given bulk density 𝜌 = (1.4𝑚p)𝑛H,tot, where
𝑚p is the proton mass. The black, red, and blue lines correspond to
𝑡evol = 2, 3, and 4 Myr respectively; the tracers of MC2-HD did not
reach 𝑡evol = 4Myr, so the final available timestep of 𝑡evol = 3.76 Myr

is plotted instead, in green. The purple lines correspond to the result
at equilibrium. The dashed lines indicate the cumulative H2 mass of
each cloud at each time.
The distribution of OH in projection (left column) differs dra-

matically between the HD and MHD clouds. In clouds MC1-HD
and MC2-HD, at 𝑡evol = 2Myr, half of the OH content lies between
𝐴V,2D = 1–10. As time passes, more OH forms in the very dense gas.
The distribution at equilibrium resembles the distribution at 4 Myr,
but differs significantly from the distribution at 2 Myr.
The MHD clouds, in contrast, have much more extensive OH en-

velopes. Half of the OHmass is found within the 𝐴V,2D interquartile
range of 0.6–1.6. At all timesteps for both MHD clouds, half of the
OH content is located outside 𝐴V,2D ≃ 1. The third quartile 𝐴V,2D
value, outside which 75% of the OH lies, changes significantly for
MC1-MHD over the time-dependent results (from 𝐴V,2D = 1 to 8),
but is almost unchanged for MC2-MHD.
Notably, the cumulative distributions of OH and H2 evolve in

similar ways over time. Both species are distributed over a narrower
range in 𝐴V,2D at 𝑡evol = 4 Myr than at 𝑡evol = 2 Myr. Generally,
each quartile of the OH distribution occurs at a lower density than
the corresponding quartile in H2. This indicates that the cumulative
OH content acts as a leading indicator of the H2 content as the gas
density increases, but is less useful for tracing the H2 at very high
densities, in particular above 𝑛H,tot = 102–103 cm−3, and especially
at earlier evolution times.
In Appendix B, we repeat the cumulative distribution of OH, but
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Figure 5. Zoomed-in detail from Fig. 4, in the 𝑦-𝑧 projection of 𝑁 (OH) fromMC1-MHD at 𝑡evol = 4Myr. Contours for 𝐴V,2D = 1 (blue) and 𝐴V,2D = 3 (pink)
mark the rough lower and upper visual extinction bounds of the CO-dark gas. First panel: 𝑁 (OH), showing the intricate filamentary detail of the simulation.
Second panel: 𝑁 (OH)/𝑁 (H2), revealing the three distinct 𝐴V,2D regimes for this ratio. The ratio reaches its minimum value within 1 < 𝐴V,2D < 3, the CO-dark
regime. Third panel: 𝑁 (OH)/𝑁 (CO), showing that within the CO-dark gas, the OH content exceeds the CO content by an order of magnitude.

compare it to the bulk gas distribution rather than the distribution of
H2. We find that in the denser HD clouds, a larger fraction of the
bulk mass lies at low densities (both column and volume), where
OH is less abundant. By contrast, the bulk gas distribution aligns
much better with the OH in the puffier MHD clouds. We find that
the cumulative bulk mass distributions barely change as time passes,
meaning that the clouds’ changing OH distributions are due to the
evolution of the chemical network, rather than a bulk shift in the
dynamical environment affecting where OH can survive (e.g., by
changes in the overall shielding).
To supplement the cumulativemass distributions ofOHandH2, we

provide in Fig. 8 the probability density functions (PDFs) of 𝑁(OH)

for all four simulated clouds. A line corresponding to log 𝑁 ∝ −2
(cyan) is provided for comparison. For all clouds and on all three
sightlines, the highest probability density is found around 𝑁 (OH) ≃
1013 cm−2. As 𝑡evol increases, the peak probability column density
increases by a factor of 2–5 depending on the cloud and sightline.
The three sightlines at each timestep correspond more closely in the
HD clouds than in the MHD clouds.
Following the peak, the PDF curves all decline sharply until

𝑁 (OH) ≃ 1014 cm−2. Above that column density, the probability
curve rises again, to a local maximum around 𝑁 (OH) ≃ 1015 cm−2.
The peak probability density in this local minimum rises by 0.5–1 or-
der of magnitude over time, with the greatest increase seen for MC1-
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Non-equilibrium OH abundance 9

Figure 6. Average 𝑁 (OH) vs. projected visual extinction 𝐴V,2D for the four molecular clouds at different times. The shaded areas represent one standard
deviation from the respective average. 𝑁 (OH) plateaus below 1014 cm−2 just below 𝐴V,2D ≃ 3, with the value of the plateau rising with time. Above 𝐴V,2D ≃ 3,
𝑁 (OH) rises, the rise starting at lower 𝐴V,2D with increasing time. The equilibrium results have the highest 𝑁 (OH) everywhere, and rise toward the max value
of 1016 cm−2 at a lower 𝐴V,2D value than any time-dependent results.

MHD. We ascribe the development of this time-dependent feature to
the gradual condensation of the densest regions of the clouds. The
HD clouds are mostly condensed at 𝑡0, while MC1-MHD still shows
rapid evolution and collapse after 𝑡0, and so its newly-dense core
regions still experience significant OH growth at late times. Finally,
MC2-MHD undergoes little dynamic collapse during the simulation
lifetime, and so its probability peak at high 𝑁(OH) remains small.
Additional PDFs of the 𝑁(Htot) for each cloud, time, and sight-

line are provided in Appendix C. Their shapes and peak values of
𝑁(Htot) ≃ 1021 cm−2 are consistent with other works, e.g. Bisbas
et al. (2019).

3.4 The effect of equilibrium chemistry

Next, we consider how evolving the time-dependent chemical abun-
dances to equilibrium affects the distributions of OH, H2, and CO.
Ebagezio et al. (2022) and Seifried et al. (2021) have shown that
equilibrium abundances for H2 and CO overestimate the proper time-
dependent results, and we investigate whether OH is similarly over-
estimated.
In Fig. 3, we plot for each cloud and species the total mass at

equilibrium, represented by points after a break in the time axis. We
find that the equilibrium result overestimates the total H2 masses
at 𝑡evol = 4 Myr by 40–110%. Furthermore, the total CO masses

are overestimated by 8–60%. The OH masses at equilibrium are
overestimated by 50–60%. For all three species, the upper limit of
the overestimation range is provided by the MHD clouds. These
overestimations increase by another factor of 2–3 when comparing
the equilibrium results to the values at 𝑡evol = 2Myr.
Because the H2 and OH abundances suffer from similar overesti-

mation errors, the equilibrium results forMOH/MH2 are quite close
to the values at 𝑡evol = 4Myr (3.76Myr forMC2-HD). The exception
to this is the mass ratio for MC2-MHD, which declines by almost a
factor of two. Given that the two MHD clouds experienced the same
proportional increase in H2 from the last time-dependent snapshot
to equilibrium, the decline inMOH/MH2 for MC2-MHD stems from
that cloud’s lower equilibrium value of OH.
These overestimations, and the degree to which they worsen

when considering early timesteps in the clouds’ evolution, corre-
spond closely to an analogous comparison in Ebagezio et al. (2022),
which used the same simulated clouds, but an entirely distinct post-
processingmethod from the one employed in thiswork. They find that
after evolving equilibrium, the H2 content in the HD clouds increases
by up to 120%, and the CO content by up to 30%. This accords with
the results in Gong et al. (2018) and Hu et al. (2021) as well, empha-
sizing that evolving these molecular species to equilibrium assuredly
overestimates them.
Considering 𝑁(OH) vs. 𝐴V,2D in Fig. 6, we note that the equi-
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Figure 7. The normalized cumulative mass distribution of OH in each molecular cloud found below various density measures. The left column gives the fraction
of OH mass in the 𝑦-𝑧 projections found below a threshold visual extinction 𝐴V,2D,thresh. The right column gives the fraction of OH mass found below a
threshold total hydrogen number density 𝑛H,tot,thresh. The OH distributions (solid lines) are given at different values of 𝑡evol, and at equilibrium. The cumulative
fractions of the clouds’ H2 masses are also provided (dashed lines).

librium value of 𝑁(OH) is overestimated everywhere, in agreement
with the overall increase in OH mass. Furthermore, the column den-
sity plateau that begins at 𝐴V,2D ≃ 1 resumes rising at a lower visual
extinction at equilibrium than in the time-dependent results. Only
where 𝐴V,2D ≲ 0.3 do the equilibrium and time-dependent values
of 𝑁(OH) correspond.

As seen in Fig. 7, evolving to equilibrium also changes the fraction
of total OH in the CO-bright regime (𝐴V,2D ≳ 3) when compared to
the time-dependent results. For the HD clouds, more OH is generated
in the intermediate density regime and so the third quartile is reached
at a lower 𝐴V,2D at equilibrium than in the time-dependent results.
For theMHDclouds, which form dense gasmainly during later stages
of their evolution (𝑡evol ≳ 3 Myr), the fraction of OH at high visual

extinction increases rather than decreases. These outcomes for OH
mirror those for H2: the equilibrium H2 in the HD clouds is more
diffuse in the time-dependent results than at equilibrium, and vice
versa for the MHD clouds.

To summarize, we find that the total masses and distributions
of OH, H2, and CO under the assumption of chemical equilibrium
differ significantly from the time-dependent results which properly
track the dynamical evolution of the clouds. This underscores the
care that must be taken when drawing conclusions from equilibrium
chemistry about clouds that are still undergoing dynamical evolution,
especially given such results as Chevance et al. (2020) which find
that giant molecular clouds only live for 1–5 Myr after massive stars
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Non-equilibrium OH abundance 11

Figure 8. Probability density functions (PDFs) for 𝑁 (OH) for the four simulated clouds at 𝑡evol = 2 (black), 3 (red), and 4 Myr (blue), as well as at equilibrium
(purple). For MC2-HD, the final timestep at 𝑡evol = 3.76 Myr is provided. The different dash styles represent the three axes of column density projection. The
cyan line represents the relationship log 𝑁 ∝ −2. The highest probability density of 𝑁 (OH) is consistently around 𝑁 (OH) ≃ 1013 cm−2. As time passes, a
second local maximum develops at 𝑁 (OH) ≃ 1015 cm−2, most obviously in the HD clouds but eventually emerging in MC1-MHD as well.

are born. Our findings suggest that this may not be enough time for
the clouds to ever reach equilibrium before they are dispersed.

4 TRACING MOLECULAR GAS WITH OH

Having established the abundance and distribution of OH in our
simulated molecular clouds, we can now assess how OH traces the
molecular hydrogen distribution. The value of 𝑁(H2) could be di-
rectly calculated from the emission of particular OH lines by way of
an XOH factor, analogous to the XCO factor, as in Xu & Li (2016).
As our post-processing and regridding method gives us direct access
to the total species column densities without this observational er-
ror, we can directly compare 𝑁(H2) and 𝑁(OH) in the CO-dark gas
regime, and try to relate the two without reference to emission.

4.1 The dark gas fraction

First, we must determine the visual extinction regime of the CO-dark
gas in our molecular clouds. We calculate the ‘dark gas fraction’
(DGF) for each pixel in our column density maps using the relation

DGF = 1 −
𝑁 (CO) × 1

2.8×10−4
𝑁 (H2)

, (5)

which was also employed with these simulations in Seifried et al.
(2020). In Fig. 9, we plot the average DGF vs. 𝐴V,2D for the cloud
MC1-HD at 𝑡evol = 2, 3, and 4 Myr, and at equilibrium. Below
𝐴V,2D ≃ 1 at all timesteps, the CO content is negligible, and the

Figure 9. Average DGF as defined in Eq. 5, vs. projected visual extinction
𝐴V,2D for MC1-HD at 𝑡evol = 2, 3, and 4Myr, and at equilibrium. The shaded
areas represent one standard deviation from the respective average. The dark
gas fraction falls over time for all visual extinctions above 𝐴V,2D ≃ 1, but
remains close to unity for 𝐴V,2D ≲ 3 where shielding does not suffice for the
survival of CO.
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Figure 10. Same as Fig. 9, but plotting DGF against 𝑁 (OH). In the CO-dark
molecular gas, 𝑁 (OH) is as high as 1014 cm−2.

DGF does not decline below 50% until 𝐴V,2D ∼ 5. For the other
clouds, the DGF curve behaves similarly, though it declines to 50%
at 𝐴V,2D ∼ 3 in the MHD clouds.
In Fig. 6 we have seen that for all four clouds, 𝑁(OH) varies

between about 1012 and 1014 cm−2 in this 𝐴V,2D range. To confirm
the correspondence of this 𝑁(OH) range with the CO-dark gas, we
plot in Fig. 10 the DGF vs. 𝑁(OH) for MC1-HD at different times.
As OH broadly traces the molecular gas, unsurprisingly this relation
looks similar to Fig. 9. At a high value of the DGF, 𝑁(OH) varies
between 1012 and 1014 cm−2. As time passes, and the cloud continues
to condense, we find an increase in the threshold value of 𝑁(OH) at
which the DGF begins to decline. At 𝑡evol = 4Myr, the CO-dark gas
contains a greater proportion of gas with higher values of 𝑁(OH)
than it did at earlier times. Because of this time variance, tracing
the CO-dark H2 content in the clouds therefore requires a clear
parameterization that links OH to H2 up to 𝑁 (OH) ≃ 1014 cm−2.

4.2 Comparison of 𝑁(OH) with 𝑁(H2)

Now that we have established the 𝐴V,2D and 𝑁(OH) regimes which
correspond to the CO-dark gas, we can directly relate 𝑁(OH) with
𝑁(H2). We plot 𝑁(OH) vs. 𝑁(H2) in Fig. 11 for all four clouds as dif-
ferent times, and at equilibrium. Observations of OH have commonly
reported the molecular abundance ratio 𝑁(OH)/𝑁(H2), derived us-
ing the OH transitions at 1665 and 1667 MHz, and generally around
10−7 (see e.g. Liszt & Lucas 1996, 2002; Nguyen et al. 2018; Rugel
et al. 2018; Jacob et al. 2019; Busch et al. 2021). We plot this ratio
in the figure (dashed, middle), as well as ratios of 10−6 (dotted) and
10−8 (dashed-dot).
Rather than a single value of 10−7 as in most sources, we find that

the ratio 𝑁(OH)/𝑁(H2) exhibits non-linear behavior. At low 𝑁(H2)
the ratio is above 10−7, then dips as low as 10−8 when 𝑁(H2) is
between ∼ 1020–1022 cm−2, before rising to ∼ 10−7 at higher 𝑁(H2)
until it declines below 10−7 at the highest column densities attained
in the clouds. By approximating 𝑁(OH)/𝑁(H2) at a consistent value
of 10−7, given a certain value of 𝑁(OH), one would overestimate
𝑁(H2) at low densities by up to a factor of five, and underestimate
it at medium densities up to a factor of ten. Furthermore, there is
notable time variance in the 𝑁(OH) vs. 𝑁(H2) relationship, partic-

ularly for 𝑁 (H2) ≳ 1020 cm−2. Between 𝑡evol = 2–4 Myr, the ratio
𝑁(OH)/𝑁(H2) grows by up to a factor 5–8.
We have shown that to trace H2 in the CO-dark gas, we must

relate the two species in the regime where 𝑁(OH) varies between
1012 and 1014 cm−2. The relationship between the species seems
consistent and time-invariant below 𝑁 (H2) ≲ 1020 cm−2, but above
this, 𝑁(OH) levels off around 5 × 1013 cm−2 up to 𝑁 (H2) ≃ 5 ×
1021 cm−2. This is precisely in the CO-dark gas regime, and so
taking OH in isolation, we do not find that 𝑁(OH) alone can reliably
trace the 𝑁(H2) content of the CO-dark gas. However, we can propose
an alternative molecular gas tracing procedure.
As mentioned above, the abundance ratio 𝑁(OH)/𝑁(H2) is usually

reported as a single value over a field of view. Systematic analysis of
this ratio as a function of visual extinction is less common, but has
been performed by Xu et al. (2016), who made a series of Arecibo
radio telescope observations along the boundary of theTaurusMolec-
ular Cloud complex. By calculating the 𝑁(OH)/𝑁(H2) ratio as well
as the visual extinction within each pointing, they found a functional
relation whereby 𝑁(OH)/𝑁(H2) declines with increasing visual ex-
tinction, which corresponds to what we show in Fig. 12. They report
this ratio declines from 8× 10−7 to 1× 10−7 from 𝐴V,2D = 0.4–2.7.
They attribute the high value in 𝑁(OH)/𝑁(H2) (80 times greater than
predicted in models) at low visual extinctions to a C-shock. Addi-
tional uncertainty in these observations stems from the uncertainties
in the inference of 𝑁(H2) from dust continuum emission and the as-
sumption that, in this visual extinction regime, the hydrogen is fully
molecular. We can resolve both of these uncertainties with the full
knowledge of 𝑁(H2) available in simulations.
We can plot 𝑁(OH)/𝑁(H2) vs. 𝐴V,2D for all four simulated clouds

at several times, as well as after evolving to equilibrium. The outcome
of this analysis is shown in Fig. 12. All four clouds display a func-
tional relation between these quantities that matches the projection
of 𝑁(OH)/𝑁(H2) in the zoomed-in filament detail in Fig. 5. Between
𝐴V,2D ≃ 0.1–3, 𝑁(OH)/𝑁(H2) declines smoothly from 5 × 10−7 to
5 × 10−8. This holds for both HD and MHD clouds. For the time-
dependent results, this functional form is mostly time-invariant; at
equilibrium, the ratio is slightly lower everywhere within this 𝐴V,2D
range.
Above 𝐴V,2D ≳ 3, we find that 𝑁(OH)/𝑁(H2) has strong time

variation in both the value of 𝐴V,2D at which it begins rising again
as well as the peak 𝑁(OH)/𝑁(H2) value that is then achieved. Later
times correspond to a higher peak 𝑁(OH)/𝑁(H2) value and a lower
visual extinction at which the ratio rises again. This time variance
makes it more difficult to trace H2 with OH at high 𝐴V,2D than at
low 𝐴V,2D.
We parameterize the change in the 𝑁(OH)/𝑁(H2) ratio as a func-

tion of 𝐴V,2D using an exponential fit (following the functional form
of Xu et al. 2016), for log 𝐴V,2D < 0.5. This fit synthesizes 36 data
sets from Fig. 12, comprising four clouds, three sightlines, and three
non-equilibrium snapshots each. The fit equation takes the form:

𝑁 (OH)
𝑁 (H2) = (2.8 × 10−8) + (3.0 × 10−7) exp(−𝐴V,2D/0.98) (6)

and is plotted in Fig. 13 in red over the domain log 𝐴V,2D ∈ [−1, 0.5].
The 36 sets of source data for the fit are plotted in grey for compar-
ison. Our fit coefficients roughly correspond to those in Xu et al.
(2016), whose fit was taken over the 𝐴V,2D range 0.4–2.7 in the
TMC boundary.
To supplement this 2D perspective with a 3D volumetric view, we

additionally plot in Fig. 14 the ratio 𝑛OH/𝑛H2 vs. the total hydrogen
density 𝑛H,tot, forMC1-HD.Weagain see the abundance ratio decline
from ∼ 5×10−7 but now to a local minimum of ∼ 5×10−9 (an order
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Figure 11. Average 𝑁 (OH) vs. average 𝑁 (H2) for the four molecular clouds at 𝑡evol = 2, 3, and 4 Myr, and at equilibrium. For MC2-HD, the final timestep
at 𝑡evol = 3.76 Myr is provided. The shaded areas represent one standard deviation from the respective average. Abundance ratios of 10−6, 10−7, and 10−8 are
plotted as different dashed lines. The abundance ratio of OH and H2 varies with density, converging to the usual value of 10−7 only in the densest core regions.
Because the relation between 𝑁 (OH) and 𝑁 (H2) is non-linear, it is difficult to trace the H2 content using 𝑁 (OH) alone.

of magnitude below the 2D case), over a change in 𝑛H,tot from 1 to
103 cm−3. Above 𝑛H,tot ≃ 103 cm−3, the abundance ratio rises back
to ∼ 5 × 10−7 as it does in the 2D case. Based on the minimum’s
location, we infer that pixels in the 2D projections with 𝐴V,2D ≃ 3
have an average 𝑛H,tot of ∼ 103 cm−3 along the line of sight.

4.3 Formation and destruction of OH

Inspecting the abundance ratio OH/H2 in both two and three dimen-
sions indicates a global minimum around 𝐴V,2D ≃ 3 or 𝑛H,tot ≃
103 cm−3. At both greater and smaller densities, the abundance ratio
climbs to ∼ 10−7. We investigate the global minimum by studying
the creation and destruction reactions for OH in our post-processing
network, using a method employed in Panessa et al. (2022) to study
the formation reactions of the dense gas tracer HCO+.
The post-processed tracer particles from the SILCC-Zoom sim-

ulations, from which we compose our 3D density distributions and
column density maps, save all local chemical abundances and the
temperature as a function of time. Thus, in a given snapshot, every
tracer’s local net production rate for OH can be solved by taking
the difference of the summed creation reactions 𝐹 and summed de-
struction reactions 𝐷 for OH. These are calculated respectively as:

𝐹𝑖 = 𝑘𝑖 (𝑇)
𝑅∏
𝑗=1

𝑛 𝑗 (7)

𝐷𝑖 = 𝑘𝑖 (𝑇)
𝑅∏
𝑗=1

𝑛 𝑗 (8)

for each reaction 𝑖 with reactants 𝑗 , where 𝑘𝑖 (𝑇) is the reaction rate
coefficient. We calculate for each 𝑛H,tot bin the average rate 𝐹𝑖 or 𝐷𝑖 ,
and divide by 𝑛H,tot to normalize the reactions with respect to the
density. This procedure (repeated from Panessa et al. 2022) allows
for the comparison of the impact of different creation and destruction
routes at different gas densities.
The results of this analysis are plotted in Fig. 15, showing the

average normalized reaction rate for the 5 strongest formation paths
and the 4 strongest destruction paths, for the cloud MC1-HD at
𝑡evol = 4Myr. All of the other, unplotted reactions are comparatively
negligible. The OH formation reactions are split into two regimes.
At densities 𝑛H,tot ≲ 102 cm−3, OH production is driven mostly by
electron recombination with H2O+. In denser gas, where 𝑛H,tot ≳
104 cm−3, the dominant production route is instead via two types
of electron recombination with H3O+, the reactions differing by
producing two hydrogen atoms (#1) or one hydrogen molecule (#2)
alongside the OH.
Between these low and high density regimes, the electron re-

combination routes with H2O+ and H3O+ are both disfavored, with
the neutral-neutral O + H reaction an order of magnitude weaker
than the peak normalized rates of the recombination reactions. In
this regime, where 𝑛H,tot ≃ 103 cm−3, most of the primary de-
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Figure 12. Average of the abundance ratio 𝑁 (OH)/𝑁 (H2) vs. visual extinction 𝐴V,2D in the 𝑦-𝑧 direction for the four molecular clouds at 𝑡evol = 2, 3, and
4Myr, and at equilibrium. For MC2-HD, the final timestep at 𝑡evol = 3.76Myr is provided. The shaded areas represent one standard deviation from the respective
average. The ratio declines from 5 × 10−7 to 5 × 10−8 over the visual extinction range 𝐴V,2D ≃ 0.1 to 3, without much change in time. Above 𝐴V,2D ≃ 3, the
abundance ratio rises. As time increases, the peak of this rise increases and the 𝐴V,2D value where the rise begins decreases. At equilibrium, 𝑁 (OH)/𝑁 (H2) is
the same inside the densest peaks as it is outside the molecular gas regime.

struction routes are also curtailed, with one exception: the reaction
OH + C+ −−−→ H + CO+. This route strengthens with decreasing gas
temperature and with increasing C+ density. In Fig. 16, we plot these
quantities and find that at 𝑛H,tot ≃ 103 cm−3 (the density of the
global minimum in OH/H2) the C+ number density reaches its peak
value of ∼ 10−1 cm−3, and the gas temperature falls to ∼ 10 K (the
temperature regime of dense molecular gas). These conditions max-
imize the strength of the OH + C+ reaction, explaining the observed
minimum in the OH/H2 ratio at the inner boundary of the CO-dark
gas regime.

5 CONCLUSIONS

In this work, we have simulated the non-equilibrium abundance and
distribution of OH throughout molecular clouds, with particular at-
tention to the OH content of the dark molecular gas. We applied our
time-dependent chemical post-processing and regridding algorithm
(Panessa et al. 2022) to four SILCC-Zoom molecular cloud simula-
tions, two HD (Seifried et al. 2017) and two MHD (Seifried et al.
2020). We tracked the distributions of OH as the clouds dynamically
evolved. We have also compared these time-dependent results to the
typical practice of evolving the chemistry of a dynamically-frozen
snapshot to equilibrium. We summarize our results as follows:

(i) The regridding algorithm introduced in Panessa et al. (2022),
which reconstructs 3D density distributions from chemically post-
processed tracer particle histories, accurately models the diffuse
molecular hydrogen distribution. The correspondence between H2
abundance values from the original SILCC grids and the regridded
tracers in the CO-dark gas regime is 10–15%.
(ii) The total mass of OH in all four molecular clouds grows by a

factor of 2–3 from 𝑡evol = 2 to 4 Myr, slightly exceeding the growth
in total mass of H2 in each cloud. The average OH mass fraction
M(OH)/M(H2) at 𝑡evol = 4 Myr varies between ∼ 7 × 10−7 (HD
clouds) to ∼ 10−6 (MHD clouds).
(iii) We showcase unprecedented non-equilibrium column den-

sity maps of OH at a spatial resolution of 0.125 pc. In HD and
MHD clouds, 𝑁(OH) ranges from 1011–1016 cm−2. The regions of
densest OH in the MHD clouds are less extensive than in the HD
clouds, but show the same peak density. The OH distribution visually
corresponds to the spatial extent of the simulations’ H2 distributions.
(iv) The overall distribution of OH differs between HD and MHD

clouds. In HD clouds, half of the OH mass lies on average between
𝐴V,2D = 1–10, and for MHD clouds between 𝐴V,2D = 0.6–1.6. In
all clouds, the OH fraction found at high density increases with time.
The fraction of OH in the CO-dark gas regime remains fairly stable.
(v) Comparing 𝑁(OH) to 𝑁(H2) indicates that 𝑁(OH) plateaus

around 1013 cm−2 while 𝑁(H2) rises from 1020 to 1021 cm−2. Re-
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Figure 14. Average abundance ratio 𝑛OH/𝑛H2 vs. hydrogen number density
𝑛H,tot, for cloud MC1-HD at 𝑡evol = 2, 3, and 4 Myr, and at equilibrium. The
shaded areas represent one standard deviation from the respective average.
We find that the OH and H2 volume densities show the same qualitative
behavior as in the 2D case of Fig. 12. The peak values of the abundance ratio
are above 10−7 as in the 2D case, but the minimum ratio of about 5 × 10−9,
near 𝑛H,tot ∼ 103 cm−3, is an order of magnitude lower than in projection.

gions with this plateau value of 𝑁(OH) trace the physical extent of
the CO-dark gas, but due to its flat profile in this range, 𝑁(OH) cannot
be directly converted into 𝑁(H2).
(vi) In CO-dark gas (𝐴V,2D ≲ 3), 𝑁(OH)/𝑁(H2) is time-invariant

and consistent in all four molecular clouds, declining from 5 × 10−7
to 5 × 10−8 from 𝐴V,2D = 0.1 to 3. At 𝐴V,2D > 3, 𝑁(OH)/𝑁(H2)
rises again to ∼ 10−7, and reaches its peak value at decreasing values
of the visual extinction with increasing 𝑡evol. For log 𝐴V,2D < 0.5,
we parameterize the relationship with an exponential function.
(vii) The dominant formation and destruction reactions of OH

are density-dependent. In diffuse gas, OH is formed mostly through
electron recombination with H2O+. In dense gas, electron recom-
bination with H3O+ dominates OH production. In the middle
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Figure 16. The average gas temperature 𝑇gas and the number density of
C+, both plotted against 𝑛H,tot, from a snapshot of post-processed tracer
particles of cloud MC1-HD at 𝑡evol = 4Myr. The shaded areas represent one
standard deviation from the respective average. The reaction rate for OH + C+
is proportional to the C+ number density and inversely proportional to 𝑇gas,
and is therefore maximized around 𝑛H,tot ≃ 103 cm−3, where the OH/H2
ratio is minimized.

(𝑛H,tot ≃ 103 cm−3), both productive modes are suppressed but
the destruction reaction OH + C+ remains strong because this is the
density regime of peak C+ abundance. This explains the global min-
imum in the OH/H2 ratio seen around 𝑛H,tot ≃ 103 cm−3.
(viii) Evolving the tracer chemical histories to equilibrium over-

estimates the H2 and CO masses with respect to the time-dependent
results. The OH abundance at equilibrium is up to a factor of 3 larger
than at 𝑡evol = 2Myr, and the total cloud M(OH) at equilibrium over-
estimates the value at 𝑡evol = 4 Myr by 50–60%. Examining other
measures like 𝑁(OH) or 𝑁(OH)/𝑁(H2) vs. 𝐴V,2D, the functional
forms are consistent between the equilibrium and non-equilibrium
results, but with greater 𝑁(OH) everywhere at equilibrium, account-
ing for the mass overestimate.
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Future work that examines the utility of OH as a dark gas tracer
hinges upon direct comparison to observations. We intend to apply
radiative transfer calculations which will generate self-consistent,
time-dependent synthetic emissionmaps. Thesemaps, in conjunction
with theH2 column density values reconstructed from our 3D density
grids, can be used to establish an XOH factor, analogous to the XCO
factor, which might help to assess the molecular hydrogen content
at 𝐴V,2D ≲ 3. Additionally, we look forward to investigating other
chemical tracers and problems in astrochemistry using our post-
processing methodology.

ACKNOWLEDGEMENTS

MP, DS, and SW would like to acknowledge funding support
from the Deutsche Forschungsgemeinschaft (DFG) via the Sonder-
forschungsbereich (SFB) 956, Conditions and Impact of Star For-
mation (projects C5 and C6). The SILCC-Zoom simulations were
performed on SuperMUC at the Leibniz Computing Centre, and the
post-processing and additional analysis were performed on ODIN
at the Regionales Rechenzentrum der Universität zu Köln (RRZK).
The FLASH code was developed partly by the DOE-supported Al-
liances Center for Astrophysical Thermonuclear Flashes (ASC) at
the University of Chicago.

DATA AVAILABILITY

The data underlying this paper can be shared for scientific purposes
after request to the authors.

REFERENCES
Allen R. J., Ivette Rodríguez M., Black J. H., Booth R. S., 2012, AJ, 143, 97
Allen R. J., Hogg D. E., Engelke P. D., 2015, AJ, 149, 123
André P., Di Francesco J., Ward-Thompson D., Inutsuka S. I., Pudritz R. E.,
Pineda J. E., 2014, in Beuther H., Klessen R. S., Dullemond C. P., Hen-
ning T., eds, Protostars and Planets VI. pp 27–51 (arXiv:1312.6232),
doi:10.2458/azu_uapress_9780816531240-ch002

Beck R., Wielebinski R., 2013, in Oswalt T. D., Gilmore G., eds, , Planets,
Stars and Stellar Systems: Volume 5: Galactic Structure and Stellar Popu-
lations. Springer Netherlands, Dordrecht, pp 641–723, doi:10.1007/978-
94-007-5612-0_13

Bergin E. A., Hartmann L. W., Raymond J. C., Ballesteros-Paredes J., 2004,
ApJ, 612, 921

Bisbas T. G., Schruba A., van Dishoeck E. F., 2019, MNRAS
Bolatto A. D., Wolfire M., Leroy A. K., 2013, Annual Review of Astronomy
and Astrophysics, 51, 207

Busch M. P., Allen R. J., Engelke P. D., Hogg D. E., Neufeld D. A., Wolfire
M. G., 2019, ApJ, 883, 10

Busch M. P., Engelke P. D., Allen R. J., Hogg D. E., 2021, arXiv:2104.06538
[astro-ph]

Chevance M., et al., 2020, MNRAS, 493, 2872
Clark P. C., Glover S. C. O., Klessen R. S., Bonnell I. A., 2012, MNRAS,
424, 2599

Dobbs C. L., et al., 2014, in Beuther H., Klessen R. S., Dullemond C. P.,
Henning T., eds, Protostars and Planets VI. p. 3 (arXiv:1312.3223),
doi:10.2458/azu_uapress_9780816531240-ch001

Draine B. T., 1978, ApJS, 36, 595
Draine B. T., Bertoldi F., 1996, /mnras, 468, 269
DubeyA., et al., 2008, Astronomical Society of the Pacific Conference Series,
385, 145

Ebagezio S., Seifried D., Walch S., Nürnberger P. C., Rathjen T. E., Naab T.,
2022, arXiv e-prints, p. arXiv:2206.06393

Ferrada-Chamorro S., Lupi A., Bovino S., 2021, MNRAS, 505, 3442
Flower D. R., G. Pineau des Forêts Walmsley C. M., 2005, A&A, 436, 933
Fryxell B., et al., 2000, ApJS, 131, 273
Gaches B. A. L., Offner S. S. R., 2018, ApJ, 854, 156
Ganguly S., Walch S., Clarke S. D., Seifried D., 2022, arXiv e-prints, p.
arXiv:2204.02511

Genel S., Vogelsberger M., Nelson D., Sijacki D., Springel V., Hernquist L.,
2013, MNRAS, 435, 1426

Girichidis P., et al., 2016, MNRAS, 456, 3432
Girichidis P., Seifried D., Naab T., Peters T., Walch S., Wünsch R., Glover S.
C. O., Klessen R. S., 2018, MNRAS, 480, 3511

Glover S. C. O., Clark P. C., 2012, MNRAS, 421, 116
Glover S. C. O., Mac Low M., 2007a, ApJS, 169, 239
Glover S. C. O., Mac Low M., 2007b, ApJ, 659, 1317
Glover S. C. O., Mac Low M.-M., 2011, MNRAS, 412, 337
Glover S. C. O., Federrath C.,Mac LowM.-M., Klessen R. S., 2010,MNRAS,
404, 2

Gong M., Ostriker E. C., Kim C.-G., 2018, ApJ, 858, 16
Gong M., Ostriker E. C., Kim C.-G., Kim J.-G., 2020, ApJ, 903, 142
GórskiK.M., HivonE., 2011,HEALPix:Hierarchical EqualArea isoLatitude
Pixelization of a sphere (ascl:1107.018)

Grassi T., Bovino S., Schleicher D. R. G., Prieto J., Seifried D., Simoncini
E., Gianturco F. A., 2014, MNRAS, 439, 2386

Grassi T., Bovino S., Haugbølle T., Schleicher D. R. G., 2017, MNRAS, 466,
1259

Grenier I. A., Casandjian J.-M., Terrier R., 2005, Science, 307, 1292
Habing H. J., 1968, Bull. Astr. Inst. Netherlands, 19, 421
Hollenbach D., Kaufman M. J., Bergin E. A., Melnick G. J., 2009, ApJ, 690,
1497

Hu C.-Y., Sternberg A., van Dishoeck E. F., 2021, ApJ, 920, 44
Jacob A. M., Menten K. M., Wiesemeyer H., Lee M.-Y., Güsten R., Durán
C. A., 2019, A&A, 632, A60

Keating L. C., et al., 2020, MNRAS, 499, 837
Lada E. A., Blitz L., 1988, ApJ, 326, L69
Lee M.-Y., et al., 2012, ApJ, 748, 75
Li D., Xu D., Heiles C., Pan Z., Tang N., 2015, arXiv:1503.02496 [astro-ph]
Li D., et al., 2018a, ApJS, 235, 1
Li Q., Narayanan D., Davè R., Krumholz M. R., 2018b, ApJ, 869, 73
Liszt H., Lucas R., 1996, A&A, 314, 917
Liszt H., Lucas R., 2002, A&A, 391, 693
Lucas R., Liszt H., 1996, A&A, 307, 237
Mackey J., Walch S., Seifried D., Glover S. C. O., Wunsch R., Aharonian F.,
2019, MNRAS, 486, 1094

Nelson R. P., Langer W. D., 1997, ApJ, 482, 796
Nelson R. P., Langer W. D., 1999, ApJ, 524, 923
Neufeld D. A., Kaufman M. J., Goldsmith P. F., Hollenbach D. J., Plume R.,
2002, ApJ, 580, 278

Nguyen H., et al., 2018, ApJ, 862, 49
Panessa M., Seifried D., Walch S., Gaches B., Barnes A., Bigiel F., Neumann
L., 2022, in prep.

Planck and Fermi Collaborations et al., 2015, A&A, 582, A31
Rugel M. R., et al., 2018, A&A, 618, A159
Rybarczyk D. R., et al., 2021, arXiv:2112.05767 [astro-ph]
Seifried D., Walch S., 2016, MNRAS, 459, L11
Seifried D., et al., 2017, MNRAS, 472, 4797
Seifried D., Haid S., Walch S., Borchert E. M. A., Bisbas T. G., 2020, MN-
RAS, 492, 1465

Seifried D., Beuther H., Walch S., Syed J., Soler J. D., Girichidis P., Wünsch
R., 2021, arXiv:2109.10917 [astro-ph]

Sembach K. R., Howk J. C., Ryans R. S. I., Keenan F. P., 2000, ApJ, 528, 310
Smith R. J., Glover S. C. O., Clark P. C., Klessen R. S., Springel V., 2014,
MNRAS, 441, 1628

Valdivia V., Hennebelle P., Gérin M., Lesaffre P., 2016, A&A, 587, A76
Walch S., et al., 2015, MNRAS, 454, 238
Wannier P. G., Andersson B. G., Federman S. R., Lewis B. M., Viala Y. P.,
Shaya E., 1993, ApJ, 407, 163

Weinreb S., Barrett A. H., Meeks M. L., Henry J. C., 1963, Nature, 200, 829
Wolfire M. G., Hollenbach D., McKee C. F., 2010, ApJ, 716, 1191

MNRAS 000, 1–17 (2022)

71



Non-equilibrium OH abundance 17

Wünsch R., Walch S., Dinnbier F., Whitworth A., 2018, MNRAS, 475, 3393
Xu D., Li D., 2016, ApJ, 833, 10
Xu D., Li D., Yue N., Goldsmith P. F., 2016, ApJ, 819, 22
van Dishoeck E. F., Black J. H., 1988, ApJ, 334, 771

APPENDIX A: FILAMENT DETAIL: AV,2D, N(H2), AND
N(CO)

In Fig. 5, we have shown 𝑁(OH), 𝑁(OH)/𝑁(H2), and 𝑁(OH)/𝑁(CO),
with contour lines to indicate 𝐴V,2D = 1 and 𝐴V,2D = 3. We sup-
plement that figure with Fig. A1, in which the same filament detail
fromMC1-MHD at 𝑡evol = 4Myr is shown, this time giving maps of
𝐴V,2D, 𝑁(H2), and 𝑁(CO).
We calculate the visual extinction 𝐴V,2D (left panel) from 𝑁(Htot)

using Eq. 3. The middle panel displays 𝑁(H2). Because 𝐴V,2D is
a function of 𝑁(Htot), and in the densest regions of a molecular
cloud 𝑁(Htot) is approximately twice 𝑁(H2), the maps of 𝐴V,2D and
𝑁(H2) closely correspond at the filament. On the edge of the map,
where 𝐴V,2D < 1, atomic hydrogen is dominant, and 𝑁(H2) declines
relative to 𝐴V,2D as expected.
In the right panel, we provide 𝑁(CO). Compared to H2, the CO

content is much more concentrated in the filament. In the densest
regions where 𝐴V,2D > 3, the ratio of CO toH2 abundance is close to
the elemental carbon to hydrogen ratio of∼ 10−4, with a peak column
density of 𝑁 (CO) ≃ 1019 cm−2. Surrounding the filament, in the
regionwhere 𝐴V,2D ≃ 1–3, 𝑁(CO) is between 1014–1015 cm−2. This
CO-dark region (Seifried et al. 2020) contains a significant amount of
molecular hydrogen in the second panel, underscoring the necessity
for an alternative molecular tracer like OH in order to properly model
the outer extent of the H2 envelope. In regions exterior to this, where
𝐴V,2D < 1, 𝑁(CO) falls below 𝑁 (CO) < 1014 cm−2. We have
masked off values of 𝑁(CO) below this limit in order to emphasize
the differences between the three density regimes delineated by the
extinction isolines.

APPENDIX B: COMPARISON OF CUMULATIVE OH
MASS AND TOTAL MASS

The cumulative mass of OH vs. the (column) density of the four
simulated clouds was shown in Fig. 7, along with the cumulative H2
mass for comparison. In Fig. B1 we provide once more the cumula-
tive OH mass vs. various measures of column and volume density,
now alongside the cumulative bulk mass of the four clouds at each
timestep. The bulk gas distribution at equilibrium is identical to the
distribution at the final time-dependent timestep (𝑡evol = 3.76 Myr
for MC2-HD, and 4 Myr for the others), and is not shown. The HD
clouds, being clumpier in distribution than the MHD clouds, have
more purely atomic gas with no OH. By contrast, the puffier density
profile of the MHD clouds provides enough shielding for a signifi-
cant OH reservoir to form at lower gas densities. Especially at early
times the MHD clouds reach the third quartile in both the bulk gas
and the OH at a lower density than the HD clouds.
For all three clouds, the time-dependence of the cumulative bulk

mass is minimal in comparison to that of the cumulative OH and
H2 mass curves (see Fig. 7 for the latter). The cumulative OH curve
for MC1-MHD changes to a much greater extent in the CO-dark gas
regime over time, indicating that the shift in the OH distribution is
not due to large-scale dynamical changes in the (column) density
distribution but due to an ongoing chemical process.

APPENDIX C: PROBABILITY DENSITY FUNCTION OF
N(HTOT)

In Fig. C1, we present a plot of the probability density function
(PDF) of 𝑁(Htot), to supplement the PDF of 𝑁(OH) in Fig. 8. The
PDF of 𝑁(Htot includes results from all three integration sightlines
at 𝑡evol = 2, 3, and 4 Myr. The cyan line corresponds to log 𝑁 ∝ −2.
The distribution peaks around 1021 cm−2 for all four clouds, similar
to Bisbas et al. (2019).

This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure A1. Zoom-in onto the highlighted box from Fig. 4, in the 𝑦-𝑧 projection of MC1-MHD at 𝑡evol = 4Myr. Contours for 𝐴V,2D = 1 (blue) and 𝐴V,2D = 3
(pink) mark the approximate boundaries of the CO-dark gas. First panel: the projected visual extinction 𝐴V,2D. Second panel: 𝑁 (H2), indicating a high molecular
column density between 𝐴V,2D = 1 and 3. Third panel: 𝑁 (CO), which peaks in the body of the filament but rapidly declines when 𝐴V,2D < 3. The H2 outside
this visual extinction boundary is the CO-dark molecular gas.
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Figure B1. Same as Fig. 7, but comparing the cumulative OH mass below density thresholds (solid lines) to the cumulative total mass of each cloud below
density thresholds (dashed lines), at each time snapshot. The bulk gas distribution at equilibrium is identical to the distribution at the final snapshot, and is
not shown. The HD clouds are compact with significant atomic gas envelopes, so a greater fraction of the bulk gas mass is found at or below CO-dark visual
extinctions compared to the OH fraction. TheMHD clouds are much fluffier, with more extensive molecular envelopes, so the OH tracks the bulk gas distribution.
As time passes in MC1-MHD, more OH forms at high 𝐴V,2D, increasing the cumulative OH interquartile range, while the bulk gas distribution is unchanged.
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Figure C1. Same as Fig. 8, for 𝑁 (Htot).
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INVESTIGATING DEUTERIUM FRACTIONATION

The preceding papers have explained and validated my post-processing and regrid-
ding algorithms when applied to dense (Paper I) and diffuse (Paper II) molecular
gas. In particular, the papers have shown that post-processing the tracer histories
reveals the distribution and evolution of chemical species as a function of time. Pa-
per I examined the growth timescale of HCO+, while Paper II compared the time-
dependent abundances of H2, CO, and OH in different snapshots to the results
after evolution of the chemical system to equilibrium. This chapter continues the
theme of exploring time-dependent results, this time arguing that my algorithms
will be particularly informative when applied to the question of measuring molecu-
lar cloud age as a function of deuterium fractionation. I will introduce the chemical
argument, then briefly discuss steps that I have taken in this research direction.

7.1
Deuteration as a chemical clock

Chapter 2 of this thesis introduced the ongoing debate into whether molecular
clouds are supported by supersonic internal turbulence (Zuckerman and Evans,
1974; Mac Low and Klessen, 2004), or are instead unsupported and form dense
structures as a byproduct of global hierarchical collapse (Heitsch and Hartmann,
2008; Camacho et al., 2016; Vázquez-Semadeni et al., 2019). I briefly explored the no-
tion of measuring the ages of molecular clouds to provide evidence in this debate. If
surveys of molecular clouds determine they are all relatively youthful (t ≲ 10 Myr),
this would strongly imply that they are undergoing global collapse, since otherwise
older clouds should be seen as well, if the physical constraints are properly under-
stood. However, if these surveys identify clouds which are definitively older than
∼ 10 Myr, this would rule out the pure global collapse models, even if it would
not constitute proof that the gravo-turbulent theory fully explains why they are
supported for so long.

Unfortunately, measuring the age of a molecular cloud is nontrivial. To a human
vantage point, molecular clouds are unchanging entities, only noticeably evolving
over at least the kiloyear timescale (André et al., 2014). Therefore, we seek some
verifiable and observable signature that could place at least either an upper or lower
limit on cloud age: a so-called ‘chemical clock.’

It is not obvious where to look for such a signature. The molecular hydrogen
in dense clouds does not emit, so the chemical signature would need to come from
other species. Most reactions in molecular clouds are reversible, obscuring their
time dependence. However, one class of reaction is strongly inhibited in the dense
and cold environment of a molecular cloud: endothermic back-reactions. That is,
if a reaction releases energy, it will be very difficult to find the energy in the cold
molecular cloud to facilitate its reversal (Pagani et al., 2011; André et al., 2014). Cor-
relating the product of such a reaction with cloud age (for instance, via simulations)
would suffice for a chemical clock, but there is little a priori reason why the reactants



7.1. DEUTERATION AS A CHEMICAL CLOCK 77

of these one-way routes would have predictable densities prior to the establishment
of the cold cloud conditions which forbid their asymmetric back-reactions.

The spin-state transition of molecular hydrogen luckily fulfills this last critical
requirement. H2 forms on dust grains (Gould and Salpeter, 1963; Hollenbach and
Salpeter, 1971) over a relatively short timescale in comparison to the age of a mo-
lecular cloud, and is inhibited from reaching a high abundance until the cloud
density has increased enough to provide shielding against the ISRF. This results in
most molecular hydrogen in a cloud being ‘born’ at the same time as the cloud that
it constitutes. Furthermore, molecular hydrogen forms in one of two states due
to its spin of 1/2: the ortho-H2 state which corresponds to odd rotational levels
(J = 1, 3, 5...) and the para-H2 which corresponds to even rotational levels, includ-
ing J = 0. The J = 1 ortho-H2 state is energetically 170 K above the ground state
(Pagani et al., 2011; Ceccarelli et al., 2014). The magnetic spin quantum number
breaks the triple degeneracy of the J = 1 states, and so it is widely believed (though
not entirely beyond doubt) that the H2 in molecular clouds forms in ortho- and
para- states at the ratio of their statistical weights, setting an initial ortho-to-para
ratio (OPR) of 3:1.

Over time, the ortho-H2 abundance (and thus the OPR) falls in molecular clouds.
In the gas phase, ortho-H2 can undergo the reaction:

o-H2 + H+ −−→ p-H2 + H+ + 170 K, (7.1)

which is reversible in even slightly warmer conditions, but in the cold environment
of the molecular cloud, is strongly disfavored. As a result, the OPR which begins at
3:1 declines over time to ∼ 10−3 or 10−4 (Pagani et al., 2011). This fulfills our desire
for a species whose abundance is fixed and predictable at the birth of a molecular
cloud, and changes in only one direction. Determining how the OPR falls in time
should reveal the ages of molecular clouds based on their present OPR.

The issue with measuring the OPR is the impossibility of observing molecu-
lar hydrogen. Therefore, another mechanism is required which depends upon the
ortho- or para-H2 abundance, and results in something spectrally observable. Luck-
ily again, such a mechanism exists. The presence of ortho-H2 acts as a bottleneck
for the ‘deuteration’ of molecular cloud species.

Deuteration is the hydrogen isotope that contains one proton and one neutron.
The cosmic gaseous deuterium supply was set during primordial nucleosynthesis to
a fractional abundance (relative to 1H) of ∼ 1.6× 10−5 (Ceccarelli et al., 2014). How-
ever, many well-observed species – for instance HCO+ and N2H+ – have deuterated
isotopologues (like DCO+ and N2D+) whose abundance in molecular clouds relative
to the non-deuterated forms greatly exceeds this primordial number (Körtgen et al.,
2017). Additional deuterium is produced in proton-proton chains in stellar cores,
but this is consumed by fusion events. The last remaining explanation logically is
that the deuterating reactions are one-way, like the ortho-to-para conversion.

This is not a coincidence; deuteration in molecular clouds is regulated by the
OPR. The principal reaction series forming deuterated molecules like DCO+ and so
forth begins with the following reaction of the cosmic ray tracer H3

+ with the HD
reservoir (Pagani et al., 2011; Körtgen et al., 2017):

H3
+ + HD −−→ H2D+ + H2 + 232 K, (7.2)

where the energy output assumes all species are in the ground state. The molecule
H2D+ (as well as its own isotopologues HD2

+ and D3
+) facilitates deuterating reac-
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tions which form DCO+ and so on in the gas phase. Electron recombination with
these isotopologues of H3

+ also produces free neutral deuterium, which deposits
on grains and leads to the formation of numerous deuterated species there as well,
for instance deuterated water (HDO) and formaldehyde (HDCO) (Ceccarelli et al.,
2014).

The reservoir of H2D+, which is critical for deuteration of other molecules in the
cloud, can be depleted two ways. The first is via reactions with gaseous CO (Bovino
et al., 2019). In shielded gas, the reaction H3

+ + CO −−→ HCO+ + H2 is significantly
preferred over reactions of H3

+ with HD, keeping the H2D+ abundance low. In very
dense gas, where ≳ 90% of the CO is depleted onto dust grains (Caselli et al., 2002),
the remaining CO is insufficient to occupy all the H3

+, and a reservoir of H2D+ can
form.

The other depleting factor for the H2D+ reservoir, which is much more important
to this discussion, is the presence of ortho-H2 (Pagani et al., 2011). As noted above,
the J = 1 ortho-H2 has an energy of 170 K, which is not far below the endothermic
activation barrier of the back-reaction which returns H2D+ to H3

+ and HD. The
presence of ortho-H2 destroys H2D+ and prevents deuteration. But as the cloud
ages, the OPR falls as discussed, the H2D+ reservoir accumulates, and deuterated
species like DCO+ grow in abundance.

Measuring the age of a molecular cloud, therefore, requires relating the deu-
terium fractionation of species like HCO+ and N2H+ (which can be observed) to the
OPR (which cannot). We must also answer the question of how the OPR falls as a
function of time, both with the assumed initial OPR of 3:1 and with other values
to understand the functional relationship. Once we understand both of these ques-
tions, a cloud’s observed deuterium fractionation can be systematically linked to its
age, perhaps answering once and for all whether clouds are turbulently supported
or undergoing global collapse.

7.2
Role of post-processing

The chemical post-processing and regridding algorithms that I have presented in
this thesis provide the ability to simulate and test the assertions and hypotheses
about cloud age, deuterium fractionation, and the OPR made in the previous sec-
tion. Modeling deuterium fractionation is a decidedly nontrivial chemical problem,
and networks which handle it self-consistently are vastly too complicated to run
on-the-fly in modern 3D-MHD simulations with current hardware limits.

As deuterium fractionation and cloud age are inherently time-dependent prob-
lems, post-processing a system to equilibrium is quite pointless here. Therefore,
to model deuterium fractionation and especially the evolution of the OPR, a time-
dependent simulation technique is required. I submit that my post-processing al-
gorithm using tracer particles is the correct approach. The SILCC-Zoom simulations
are well-validated and well-studied. Because my post-processing method is applied
to individual tracer particles, the computational load can be subdivided as neces-
sary. Ferrada-Chamorro et al. (2021) show that post-processing even a percent-level
subset of tracers recovers the average values of parameters and densities over the
entire distribution. I confirm this to the 10% level for my post-processing method
as well in Appendix B of this thesis.

Unlike in real observations, the molecular hydrogen in a simulation can be meas-
ured directly. A post-processing network which split hydrogen into its ortho- and
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Table 7.1: The number of species and reactions in the four networks developed with
Olli Sipilä toward deuterated post-processing. The networks contained a maximum
of either 4- or 5-atom molecules, and did or did not include deuterium and spin
isomer chemistry.

Network Species Reactions

4 atoms max, not deuterated 75 957
5 atoms max, not deuterated 83 1082

4 atoms max, deuterated 158 11910
5 atoms max, deuterated 194 12207

para- states, and evolved them self-consistently, could have its OPR tracked and
related to the known simulation age. With four SILCC-Zoom simulations using
the same fiducial solar neighborhood conditions, the correlation of the OPR with
cloud age could be studied a little more systematically. Two of the simulations con-
tain magnetic fields, and since magnetic support affects the density profile (Seifried
et al., 2020; Ganguly et al., 2022), studies could be performed on the dependence of
the rate of OPR decrease with the temperature and density. Finally, the construc-
tion of density grids and column density maps via the regridding method could
provide a direct comparison between the simulated maps of deuterated species and
real observations, helping to correlate the deuterium fractionation at various times
with the measurable OPR.

The chemical network required for this science application would be extremely
large. Three spheres of chemistry which are routinely neglected in simulated mod-
els would need to be included with sufficient rigor to capture their impact upon
the relationship between the increasing deuterium fractionation and the decreas-
ing OPR. First, grain-surface chemistry would have to be included. Models for the
production of H2 on grains would need to solve (or at worst, test a range of possib-
ilities for) the initial OPR at the time of molecular cloud coalescence. The freezeout
of CO onto dust grains must also be modeled carefully (Caselli et al., 2002), since
gaseous CO depletes the H2D+ reservoir required for additional deuterating reac-
tions (Bovino et al., 2019).

All reactions including more than one hydrogen or deuterium atom would need
to be modeled separately for ortho- and para- states, to comprehensively track the
OPR. Finally, all reactions including any hydrogen atoms would need counterparts
included which cover every possible deuterated isotopologue. For instance, every
single reaction with H2 would need to be supplemented with reactions for HD and
D2, and so forth. These last two requirements will exponentially increase the size of
the chemical network compared to the relatively simple one employed in the papers
in this thesis.

In the course of my doctoral work, I engaged with Olli Sipilä of the Max Planck
Institute for Extraterrestrial Physics, whose expertise includes deuterated molecular
cloud chemistry and the construction of chemical networks (Sipilä et al., 2015a,b,
2016, 2019). Together with Dr. Daniel Seifried, we worked to develop a chem-
ical network that would suit all the above requirements. Several networks were
constructed, with molecules up to either 4 or 5 atoms, and with and without deu-
terium and spin-state reactions. The count of species and reactions included in each
network is reported in Table 7.1, to underscore the rapid growth in the size of such a
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Figure 1: PDR benchmark tests of the 4-atom non-deuterated advanced network
(see Table 7.1) for CO (solid lines), compared to results from the Kosma-τ PDR
code, in the F1 (blue) and F4 (red) configurations described in Röllig et al. (2007).

network as more chemistry is modeled. The complete ecosystem of species in either
deuterated network is too long to include here in full, in contrast to the 18 species
included in NL99 (Table 3.1) or the 39 species in the post-processing network used
in Paper I and Paper II (Table 3.2).

The non-deuterated networks have been validated using benchmark tests. These
benchmark tests, which apply a chemical network to a photo-dissociation region
(PDR) model developed in order to self-consistently compare different PDR codes
(Röllig et al., 2007), report the density of certain species as a function of the visual
extinction AV. These PDR density profiles for the non-deuterated 4-atom post-
processing network – developed as an essential testing item on the road to testing
the deuterated networks – correlate reasonably well with the benchmark data sets
provided from the Kosma-τ team.

In Fig. 1, the fractional abundance of CO vs. AV is plotted in comparison with
Kosma-τ PDR results. Two test configurations are shown: F1 (nH,tot = 103 cm−3,
ISRF volumetric energy density G0 = 17 Habing, Tgas = 50 K) and F4 (nH,tot =

105.5 cm−3, ISRF volumetric energy density G0 = 17 × 105 Habing, Tgas = 50 K).
The network under development includes detailed grain chemistry, which includes
the adsorption of CO onto dust. This contributes to the lower CO abundance in the
high-density F4 test as compared to Kosma-τ, which does not monitor freezeout.
The same plot is offered in Fig. 2 for the cosmic ray tracer H3

+. Here, the high dens-
ity test F4 sees more CO in Kosma-τ results than in the post-processing network.
I again ascribe this to our inclusion of grain chemistry and freezeout. A strong
destruction route for H3

+ is via a reaction with CO to form HCO+, meaning that
depletion of CO from the gas phase onto dust should increase the H3

+ abundance,
as seen in this F4 test. Finally, in Fig. 3 I plot the abundance profile for OH, to
leverage the knowledge of OH gleaned from Paper II. Here, post-processed OH is
diminished everywhere in the low density test F1 compared to the Kosma-τ results.
I ascribe this to the strong destruction reaction OH + C+, which is shown in Paper II
to dominate the net OH destruction rate around nH,tot ∼ 3 cm−3, the exact density
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Figure 2: PDR benchmark tests of the 4-atom non-deuterated advanced network
(see Table 7.1) for H3

+ (solid lines), compared to results from the Kosma-τ PDR
code, in the F1 (blue) and F4 (red) configurations described in Röllig et al. (2007).

Figure 3: PDR benchmark tests of the 4-atom non-deuterated advanced network
(see Table 7.1) for OH (solid lines), compared to results from the Kosma-τ PDR
code, in the F1 (blue) and F4 (red) configurations described in Röllig et al. (2007).
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setting for the F1 test.
Once my doctoral work is concluded, I intend to continue refining my post-

processing and regridding algorithms, so they can be efficiently applied to the
abundances of tracer particles whose histories have been post-processed with these
deuterated networks. The tools presented in this thesis have a unique capability to
simulate the time-dependent deuterium fractionation of a molecular cloud, which
is still far beyond the present-day limits of traditional coupled simulations.
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CONCLUSIONS AND OUTLOOK

This doctoral thesis has explored the varied and intricate frontiers of chemical mod-
eling in astrophysical simulations. By contributing my chemical post-processing
pipeline to the field, I aim to bridge the gap between the current limits on computa-
tional expense in simulations and the desire for well-resolved, 3D-MHD numerical
simulations which are coupled to a realistic and comprehensive chemical network.
In this concluding chapter, I will review the contents of the thesis, and briefly ex-
plain the outlook for future work.

Introductory chapters

I began this thesis by introducing the physics of the interstellar medium, including
its components, heating and cooling processes, and multiphase properties, in par-
ticular focusing on the dynamical and chemical development of molecular clouds.
Next, I introduced the principles of ideal MHD underlying numerical codes like
FLASH, which was used for the SILCC-Zoom simulations. Because these simula-
tions were run coupled to a limited chemical network, I then proceeded to explore
how chemical post-processing could unlock new information about the simulations’
chemistry, especially in comparison to observed molecular clouds. I introduced the
microphysics package Krome, which can post-process chemical inputs (in this case
from the on-the-fly SILCC-Zoom network) with regard to a more robust network.

Paper I

This paper introduced the two parts of my novel chemical post-processing scheme:
first, processing the chemical histories of the tracer particles inside SILCC-Zoom
3D-MHD simulations using the Krome package and a more robust chemical net-
work, and second, reconstructing volume-filling density distributions of any de-
sired (post-processed) chemical species by ‘regridding’ the tracer particles and in-
terpolating to fill empty cells in the domain. I began by describing the steps of
the tracer chemical processing, including the use of subcycling to properly cap-
ture rapid changes in the tracers’ dynamical states. The procedure was validated
by comparing the on-the-fly abundances of certain species to their post-processed
ones.

The dense molecular gas tracer HCO+ was introduced. By plotting the full
histories of the subset of post-processed tracers which eventually achieved high
fractional abundance in HCO+, I determined that most HCO+ is produced in the
intermediate-density molecular gas, where n ≃ 103.5–104.5. A minimal amount of
HCO+ produced at greater densities in the cloud is redistributed via turbulent mix-
ing. Next, I defined a timescale for HCO+ formation for each tracer and correlated
it with the logarithmic average of the densities of various formation reactants. I
found that high densities of reactants which are primarily found in denser gas were
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better correlated with a quick formation timescale than are reactants found in dif-
fuse gas. A high density of C+ was anti-correlated with HCO+ formation, since the
corresponding free electrons destroy HCO+. Following this analysis, I calculated
the instantaneous reaction rates as a function of visual extinction for all 11 HCO+

formation reactions in the post-processing network. I found that different form-
ation routes are preferred depending on the extinction regime, with the reaction
H3

+ + CO contributing 90% of the HCO+ formation flux at high extinctions.
The next section of the paper introduced the regridding algorithm. I explained

the setup and execution of the algorithm, then validated it by comparing reconstruc-
ted grids of some principal hydrogen and carbon species to their initial results from
the SILCC-Zoom simulations. After this, I introduced the first-ever self-consistent,
time-dependent column density maps of HCO+ based on a physically realistic 3D-
MHD molecular cloud simulation. Using these maps, I plotted the cumulative dis-
tribution of HCO+ in different clouds at different times, finding that the bulk of the
HCO+ content of the HD clouds was found within a higher extinction regime than
it is in MHD clouds, which have a shallower density gradient due to the presence
of magnetic support.

I compared the column density N(HCO+) to the column densities of Htot, H2,
and CO, finding that N(HCO+) peaks around ∼ 1015 cm−2. These column density
measurements, especially in denser gas, compare very favorably with observations
from the star-forming region W49A (Barnes et al., 2020, see also Kauffmann et al.
2017). Lastly, I studied the outcome of convolving a Gaussian kernel with the
N(HCO+) maps, whose spatial resolution is 0.125 pc, to emulate coarser resolutions.
This also accords with observations and provides a way to compare my chemical
models (which require a high resolution to converge properly) with observations at
any resolution.

Paper II

This paper continues exploring the scientific possibilities of the post-processing and
regridding algorithms introduced in Paper I, this time applying the tools to the
diffuse molecular gas to investigate the CO-dark gas tracer candidate OH. Because
the methods were mostly validated in Paper I using the dense gas tracer HCO+, I
began by validating the algorithms at lower densities. The abundance of H2 after
regridding was comparable to the original SILCC-Zoom values, down to densities
of n ∼ 1 cm−3. The regridded H2 abundance lags the original abundance at low
densities, though the effect is lessened in the MHD simulations, due to their fluffier
density profile compared to the HD simulations.

After confirming the algorithms work at low density, I applied them to four
SILCC-Zoom molecular clouds and determined their constituent mass in H2, CO,
and OH, both as a function of time and after evolving the chemistry to equilib-
rium to compare with other, less accurate models. I also explored the relationship
between the OH abundance and the visual extinction, again comparing to equi-
librium results. Evolving the chemistry to equilibrium was found to consistently
overestimate the molecular hydrogen and OH content at high densities, underscor-
ing the necessity of treating the chemistry in a time-dependent fashion.

The first-ever self-consistent simulated column density maps of OH were then
introduced, followed by close examination of an MHD filament, in particular the
OH and H2 abundances in the CO-dark gas density regime. I analyzed the distri-
bution of the clouds’ OH content, both in the form of cumulative OH density vs.
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cloud bulk density (using various 2D and 3D density measures) and in probability
density functions (PDFs) of the four clouds’ values for N(OH) at different times
and along different sightlines, finding a global maximum around ∼ 1013 cm−2 and
a second smaller peak around ∼ 1015 cm−2 whose probability density maximum
increased by an order of magnitude as the clouds evolved in time.

In the following section, I quantified the dark gas fraction based on the H2 and
CO column densities as a function of extinction, and compared it to N(OH). Next, I
determined that N(OH) plateaus in the CO-dark regime of N(H2), rejecting N(OH)
alone as a molecular gas density tracer. However, I proceeded to find a definitive
functional relationship between the ratio N(OH)/N(H2) and the visual extinction,
which I parameterized using a fit function in the domain where log AV,2D < 0.5.
The paper concluded with a calculation of the relative strength of the many creation
and destruction reactions for OH, as a function of visual extinction. A dip in OH
fractional abundance around AV,2D ∼ 3 observed in my post-processed data was
ascribed to a decline in the reaction rates of the chief OH formation routes.

Deuteration as a chemical clock

Following the presentation of my papers, I explored an additional science target
for which my post-processing methods are well-suited: the questions surrounding
molecular cloud age, the ortho-to-para ratio for H2, and deuterium fractionation. I
systematically related these issues to each other, and advanced the argument that
my chemical post-processing algorithm was positioned to study this highly time-
dependent problem. I explained the chemical systems at hand, in particular the
need for a thorough treatment of grain surface reactions, the splitting of all reactions
involving more than one hydrogen atom into ortho- and para- configurations, the
careful calibration of the irreversible (in cloud environments) exothermic reaction
turning ortho-H2 into para-H2, and the exponential growth of a network of reactions
to handle all of these chemical species as well as their full complement of deuterated
isotopologues. Early attempts to construct such a network were discussed.

Future outlook

The chemical post-processing methods described in this thesis have strong poten-
tial to answer outstanding and unresolved questions in astrochemistry. In partic-
ular, the application of the methodology to questions of deuterium fractionation
in molecular clouds could provide key evidence to one side or the other in the
ongoing debate about whether molecular clouds are supported by gravo-turbulent
instability or are instead undergoing global hierarchical collapse (Kong et al., 2016;
Bovino et al., 2021). Calculating radiative transfer in the post-processed grids, using
a tool like RADMC-3D (Dullemond et al., 2012), would give the ability to produce
synthetic emission maps for the post-processed species – an unprecedented oppor-
tunity to compare real observations of molecules in the ISM to the output of a
self-consistent 3D-MHD simulation.

Optimistically, the methods described in this thesis will not be necessary forever.
The complexity of modern astrophysical questions has outstripped the capability of
our computers to answer them efficiently enough for our liking. However, as time
passes, we can remain hopeful that this bottleneck will eventually be cleared. Our
modern 3D-MHD simulations were infeasible at their present scale as recently as
ten to twenty years ago. As we wait for the strength of our computers to catch
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up with the scale of our questions, algorithms like the post-processing and regrid-
ding methods explored here will remain central to advancing our understanding in
this field. Eventually, 3D-MHD simulations will handle their own chemistry, and
present harmonious, unified models of how matter in the universe evolves over
time. Until that day comes, I offer the post-processing tools in this thesis.
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POST-PROCESSING PIPELINE DESCRIPTION

In this appendix, I will detail the operation of the chemical post-processing pipeline
step by step. This pipeline consists of two major routines, both written by me in
FORTRAN:

1. POSTP.F90: The chemical post-processing of the tracer particles’ full histories
using Krome, and

2. REGRID.F90: The regridding of the post-processed tracer particles into volume-
filling, 3D number density distributions.

Additionally, after describing the these two major routines in detail, I will briefly
report on a few minor routines that I wrote which are also essential to the post-
processing pipeline. These minor routines are mostly concerned with repackaging
the existing data so that it can be read or analyzed further, and are included for the
sake of completeness.

A.1
POSTP.F90

A routine to post-process the chemical history of tracer particles with respect to
a different chemical network, via the microphysics package Krome (Grassi et al.,
2014).

Fundamentally, POSTP.F90 is structured to read the initial (i.e., direct from the
simulation) chemical history of a single tracer particle step by step, and solve for
the time-dependent abundances of every species in an alternative chemical network
provided by the user. This is done on a per-particle basis. Using the OpenMP library
to parallelize the operation of the code, the following steps are applied once to each
and every tracer particle under consideration.

Before POSTP.F90 can be run, a build of Krome must be compiled by the user,
with a user-defined chemical network. In this work, I have exclusively performed
my post-processing using the network react_COthin_DUSTcool_new_freeze_extra,
which contains 37 gas-phase species and 2 species frozen onto dust grains, in 301
reactions. For more detail on Krome, see Section 3.4.2, and for more detail on the
chemical networks, see especially Paper I (Chapter 5), Appendix A.

After compiling Krome with this chemical network, the necessary files and sub-
routines for post-processing are automatically generated. The routine POSTP.F90
consists of a series of subroutines that call these Krome routines, taking care to
use the tracer particles’ local dynamics at each timestep to post-process them in a
time-dependent manner. These subroutines are as follows.

Program setup

First, certain user-defined settings are initialized, in particular the subcycling threshold
percent (see later subsection ‘Subroutine: subcycle’ or Section 3.2.3 of Paper I) and
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the size of various arrays which will be needed to store tracer information later.
These arrays are allocated a size equal to the number of written-out timesteps T
(separated by 3.3 kyr) in the tracer histories. Currently, POSTP.F90 must be hard-
coded with T, depending on which simulation is being post-processed. A forthcom-
ing update to the code will eliminate this dependence on hard-coding by requiring
the user to supply a short list of simulation parameters, including T. For the SILCC-
Zoom simulations, which run for ∼ 4 Myr, T ∼ 1200.

The user must also supply the number of tracer particles over which to loop the
following subroutines, that is, how many tracers are expected to be post-processed.
The identities (equivalently, file names) of these tracers must be contained in a file
‘partlist’ supplied by the user. A forthcoming update to the code will simply count
the lines in ‘partlist’ and iterate over them all, without need for this variable to be
changed.

Subroutine: param_setup_readfile

The file ‘partlist’ is read to determine which tracer particle is to be post-processed.
The tracer’s history file is opened and read in its entirety. The following values
recorded in the history file are saved at every timestep to the aforementioned arrays
of size T, for later use:

• The elapsed time of the SILCC simulation t0 + tevol [s]

• The bulk gas density ρ [g/cm−3]

• The visual extinction in three dimensions AV,3D, calculated as in Section 2.1 of
Paper I or Section 2.1 of Paper II [mag]

• The H2 self-shielding fraction, as defined in Glover et al. (2010) [dimension-
less]

• The CO self-shielding fraction, defined analogously to the H2 self-shielding
fraction (Lee et al., 1996) [dimensionless]

• The gas temperature [K]

• The dust temperature [K]

• The tracer’s spatial position inside the SILCC volume, split into x, y, and z
coordinates [cm]

• The tracer’s velocity magnitude inside the SILCC volume, split into x, y, and
z components [cm/s]

• The local mass fractions m (from NL99) of H, H2, C, CO, and C+ [dimension-
less]

From the local mass fractions m in the final item, their respective number dens-
ities n are calculated by multiplying each mass fraction with the bulk density ρ and
dividing by their atomic weight. Using CO as an example,

nCO =
mCO × ρ

28mp
, (A.1)



A.1. POSTP.F90 89

where mp is the mass of the proton and the atomic weight of CO is 28. The number
densities of H, H2, C, and C+ are computed analogously. Next, nH+ is calculated as

nH+ = nH,tot − nH − 2nH2 (A.2)

Subroutine: chem_init

This subroutine prepares an initial chemical state for the tracer particle before post-
processing, with respect to the chemical species present in the post-processing net-
work rather than the simulation’s on-the-fly network. In this work, this amounts to
39 chemical species to be initialized at t0.

The number densities of H, H2, H+, C, CO, and C+ are initialized equal to the
tracer’s NL99 values at t0, described in the previous subsection. The number dens-
ity of helium is set using the primordial hydrogen-to-helium ratio:

nHe = 0.1 × nH,tot, (A.3)

and the number density of atomic oxygen is set according to Sembach et al. (2000),
but subtracting the quantity of oxygen which is locked in CO:

nO = (3 × 10−4)× nH,tot − nCO. (A.4)

The number densities of all other species in the post-processing network are
initialized to 10−20 cm−3. We find that after a few timesteps of post-processing
(much earlier than any analysis performed in this work), the densities of these
species are insensitive to this initial condition.

Subroutine: get_filename

A trivial subroutine that creates the output file for the post-processed tracer history,
naming it according to user-defined conditions. In this work, for simplicity, the
tracer output files are named ‘part_XXXXXXX’, where the seven-digit latter part is
replaced by the integer which is the particle’s original identifier in the simulation.

Subroutine: true_setup

Unlike the previous subroutines, ‘true_setup’ is run for every timestep of post-
processing, and constitutes the first half of each timestep’s post-processing proced-
ure. It is followed within the same timestep by the subroutine ‘subcycle’.

In ‘true_setup’, a single array of environmental parameters is generated using
the data saved from the tracer particle in ‘param_setup_readfile’. This array con-
tains the values at the current timestep t1 of the bulk density, visual extinction AV,3D,
H2 self-shielding coefficient, CO self-shielding coefficient, gas temperature, and
dust temperature. Another array is made of these same parameters, but at the
following timestep t2. A slope is calculated for the change in each of these environ-
mental parameters between t1 and t2. That is, for a parameter p, the rate of change
m is

m =
p2 − p1

t2 − t1
(A.5)

Lastly in this subroutine, the reference values for the cosmic ray ionization rate
(CRIR) and interstellar radiation field (ISRF) are set for use in Krome. In this
work, the CRIR is constant everywhere, and the ISRF is attenuated as described
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in Chapter 3. These two parameters do not strictly need to be set again at every
timestep when they remain constant in this work. However, the capability for such
updates has been included so that this post-processing scheme can be more easily
applied to other simulations which handle the CRIR and ISRF in a different way.

Subroutine: subcycle

This subroutine checks whether the environmental parameters p change by more
than a certain user-defined percent s between t1 and t2, as described in detail in
Section 3.2.3 of Paper I, and more briefly in Section 2.2.1 of Paper II.

If none of the environmental parameters p change by more than s (either in-
creasing or decreasing), the routine proceeds directly to post-processing. Krome

is called, and passed values for the gas density, the gas temperature, the other en-
vironmental parameters p, and the full set at t1 of the number densities, n1. The
solver then advances the chemistry by ∆t = t2 − t1, holding all p constant. Then, the
calculated number densities n∗

2 are all multiplied by the ratio of the bulk densities
at t1 and t2, to properly weight the chemical number densities with respect to the
changing bulk conditions around the tracer as it moves through the gas between
timesteps:

n2 = n∗
2

ρ2

ρ1
. (A.6)

If, however, one or more of the environmental parameters p1 change by more
than the percent threshold s (chosen in this work as 10%), a subcycling protocol is
initiated instead. A linear interpolation is performed for all p between t1 and t2,
using the slopes m calculated in ‘true_init’. The code determines which parameter
is changing the most quickly (i.e., which has the largest magnitude of m) and calcu-
lates how long, in the linear interpolation, that particular parameter would take to
change by exactly s. This is some time tsub,1 < (t2 − t1). Krome is called to iterate
the chemistry, but this time is supplied with the linearly-interpolated parameters p
at t1 + tsub,1, and advances the chemistry only by tsub,1.

After a first subcycling step has been done, the chemistry is then advanced in
the same fashion (using the linearly-interpolated parameters p) in steps that pro-
gressively increase in size by factors of (1 + s), until the latest tsub would advance
the chemistry beyond the original t2. When that would happen, the chemistry is
then only advanced to t2.

Once t2 has been reached, the routine loops around to ‘true_init’, and post-
processes every timestep in the tracer’s history file until the end of the simulation.
This procedure repeats for every tracer until all of them have been post-processed.

Write-out

Once the post-processing is complete, the routine writes out the data. The following
information about the post-processed tracer particle is written, for every timestep,
to the output file initialized in ‘get_filename’, in the following order:

• The elapsed time of the SILCC simulation t0 + tevol [s]

• The number density of hydrogen nuclei nH,tot [cm−3]

• The bulk gas density ρ [g/cm−3]

• The visual extinction in three dimensions AV,3D, calculated as in Section 2.1 of
Paper I or Section 2.1 of Paper II [mag]
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• The H2 self-shielding fraction, as defined in Glover et al. (2010) [dimension-
less]

• The gas temperature [K]

• The dust temperature [K]

• The CO self-shielding fraction, defined analogously to the H2 self-shielding
fraction [dimensionless]

• The number densities (from NL99) of H, H2, H+, C, CO and C+ calculated in
‘param_setup_readfile’ [cm−3]

• The tracer’s spatial position inside the SILCC volume, split into x, y, and z
coordinates [cm]

• The tracer’s velocity magnitude inside the SILCC volume, split into x, y, and
z components [cm/s]

• The number densities (from post-processing) of every species included in the
post-processing network [cm−3]

These histories can be analyzed individually, or the data from a particular timestep
can be concatenated into a snapshot using the minor routine SNAPWRITER.F90 (see
Section A.3.2).

A.2
REGRID.F90

A routine to transform a snapshot of the chemical states of tracer particles into
a volume-filling, 3D number density distribution. This is called ‘regridding’ the
tracers, so that they can be directly comparable to grid code results and to observa-
tions.

This routine uses the tracer snapshots created by SNAPWRITER.F90 from the
post-processed tracer histories (see Section A.3.2), along with the uniform grids
of nH,tot from the SILCC-Zoom simulations created by UNIFORM.PY (see Sec-
tion A.3.1), to generate number density grids of the same size and shape as the
uniform grid of nH,tot, but for a specific individual chemical species saved in the
post-processed tracer histories. This volume-filling 3D density distribution can then
be further processed with PROJECTOR.F90 (see Section A.3.3) to create column
density projections.

Setup

In the current version of the code, a number of user settings are available which
must be hard-coded and recompiled before each run of REGRID.F90. A forthcoming
update to the code will set defaults as appropriate, and permit the user to supply
the desired settings when calling the program, without need for recompilation. The
settings defined by the user include the following.

• The identity of the chemical species for which a 3D density grid is desired.
Density grids for only one chemical species can be created per run, though
this may change in a forthcoming update.
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• The cloud from which the snapshot to be regridded originated (can be looped
in one run over multiple clouds).

• The desired final resolution of the 3D number density grid, with options of
1 pc, 0.5 pc, 0.25 pc, and 0.125 pc (can be looped in one run over multiple
resolutions).

• The value of tevol for the snapshot being regridded, with options of tevol = 2,
3, or 4 Myr; or tevol = 3.76 Myr for MC2-HD, where that is the final timestep
(can be looped in one run over multiple times).

• The maximum number of interpolation steps to calculate, in the ‘interpolation’
subsection of the routine.

• Whether the snapshot being regridded comes from time-dependent post-processing,
or represents the chemistry at equilibrium.

A blank grid is then created, which will eventually be filled with the regridded
density data. This grid corresponds to the spatial extent of the zoom-in region for
the cloud being considered (set above by the user), the coordinates of which are
hard-coded in the current version. The grid consists of uniform cubic cells (of the
resolution set above by the user) which cover the entire zoom-in region, and overlap
the right-hand edge of each coordinate axis such that there are an integer number
of cells. That is, the rightmost coordinate of the blank uniform grid ‘rounds up’ to
the next integer multiple of the cell size.

Supplied with values for the cloud name, tevol, and the desired resolution, the
code then reads in another uniform grid of nH,tot from the original SILCC-Zoom
simulation, which exactly corresponds spatially to the blank grid that has just been
initialized, including the resolution and the overlap on the right-hand edge. This
uniform grid of nH,tot must be prepared beforehand using UNIFORM.PY (see Sec-
tion A.3.1). The nH,tot grid is essential for proper density weighting of the chemical
abundances produced later in this routine, in the ‘interpolation’ module.

Direct regridding

Next, the code reads a (user-supplied) tracer snapshot which corresponds to the
defined cloud name and tevol value. Each line of the snapshot corresponds to the
state of one tracer particle at this timestep. The intent of this module is to place
the chemical abundances of these tracers back into the blank grid created in the
previous steps.

For each tracer in the snapshot, the routine first checks its spatial coordinates
to determine whether it was inside the zoom-in region at this time. If a tracer
was outside the zoom-in region, the code cycles to the next tracer. If a tracer was
inside the zoom-in region, the code then calculates the cell in the blank uniform
grid that corresponds to its coordinates. Then, the fractional abundance (n/nH,tot)
of the chosen chemical species is assigned to that cell. The fractional abundance
is used rather than the direct number density because (in a later step) this allows
us to properly density-weight the interpolated abundances on the periphery of the
zoom-in region, which would otherwise be overestimated.

This process loops over all tracers in the snapshot, until every tracer has been
assigned to a cell (if in the zoom-in region) or rejected (if outside). If multiple
tracers are located in the same cell, their fractional abundances are logarithmically
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averaged to a single value for the cell. Logarithmic averages were found during
testing to better capture the density distribution than simple averages.

Interpolation

The tracers were initialized in the SILCC-Zoom simulations at a density of 1 pc−3,
covering the zoom-in region and extending a further 10 pc outside it in the x, y, and
z directions. This comprises about one to two million tracers per cloud. However,
since most analysis in this work is performed in clouds of size ∼ 100 pc in each
dimension at a resolution of 0.125 pc, the uniformly-resolved density grids contain
up to a thousand times as many cells as tracer particles. Furthermore, since the mo-
lecular gas condenses into clumps over the simulation lifetime, so too do the tracers
as they follow the gas flow (Genel et al., 2013, and see also Section 2.2.3 of Paper II).
Therefore, to create a volume-filling density distribution from the relatively sparse
tracer particle data, we must employ an interpolation and extrapolation scheme
which reliably and robustly determines the chemical information of the blank cells,
i.e. cells without tracers located inside their boundaries.

This method works as follows, and is explained more thoroughly in Section 5.1
of Paper I. Each blank cell in the grid checks its 26 immediate neighboring cells.
If one of those neighboring cells has a nonzero fractional abundance value from a
tracer, the value is copied to the blank cell, weighted by the normalized distance
between the two cells’ centroids. If more than one neighboring cell has a nonzero
fractional abundance value, their (distance-weighted) values are logarithmically av-
eraged before being copied to the blank cell. Every blank cell in the grid attempts
to fill itself in this fashion independently. The blank cells disregard the values in
other cells that have been filled by interpolation on the current step, to eliminate
reliance on the sweeping order, e.g. whether the blank cells are filled in x-y-z order
rather than, say, y-z-x order.

This interpolation process repeats as many times as necessary to fill the grid,
which for the ∼ 100 pc SILCC-Zoom zoom-in regions at a resolution of 0.125 pc
ranges between 77–250 interpolation steps. Once the entire grid is filled with frac-
tional abundance values, the grid is then multiplied by the aforementioned uniform
grid of nH,tot (produced beforehand by the user with UNIFORM.PY). This produces
a volume-filled, 3D number density distribution for the considered chemical spe-
cies, which is then written to a file. Notably, this regridding procedure is identical
for any species in the post-processing network. A 3D number density grid can
therefore be straightforwardly produced for any species which is present in the
post-processed tracer snapshots.

A.3
Minor Routines

Numerous additional routines were also written to facilitate the operation of the
two main routines. These generally repackage or reorganize the data generated
by the two main routines, so that it can be properly analyzed or plotted. Among
others, these smaller routines include the following.
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A.3.1

UNIFORM.PY

A routine that takes as its input a single SILCC-Zoom AMR grid, and produces a
uniformly-resolved 3D grid of a subvolume within the AMR grid.

This routine can produce a uniform grid for any parameter reported by the
AMR grid, but in this work, was primarily used to produce uniform grids of
nH,tot for MC1-HD, MC2-HD, MC1-MHD, and MC2-MHD, as required by the reg-
ridding procedure (see Section 5.1 of Paper I). These grids were generated for
tevol = 2, 3, and 4 Myr, except for MC2-HD, where a grid at the final timestep of
tevol = 3.76 Myr was produced instead. I also produced several uniform grids of
nH2 for validating the regridding technique in the diffuse molecular gas (see Sec-
tion 2.2.3 and Fig. 2 of Paper II).

The boundaries of the uniformly-resolved subvolume can be set manually, but
were always selected in this work to be contiguous with each cloud’s zoom-in re-
gion, which are defined using coordinates within the larger SILCC domain. Because
the size of the zoom-in region in each dimension is not necessarily equal to an in-
teger multiple of the uniform resolution, the uniform grid ‘spills over’ the right-
hand boundary of the zoom-in region by whatever fraction of one uniform cell falls
outside the proper zoom-in boundaries. In effect, the uniform grid ‘rounds up’ to
the nearest whole uniform cell size past the right edge.

This amounts, on average, to one-half of one uniform cell on the right-hand
side of each dimension falling outside the exact zoom-in region boundary. At a
resolution of 0.125 pc, this means the uniform grid exceeds the zoom-in region’s
size by about 0.0625 pc in each dimension. The four clouds’ zoom-in regions are
about 100 pc in each dimension, so this corresponds to an error of six-hundredths
of one percent in the modeled width, and the negligible cube of this error in the
total volume.

In any case, I stress that REGRID.F90 produces 3D grids from the post-processed
tracers using an identical approximation, with the coordinates of the ‘upper-right’
corner of the grid rounded up to the nearest whole uniform cell size in the same
way as in UNIFORM.PY. Therefore, the uniform grid of nH,tot produced with this
routine and the uniform fractional abundance grid produced via interpolation in
REGRID.F90 are spatially identical, and can be multiplied exactly to produce uni-
form number density grids of post-processed species from the tracer snapshots.

A.3.2

SNAPWRITER.F90

A routine that reads the entire history of each post-processed tracer particle and
produces data snapshots.

These snapshots report the full state of every tracer particle at a single desired
time, copied from their respective histories. These snapshots are generally taken at
tevol = 2, 3, and 4 Myr, except in the cloud MC2-HD, where a snapshot of the tracer
particles at the final timestep of tevol = 3.76 Myr was produced instead.

For the full list of items saved by the tracers and reproduced in the snapshot,
see the prior section on POSTP.F90. Additionally, each line (that is, each particle)
of each snapshot is appended with the particle’s number (which was previously
only recorded in the filename of the particular particle’s history) and the value of
the bulk density ρ0 at tevol = 0. Because the tracers advect along with local gas
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packets, the relative proportion of gas mass associated with each tracer remains
constant over the simulation lifetime, and so this initial bulk density can be used
for mass-weighting the data from the tracers as an ensemble.

The routine is capable of producing these snapshots for any valid time tevol > 0
defined by the user. It also has the ability to provide ‘next’ snapshots – that is, snap-
shots of the post-processed data from the timestep immediately after the primary
time(s) set by the user. Since these two snapshots are separated by the smallest
possible time (one write-out cycle for the tracer particles, which is ∼ 3.3 kyr for the
SILCC-Zoom simulations used here), these consecutive snapshots can be useful for
approximating the instantaneous rate of change of the various tracer quantities.

A.3.3

PROJECTOR.F90

A routine that reads a single uniform 3D density grid (as produced by REGRID.F90),
and produces 2D column density projections along the x, y, and z directions.

The line integration is performed manually along each direction. Because the
density grid is uniformly resolved, and has already been prepared such that x, y,
and z in the zoom-in region’s coordinate system are along the axes of the grid, each
line integration Nspecies collapses to a brute force sum:

Nspecies = s
T

∑
i

ni,species , (A.7)

where s is the resolution-dependent cell size or depth (0.125 pc for all analysis
in this work), T is the total number of cells along the desired direction (equal to
the grid width along that direction divided by s, rounded up as described under
UNIFORM.PY), and nspecies is the number density of the species whose 3D grid is
being considered.

For a given projection, this procedure repeats along the line of every 2D pixel
until a projection map of the species column density, N, is produced, at a resolution
of 0.125 pc. The spatial coordinates of each N are then calculated as the center of
the corresponding 2D pixel. That is, for the bottom-left pixel in the x-y projection
(along z) where the coordinates range from x = y = 0 pc to x = y = 0.125 pc, the
coordinates of N in that cell are reported as x = y = 0.0625 pc, the middle point.
These coordinates with their corresponding N values are then written out for the
entire projection in a row-wise format, so they can be read by the plotting routines.
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THE STATISTICAL RIGOR OF THE TRACER
POPULATION

As described in Section 3.3.1, a uniform lattice of tracer particles is injected into each
SILCC-Zoom simulation at tevol = t0. These tracers are spaced 1 pc apart in each
dimension, and fill the entire zoom-in region as well as 10 pc outside the region
in each direction. For the two pure hydrodynamic (HD) simulations considered in
this thesis, this amounts to about 900,000 tracers per simulation. For the two MHD
simulations including magnetic fields, which cover a broader spatial extent due to
the more diffuse nature of the magnetically-supported gas (see e.g. Seifried et al.,
2020; Ganguly et al., 2022), this comes to about 2,000,000 tracers per simulation.

These tracer populations seem objectively large, but the number of tracers alone
cannot tell us whether the density distributions of the simulated clouds are well-
sampled by the tracer data. The post-processed tracers are regridded as described
in Section 5 of Paper I, in a grid with a cell resolution of 0.125 pc. Even if all the
tracers are distributed throughout the cloud without redundancy, they can only
achieve a maximal cell-filling fraction of ∼ 0.1 %.

Appendix C of Paper I shows that the regridding algorithm can recover the dis-
tributions of H, H2, and CO seen in the original reference simulations, and through-
out Paper I and Paper II, the column density projections of HCO+ and OH from the
regridded tracers compare favorably to observations. Still, it is important to confirm
whether the available number of tracer particles is statistically sufficient to accur-
ately reconstruct the gas chemistry. To confirm the tracer count used in this thesis
is more than sufficient, I have selected smaller percentages of the tracer particles
at random from clouds MC1-HD and MC1-MHD, and subjected these subsets to a
few of the validation methods seen in Paper I.

First, I selected random sets of tracers amounting to 50%, 33%, 25%, and 10% of
the totals for each cloud. I calculated the average number densities of H2, CO, C+,
HCO+, and OH, and Tgas, all vs. nH,tot from these tracer subsets. These averages
and corresponding standard deviations for MC1-HD at tevol = 4 Myr are plotted
in Fig. 4, along with the result from the full population (100%) of the tracers. The
number densities are quite insensitive to the tracer number statistics, with the av-
erages and standard deviations visually indistinguishable on the plots. This close
correspondence is seen in other clouds at other times as well (not shown). The res-
ult accords with findings from Ferrada-Chamorro et al. (2021), who found the same
insensitivity to tracer statistics down to a 1% subset of their full tracer populations.
Consequently, I will restrict the subsequent analysis techniques to the smallest sub-
set, 10%.

Next, I generate number density grids at a uniform 0.125 pc resolution for MC1-
HD and MC1-MHD at tevol = 4 Myr, for the species H, H2, H+, C, C+, gaseous CO,
and CO frozen onto dust grains. No other hydrogen- or carbon- bearing species
contain more than 0.1% of the total hydrogen or carbon mass respectively, and
are neglected here. Using the total masses of these grids, I repeat the analysis of
Fig. 10 in Paper I. This sums the aforementioned hydrogen and carbon species and
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Figure 4: The average number densities of H2, OH, CO, C+, and HCO+, and the
average value of Tgas, vs. nH,tot in MC1-HD at tevol = 4 Myr. The shading indic-
ates one standard deviation. Each color would correspond to a different subset of
tracers, but their results are visually indistinguishable down to the 10% subset.
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Figure 5: The ratio of regridded total hydrogen (blue) and carbon (red) masses
to the total H and C masses from the SILCC grids, as a function of the number
of interpolation steps. The left-hand panel shows MC1-HD, and the right-hand
panel MC1-MHD, both at tevol = 4 Myr. The convergences of both the full tracer
population (solid lines) and the 10% subset (dashed) are shown. This corresponds
to Fig. 10 from Paper I.

compares the total regridded H or C mass to the total H or C mass from the SILCC-
Zoom grids, as a function of the number of interpolation steps taken in the course
of filling in the entire regridded domain.

Each cloud’s results for the 10% subset are shown in Fig. 5, compared to the
results for the full tracer population. In MC1-HD (left-hand panel), both the total
hydrogen and total carbon masses from the 10% subset converge to the same values
as the full tracer population. Convergence takes about twice as long for the 10%
subset as for the full population. Reducing the tracers by a factor of ten would in-
crease the average inter-tracer separation by 101/3 ≃ 2, so the doubled convergence
time for the 10% subset implies that the inter-tracer separation is the controlling
factor in the grid-filling timescale. This would indicate that running SILCC-Zoom
simulations with another factor of ten increase in tracers (to ∼ 107 per simulation)
would only halve the interpolation convergence time, down to nsteps ∼ 5. Assuming
conservatively that this relationship between tracer number and inter-tracer separa-
tion continues to hold, an interpolative method like the one I have developed would
be unavoidable unless the tracer count were multiplied by several more factors of
ten.

In the right-hand panel of Fig. 5, the convergence results for MC1-MHD at
tevol = 4 Myr are shown. The hydrogen mass for the 10% subset still converges
well, but the carbon mass overshoots the value for the full population. I posit that
when 90% of the tracers are removed, different effects are seen in different dens-
ity regimes. Minimal difference to the carbon quantity is made in the diffuse gas,
where tracers are often separated by multiple cells anyway and significant interpol-
ation is required to fill the grid even with the full population. Furthermore, cells
with very dense gas can contain many tens of tracers, so the removal of 90% may
still leave behind enough tracers to comprehensively sample these cells.

Conversely, in the intermediate density regime, many contiguous cells contain-
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ing ∼ 1 tracer may be left empty. The interpolation method fills these cells using
the nearest surviving tracers, which may be those in very dense gas. As such,
the regridded 10% subset would contain high densities of CO (both gaseous and
frozen-out) in gas of intermediate bulk density. This effect would be greater in
MHD clouds than in HD ones, as the MHD clouds have more diffuse gas in general
and would suffer the greatest change by inaccurately interpolating the high-density
CO outward from the local density peaks. The sharper density distribution of CO
compared to H2 (again see Appendix C of Paper I) makes this effect stronger for
the total carbon mass than for the total hydrogen mass.

Next, in the top panel of Fig. 6, I repeat the analysis of Fig. 11 in Paper I. This plot
gives the average fractional abundance of H and H2 (relative to total hydrogen) and
C, CO, and C+ (relative to total carbon) as a function of nH,tot. The original Fig. 11
in Paper I is provided in the bottom panel for comparison. As with the tracers,
the average abundances of these species calculated from the grids are consistent
between the 10% subset and the full population. At high density, the carbon species
behave erratically, consistent with the prior hypothesis regarding the impact of the
interpolation on the carbon species in particular. All in all, however, limiting the
tracers to a 10% subset has minimal impact on the average abundances across a
wide density domain.

Finally, I produce HCO+ grids from the 10% tracer subset for MC1-HD and
MC1-MHD at tevol = 4 Myr, and take column density projections. In the top panel
of Fig. 7, I plot the average N(HCO+) vs. N(Htot), N(H2), and N(CO). This repeats
the analysis of Fig. 14 of Paper I, which I repeat in the bottom panel for comparison.
Again, the regridded 10% subset captures the same functional relationships as the
regridded full tracer population. The value of N(HCO+) is slightly elevated at most
densities in the 10% subset compared to the full population, which I ascribe to
the same interpolation effect that impacted the carbon mass. The effect is barely
noticeable, however.

In conclusion, I find that taking a subset of 10% of the tracer particles has reas-
onably small impacts upon the outcomes of the post-processing and regridding
algorithms. The tracer averages are unaffected. Reducing the tracer statistics seems
to cause the CO to be inaccurately interpolated farther out from dense cores than
it should be. However, the effect is fairly small. The corresponding consistency of
individual species’ fractional abundances as a function of the total density, and of
the HCO+ column density as a function of the Htot, H2, and CO column densities,
shows that the regridding methods undertaken in this thesis are robust against a
sharp reduction in the tracer number statistics. This indicates the current count of
tracer particles from these simulations is statistically sufficient.
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