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Abstract

This thesis presents the development of a new compact di�erential three-foil plunger (Cologne
Compact Di�erential Plunger - CoCoDi�) for the measurement of lifetimes of excited states in
nuclei with the Recoil Distance Doppler-shift (RDDS) method as well as auxiliary techniques
and methods to aid the usage of this new plunger and of other plunger devices. The new
plunger apparatus has been commissioned in an experiment on level lifetimes in 50Cr which was
carried out at the Cologne FN tandem accelerator. There, lifetimes of the �rst 2+ and 4+ states
have been measured with good precision which match with literature values and shell-model
calculations. To enhance the precision of plunger experiments that need absolute foil separations,
a new method to measure these has been developed, using an optical sensor. This method
has been tested using an experiment on known level lifetimes in 181Ta also conducted in Cologne.

Furthermore, an RDDS experiment on level lifetimes in 144Ce was carried out, which is a
candidate for octupole deformation. Lifetimes of the �rst 2+, 4+, 6+ and 3− states haven
been measured with good precision, the latter three for the �rst time. From these lifetimes,
B(E2) and B(E1) transition strengths could be determined that give further proof for possible
octupole deformation. Additionally, the lifetime of the 3− state is important for a possible
future Coulomb excitation measurement in search of the yet unobserved 3− → 0+ transition.

Lastly, level lifetimes of the �rst 2+ and 4+ states in 60Ni have been measured using the
RDDS method. They shed light into a prior confusing situation of contradicting literature
values that allowed for no clear physical interpretation of the onset of collectivity of Ni isotopes
regarding the tentative N=40 sub-shell closure.
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1 Introduction

Lifetimes of excited states in nuclei, together with their excitation energies, are among the most

important experimental observables in nuclear structure physics. They allow the determination

of transition strengths between excited nuclear states, which in turn give insight into the struc-

ture of the nucleus itself. Level lifetimes in nuclei span over a wide range, from nuclear isomers

with lifetimes in the range of many years 1 to very short lifetimes in the range of femtoseconds,

depending on the character of the excitation and structure of the nucleus. Therefore, many di�er-

ent techniques exist to obtain lifetimes from these di�erent regions [2]. One of these is the Recoil

Distance Doppler-shift (RDDS) method, which covers the range from about one to several hun-

dreds of picoseconds, depending on the experimental circumstances. The RDDS method makes

use of the so-called plunger apparatus, a sophisticated device which allows the measurement to

be conducted with a very high precision. In the last decades, several of these devices have been

built speci�cally for di�erent laboratories and experimental conditions. Many of these plungers

followed the design of the Cologne Coincidence Plunger [3], which will be described in detail later.

Some examples of such plungers are described in Refs. [4, 5]. In the more recent years, however,

the progress in the manufacturing of highly precise piezo motors (a key component of all plunger

devices) that allowed for a massive reduction of the motor sizes, has opened the possibility for

new, very compact plunger designs. These have the advantage that they can �t inside compact

particle detector arrays like MICROBALL [6], enabling new possibilities for specialized plunger

measurements. At the same time the advent of next-generation research facilities like the Facility

for Rare Isotope Beams (FRIB)2 and the Facility for Antiproton and Ion Research (FAIR) will

lead to novel possibilities for nuclear structure research. However, beam time at these facilities

will be extremely valuable and obtaining it will be a highly competitive process, even more than

it is already for the existing state-of-the art facilities. Since RDDS measurements require fairly

long beam times to be successful, this restriction is especially valid. Therefore, decreasing the

amount of required beam time can become of great value. One possibility to achieve such a

reduction of beam time is the use of the di�erential plunger method, which utilizes a three-foil

plunger device [7].

One main objective of this thesis is therefore the combination of the new possibilities of very

compact plunger designs and the di�erential plunger method to design, construct and commis-

sion a novel compact three-foil plunger device which can be employed at di�erent experimental

facilities. One part of this thesis reports on the development of this new plunger as well as on

the derivation of an adjustment to the established Di�erential Decay Curve Method (DDCM) for

the usage with three-foil plungers. The new plunger device has been tested in a commissioning

experiment, measuring lifetimes of excited states in 50Cr.

Additionally, this thesis is also focused on developing auxiliary methods and techniques which

can improve RDDS measurements with the new device as well as with other plunger devices.

For this, a new method to obtain absolute foil separations in plungers with higher precision then

1The longest living isomer known today is 180mTa, a 9− state with a half-live of >7.1· 1015 years [1]
2FRIB o�cially started operating in 2022.
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1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

previously achievable will be presented. Absolute foil distances are needed for certain use cases

of the di�erential plunger method as well as in conventional RDDS measurements with two-foil

plungers that do not use the DDCM. The new method to obtain absolute distances has been

compared to the standard capacitance method as well as to a distance measurement with known

lifetimes in an experiment on 181Ta.

Another focus was laid on the handling of Doppler-Shift Attenuation (DSA) e�ects in RDDS

measurements with the simulation toolkit PTBG4 that has been developed by T. Braunroth [8].

To benchmark the usage of this toolkit for DSA e�ects with real data, an RDDS experiment on
60Ni was utilized, a semi-magic nucleus close to the proposed neutron sub-shell closure at N=40,

where the experimental situation prior to this experiment yielded a partly contradictory message

regarding the onset of deformation in the Ni isotopes towards (proposed) mid-shell. DSA e�ects

are expected to play a role for the lifetime of the �rst 2+ state in this nucleus.

Apart from these developments in the design of plunger devices and auxiliary techniques, an-

other lifetime measurement using the RDDS method has been carried out during the course of

this thesis at the Cologne FN Tandem accelerator. The investigation of level lifetimes in 144Ce

explores further the octupole deformation in neutron-rich lanthanide nuclei, a topic that has

been of great interest in the nuclear physics community over the past decades (see, e.g., [9]).

In the following introduction, an overview of the RDDS method with a special focus on the

di�erential plunger method will be given. The signi�cance of absolute foil distances for plunger

measurements will be introduced. Furthermore, the design of the Cologne Coincidence Plunger

will be presented as well as the possibilities of and requirements for a new compact plunger de-

sign. Afterwards, the di�erent reaction types that have been used for the experiments conducted

during the work for this thesis will be brie�y reviewed with a special focus on their characteristics

that are important for plunger measurements. Lastly, a short introduction into the theoretical

frameworks that are important for the description of the results from the di�erent lifetime studies

will be given.

1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS)

method

The measurement of nuclear level lifetimes allows to probe properties of the strong force between

nucleons. They are directly related to the transition matrix elements between di�erent states in

nuclei, which makes them ideal to test predictions of sophisticated theories about nuclear struc-

ture like the shell-model and di�erent collective models. The level lifetime is directly connected

with the transition strength between two states. For example, for a pure E2 transition between

two states, the reduced transition strength can, following the derivations in [10, 11], be calculated

from the lifetime τ via

B(E2) =
2(5!!)2

24π

αbr

1 + αIC

(
ℏc
Eγ

)5 ℏ
τ

(1)

where αbr is the branching ratio and αIC the ratio for internal conversion.

The Recoil Distance Doppler-shift method (RDDS) is used to extract lifetimes of excited nuclear

states. For a detailed review on this method see Ref. [3]. In the following, only a brief overview

2



1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

of the method itself and of the principles of the analysis of such measurements will be given.

1.1.1 The RDDS method

The RDDS method exploits the fact, that γ radiation emitted from a decaying state while the

nucleus is in motion with velocity v gets detected with a Doppler-shifted energy:

Eγ,sh = Eγ

√
1 − β2

1 − β cos(θ)
, (2)

where Eγ,sh is the Doppler-shifted energy of the γ-ray from the decay, β = v
c and θ is the angle

between the motion vector of the recoil and the detector [3].

To obtain a level lifetime, a plunger apparatus is used. This consists of two (or more, see below)

foils, a target and one (several) degrader foil(s). The nuclei created in the target get knocked

out and travel towards the degrader foil. Excited states in these nuclei can either decay in-�ight

or after the nuclei have been stopped or slowed-down in the degrader foil, changing the observed

γ-energy according to the Doppler-e�ect. Di�erent foil separations lead to di�erent �ight times

t and therefore give information about the time behavior of the decay, represented in the decay

curve:

R(t) =
Ius

Ius + Ish
(3)

where Ius and Ish are the intensities of the peaks observed at the unshifted and Doppler-shifted

energies, respectively [3]. A schematic representation of the method is shown in Fig. 1.

For an isolated excited state with no feeding, the decay curve is described by an exponential

function of the form

R(t) = N(0)e−
t
τ (4)

with N(0)=1 because Eq. 3 is normalized with respect to the total amount of decays. To extract

the lifetime from RDDS data, one has to �t the decay curve of the state of interest to the data

points from the di�erent foil separations. In the general case, however, a level is not populated

directly but through multiple feeding paths. This is especially true if the respective nucleus

has been created in a fusion-evaporation reaction, where nuclei are populated in highly excited

states3. In such cases the decay is described by the general set of di�erential equations

ṅi(t) = −λini(t) +
∑
k

bkiλknk(t) (5)

where ni(t) describes the population of level i at time t, i is the state of interest, k are the feeding

states, λ is the respective decay constant and bki are the branching ratios between states k and

i [3]. If solved for a certain decay scheme, one obtains the Bateman equations of the decay,

from which the decay curve R(t) can be derived [12]. For the lifetime analysis this means that

it is necessary to know precisely the feeding pattern of a state, including the lifetimes of the

3see chapter 1.3
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1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

feeders, as well as the initial population of all feeding states. In all cases, for an analysis using

the Bateman equations, absolute foil separations are needed to obtain the �ight times.

If the analytical decay curve is used, a comfortable way to perform the lifetime analysis is the

use of Monte-Carlo type (MC) simulations [13]. MC methods are used to obtain a probability

distribution of a dependent variable when the probabilities of all independent variables are known

but no closed formula is available (or the closed formula is too demanding to obtain or solve

analytically). In the process of determining lifetimes with the Bateman equations, they are

used to incorporate all types of uncertainties to give a well-de�ned uncertainty for the resulting

lifetime value. This is especially useful because the uncertainties (and their types of distributions,

e.g. linear, Gaussian etc.) of the input parameters, like feeding lifetimes, branching ratios

and absolute foil distance, are generally well known. At the same time, the calculation of

their in�uence on the resulting lifetime may be analytically demanding, especially since some

uncertainties might be correlated. In a Monte-Carlo type simulation, each input variable is

treated independently and is varied within its uncertainty range using its probability distribution.

This way, in each simulation step a random value (within and depending on the respective

probability distribution) is assigned to every input variable and a lifetime value is calculated using

these values. A large number of steps yields a probability distribution of lifetime values from

which in turn the uncertainty of the lifetime (e.g. by using the σ intervals) can be calculated.

An example of a resulting probability distribution of a lifetime analysis is shown in Fig. 2.

Another advantage of using Monte-Carlo type simulations is that also unknown quantities like

unobserved feeding can easily be incorporated, if a measure of its probability (e.g. observation

limits, lifetimes in neighboring nuclei) can be found. This technique has been used in the analysis

of 144Ce to obtain realistic uncertainties for cases where unobserved feeding might be possible

(see chapter 5).

1.1.2 The Di�erential Decay Curve Method (DDCM)

An alternative to the analytical decay curve analysis is the use of the Di�erential Decay Curve

Method (DDCM). The derivation of this method shall not be repeated here. Instead, the reader

is referred to Refs. [15, 3]. The DDCM states that the lifetime of a state is given by

τi(x) =
−Ri(x) +

∑
k bkiαkiRk(x)

d
dtRi(x)

· 1

v
(6)

where Ri(x), Rk(x) are the decay curves of the state of interest i and the k direct feeding states.

αki denotes a factor of proportionality for the di�erence in detection e�ciency for di�erent γ

energies and di�erences in angular distributions and bki represents the branching ratio [3]. The

DDCM o�ers some advantages over the analytical decay curve approach, among them are the

possibility to detect certain systematic error types and the need for relative distances instead of

absolute distances, which can be obtained with a much higher precision.

If it is possible to use γ − γ coincidences and to set a gate on the shifted component of a direct

4



1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

shifted unshifted shifted unshifted shifted unshifted

Figure 1: Schematic representation of a plunger measurement. In this case an additional particle
detector upstream of the target is shown, which is used to detect back-scattered reaction partners. See
chapter 1.3 for more details.
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1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

Figure 2: Example of the result of a Monte-Carlo type simulation being used for the lifetime analysis.
The lifetime was chosen to be the �rst moment of the probability distribution (solid line) and the uncer-
tainties are the σ intervals to both sides thereof (dashed lines). The example stems from the analysis of
144Ce. Details regarding the analysis are given in chapter 5. Figure adapted from Ref. [14].

feeding transition of the state of interest Eq. 6 simpli�es further to

τi(x) =
Ius

v d
dxIsh

, (7)

where Ius is the intensity of the unsifted component and Ish is the intensity of the Doppler-

shifted component [3]. This adds the advantage that no feeding assumptions have to be taken

into account, reducing the general systematic uncertainty of all types of RDDS measurements

signi�cantly.

In this work, the DDCM is mostly used for the lifetime analysis of excited states in 144Ce in the

γ-single version due to a lack of statistics which prevents the use of γ − γ coincidences. The

lifetimes of excited states in 60Ni have been analyzed with the γ − γ coincidence version of the

DDCM.

1.1.3 The Di�erential Plunger Method

Introduced by Dewald et al. [7] the Di�erential Plunger Method (DPM) is a further development

of the DDCM. While the DDCM is a very successful and well-established method, it still su�ers

from some drawbacks, the most consequential one is the need for extensive beam times. Accord-

ing to Eqs. 6, the derivative of decay curve R(t) is needed for the calculation of the lifetime.

Since the decay curve of the state is not known beforehand, this means it has to be sampled

by measuring the shifted and unshifted components of the level's decay radiation at di�erent

6



1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

target-stopper distances to be able to obtain the derivative of this function.

The DPM is meant to overcome this restriction. In principle, it enables the user to extract

Figure 3: Schematic depiction of a three-foil plunger (a) and exemplary decay curve with the experi-
mentally observable quantities (b). Figure adapted from Ref. [16].

lifetimes from one single distance con�guration by directly measuring the derivative of the decay

curve. To do so, a three-foil plunger apparatus is needed. In this apparatus, a degrader at a

separation x after the target foil is used to slow down the recoiling nuclei with velocity v, so that

they travel the last distance ∆x to the stopper with a reduced velocity v′ (see Fig 3(a)). This

yields three di�erent peaks in the corresponding γ-spectrum, originating from decays happening

between target and �rst degrader (fully-shifted intensity Ifs) between �rst degrader and stop-

per (reduced-shifted intensity Irs) and in the stopper (unshifted intensity Ius). Transferred to

absolute �ight times, these peaks relate to di�erent positions on the decay curve of the level of

interest. As can be seen in Fig. 3(b), −Irs = R(t2) − R(t1), where t1 (t2) is the time when the

recoil leaves (enters) the �rst degrader foil (stopper foil)4 By dividing it by the time di�erence

∆t = t2 − t1 between the recoil leaving the �rst degrader and reaching the stopper one obtains

the di�erential quotient

∆R

∆t
=

R(t2) −R(t1)

t2 − t1
=

−Irs
∆t

=
−Irs · v′

∆x
(8)

which describes the slope of the secant between R(t1) and R(t2). If one requires ∆x to be very

small (technically lim ∆x → 0), then Eq. 8 describes dR(t2)
dt . Using the DDCM as given in Eq. 7

and the fact that Ius describes R(t2) one gets the standard DPM formula [7]

τi =
Ius
Irs

∆x

v′
. (9)

The requirement of very small ∆x naturally opposes the practical requirements for a measure-

ment, since it leads to a very small intensity of the reduced-shifted peak which lies beyond the

observation limit. Therefore, for a precise measurement a certain minimum distance, at which

Irs has a high enough peak-to-background ratio, is needed. On the other hand, of course, the

4Note: In this section, R(t) means the non-normalized decay curve, following the notation of chapter 3.
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1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

larger Irs gets, the less valid the approximation made in Eq. 9 becomes. To solve this problem, a

correction factor to treat deviations of Eq. 8 from dR(t2)
dt when ∆x is not negligible was proposed

by Iwasaki et al. [5] and used for example by Giles et al. for a lifetime analysis [17]. This factor

is derived from the ratio of Eq. 8 and the analytical derivative of R(t2), obtained by assuming

that R(t) = N0 · exp(−t/τ) and therefore reads

C(τ,∆t) =
exp(∆t/τ) − 1

∆t/τ
. (10)

A corrected lifetime could then be obtained via [5]

τcorr = C(τ,∆t) · Ius
Irs

∆x

v′
. (11)

However, as explained above, this derivation assumes the decay function R(t) to be a simple

exponential. This, again, is not applicable to general cases, where, because of complicated

feeding patterns, the decay function can become much more complicated and, as has to be

stressed, is generally not known beforehand in detail. Therefore, the DPM is only applicable to

certain cases, where the lifetimes are long enough to be able to choose ∆x su�ciently large or

where the feeding pattern is extremely simple and the correction factor can be used.

Apart from the DPM, a three-foil plunger can also be used to measure at two distances at

the same time and therefore reduce the time needed for an experiment. This is especially

advantageous if lifetimes of di�erent magnitudes are targeted in one experiment. Formulas to

obtain lifetimes this way using the DDCM and γ-γ coincidences have been derived in the course

of this thesis and are given in chapter 3.

1.1.4 Absolute foil separations

To determine the time-of-�ight of the recoils between the target and the degrader foil(s), the

absolute foil separations are needed. These are not trivial to measure because the absolute zero

point is unknown. The electrical contact point of the foils, which is often used as a zero point

for the relative distances, di�ers in most cases from the absolute zero point where both foils are

completely in contact with each other [3]. One possible reason for this are microscopic spikes in

the foils that cause electrical contact early.

The need for absolute distances vanishes when the DDCM is used for the analysis, because

only relative distances are needed there. However, in some cases it is preferable to perform the

analysis with the Bateman equations, e.g. if only a low number of distances have been measured

or if there are few distances in the region of sensitivity. Absolute distances are also needed, if

the data are analyzed with the help of simulations and in certain cases of the DPM as explained

in chapter 3. In most modern plunger experiments the capacitance method is utilized to obtain

absolute distances [18]. However, as will be shown in detail in chapter 4, this method su�ers

from certain drawbacks and lacks in precision. Therefore, a new method to measure absolute

plunger distances directly has been developed in this thesis and will be presented in chapter 4.

8



1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method

This new method allows for a reduction of uncertainties in lifetime measurements where absolute

distances are needed.

1.1.5 Doppler-shift attenuation e�ects in RDDS measurements

If very short lifetimes are measured using the RDDS method, Doppler-shift attenuation (DSA)

e�ects have to be taken into account [3]. Since the slowing-down of the recoiling nuclei in the

stopper foil is not instantaneous, a �nite stopping time exists where the recoils already entered the

stopper foil but are still in motion. γ-rays from decays happening during the slowing-down phase

will therefore be observed with a (reduced) Doppler-shift in the detector, leading to non-Gaussian

peak forms where the unshifted peak receives a tail in the direction of the Doppler-shifted peak.

If Gaussian �ts are still used for the analysis, the decays during the slowing-down e�ects are

partly counted towards the shifted peak, even if the recoils already penetrated the stopper foil.

Furthermore, if γ-γ coincidences and a gate on the �ight component of a feeding transition are

used, recoils that have already entered the stopper but have not slowed down completely can

contaminate the gate. For lifetimes which are long compared to the stopping time, this e�ect

is negligible because the number of decays happening during the slowing-down process is small.

If, however, the stopping time is comparable to the lifetime that shall be measured, the DSA

e�ect highly in�uences the obtained lifetime. A simulated spectrum where the DSA e�ect on the

lineshapes of the peaks is visualized is shown in Fig. 4. A more detailed description of the DSA

e�ect on RDDS measurements is given in Ref. [3] and references therein.

One possibility to analyze lifetimes obscured by the DSA e�ect is the use of simulations that

reproduce the experimental circumstances. Spectra, produced by this type of simulations can

then be compared to the experimentally obtained ones to extract the lifetime of the state of

interest. The main issue regarding the correct simulation of the DSA e�ect is the knowledge

about the correct stopping powers. The stopping power consists of nuclear and electronic stopping

powers and has not been measured with the necessary precision for all combination of nuclei.

Therefore, di�erent (semi-)empiric formulas exist that calculate or extrapolate these stopping

powers from measured ones (see, e.g., Ref. [19]). Depending on which formulas are used and

how well the stopping powers are known, this might be the main source of uncertainty for such

kinds of simulations.

One possibility to conduct DSA corrections with is the Geant4-based [20, 21, 22] simulation

toolkit PTBG4 [8]. This simulation is �ne-tuned to the Cologne plunger spectrometer to precisely

simulate the experimental conditions, including the type and position of the detectors as well as

their e�ciency and resolution. The PTBG4 toolkit accepts the types and thicknesses of plunger

foils, their separation, the reaction, the level scheme and the lifetimes of all simulated levels as

input parameters. The reaction process itself is simulated, which includes the resulting velocity

of the recoiling nuclei which is calculated from the initial transmission of kinetic energy from

the reaction and the energy loss within the target foil. The stopping powers are taken from the

SRIM database [23]. While the PTBG4 toolkit is very capable of producing realistic spectra for

many types of reactions with this approach, one major drawback exists: If the calculated velocity

9



1.1 Lifetime measurements using the Recoil Distance Doppler-shift (RDDS) method
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Figure 4: Visualization of the in�uence of DSA e�ects on the lineshape of the unshifted and the shifted
peak in a RDDS measurement. The spectrum was obtained using the PTBG4 simulation toolkit [8] to
simulate the decay of the 2+ state from the lifetime measurement on 60Ni described in chapter 6.

from the simulation does not match the experimentally observed velocity there is no direct way

to �ne-tune the simulation to the experiment.

The prerequisite for using PTBG4 (or any simulation) to analyze the lifetime of a state is to �x

the feeding of this state. Since it is likely that the feeding pattern including all lifetimes and

branching ratios is not entirely known, it is necessary and convenient to use e�ective lifetimes of

the states feeding into the state of interest. These will include all lifetimes of higher-lying states

branching into the feeding state. If γ-γ coincidences can be used for the experimental data to

�x the feeding path, one e�ective lifetime of the direct or indirect feeder of the selected cascade

is su�cient to describe the feeding of the state of interest. For singles data, however, e�ective

lifetimes of all feeders together with their initial populations and branching ratios into the state

of interest have to be determined.

As a good case to benchmark the PTBG4 simulation toolkit, a measurement on 60Ni conducted

in Cologne was chosen. The 2+1 state in this nucleus exhibits several features that make it a

valuable test case for the usage of the simulation: The lifetime of the state is known from several

past experiments 5 to be very short (≈ 1ps) and is therefore very likely heavily in�uenced by DSA

e�ects. Moreover, the 2+1 → 0+1 transition has a high energy of 1332 keV. This, together with

a relatively large recoil velocity of the 60Ni nuclei of about 2%c, leads to a large Doppler-shift

5Some of these lifetime measurements disagree with each other, as is explained in detail in chapter 6. However, a
recent Coulomb excitation measurement that gives a very precise B(E2)(0+1 → 2+1 ) value also measured transition
strengths in neighboring nuclei and shows very good agreement to literature values in these nuclei [24]. It can
therefore be used as a trustworthy comparison.
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1.2 The Plunger apparatus

Figure 5: Model of the Cologne Coincidence plunger. The target chamber (A), where target and stopper
foil are located, is separated from the motor via a large bearing unit (B). Picture taken from Ref. [3].

and therefore to a good separation of the shifted and the unshifted peak. Thus, the e�ect of the

Doppler-shift attenuation should be clearly visible in the γ-ray spectrum. The analysis of 60Ni

will be presented in chapter 6, where also the results of the simulation with the PTBG4 toolkit

are shown.

1.2 The Plunger apparatus

The apparatus needed for RDDS experiments, the plunger, is used to position the foils precisely

at di�erent separations and to keep these separations constant during a measurement. For the

setting of the foil distances, most modern plungers use piezo motors, which can obtain reliable

step widths in the range of a hundred nanometers. The process of keeping the distance constant

is handled by a feedback system. It is needed to account for slow changes of the foil surfaces in

the beam, e.g. due to thermal e�ects. Modern-day plungers use the capacitance method for this

task, as �rst presented by Alexander and Bell [18]. Brie�y summarized, an electric signal is fed

to one plunger foil. The two plunger foils together will then act as a plate capacitor and thus

a voltage is induced in the second foil. The amplitude of this induced voltage depends on the

distance between both foils following the capacitance of a plate capacitor:

Cplate ∝
A

d
(12)

where A is the area of the plates and d is the distance between the plates. By measuring changes

in the capacitance via the induced voltage, a feedback system is able to detect changes in the

distance between the foils. For this feedback system and other complementary tasks around

setting up and running a plunger measurement, sophisticated control software is needed. The

capacitance method can also be used to obtain absolute distances. A comprehensive overview

about this method will be given in chapter 4.

For the required distance adjustments for the feedback system, many plunger designs rely on an

additional piezo stack. However, it can also be viable to use the piezo motor for this task as well.

The design of the Cologne Coincidence Plunger [3], which has been used for the lifetime mea-

surements on 144Ce and 60Ni that will be presented in this thesis, is shown in Fig. 5. The most
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1.2 The Plunger apparatus

prominent design feature of this plunger is the separation of the target chamber from the actu-

ator housing (motor, piezo stack) via a large bearing unit. This ensures a minimum of material

in the chamber itself and therefore minimizes the unwanted absorption of γ-rays. Additionally,

the γ-ray detector can be positioned very closely because the chamber is small, thus further

increasing the e�ciency. Other features include an additional piezo stack which is used for the

feedback system while the motor is solely used for changing the distances and an inductive probe

in the target chamber to measure relative distances independently of the built-in sensor of the

motor.

1.2.1 Compact Plunger designs

To perform the required tasks, a plunger apparatus relies heavily on very precise step motors

to be able to set foil separations in the micrometer range. In the last years, much smaller

motors of this kind have become commercially available. Especially, very small linear stages

o�er advantages for the design of plunger devices. In existing plunger designs like the Cologne

Coincidence Plunger the motor is placed upstream of the actual plunger foils and is connected to

them via a very precise bearing unit as described above. The modern linear stages, however, are

self-guided and small enough to be placed directly inside of the reaction chamber. Therefore, the

movable foil holders can be mounted directly on top of them. Plungers based on this design can

thus be of a very compact size, opening up the possibility to place them inside of surrounding

particle detector arrays like Microball [6] or JYtube 6. The �rst compact plunger of this type

built in Cologne was the GALILEO plunger [26], built for the Ge-detector array of the same

name at the Laboratori Nazionali di Legnaro (LNL). Next to the advantages already mentioned,

this new design also signi�cantly simpli�es the manufacturing of new plungers. Furthermore, the

handling of the plunger during the preparation of an experiment becomes easier, because tasks

like mounting and aligning the foils can be done at tabletop due to the much simpler process of

removing the plunger from the beam line.

Since no additional piezo stack for the feedback is installed in the compact plunger design,

the precision and the smallest possible step width of the piezo motor are of especially high

importance. For setting the desired distances, a step width and precision of about 0.5-1µm

is su�cient. However, if it is desired to keep the distance constant within a precision range of

δx<0.5µm, which is easily achievable with the capacitance method at small distances, the smallest

possible step size has to be at least < δx/2 to ensure that corrective moves within the range

are possible. To understand the challenges caused by this requirement, in the following a short

overview of the functionality of the type of piezo motors by the company Physik Instrumente(PI)

that are used in the plungers designed in Cologne will be given.

The PI piezo motor uses so-called NEXACT® modules to perform movements with down to

about hundred nanometer step widths [28]. They consist of multiple actuators which belong to

two groups. Each actuator is built up by two separate piezo segments (see Fig. 6). To move the

runner, a walk-like movement is performed: By applying di�erent voltages to each of the two

6A further development based on the older UoYTube detector [25]
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Piezo Segments

Actuator Element

Runner

Integrated Sensor

Figure 6: Model of a NEXACT® module from a PI piezo motor. The actuator elements belong to two
distinct groups, marked here in red and blue. The mode shown here is the locked position where the
runner is held in place by all actuator elements. For details about the movement process see text. Figure
adapted and redrawn from [27].

piezo segments in an actuator, it will bend either to the left or to the right, taking the runner

along. Afterwards, both elements will receive voltages that trigger a compression of the crystals,

causing a loss of contact between actuator and runner. In this contact-less state, the actuator

can then bend in the opposite direction, extend again to reestablish contact and bend in the

direction of the movement again. Repeating this process, the runner is moved step-by-step to

the desired position. To accelerate the movement, two groups of actuators are used that can

work with a matching phase shift making the movement nearly constant. If the desired position

is reached, all actuators will extend and hold the runner in place. The movement range of such

a motor is in principle only limited by the length of the runner.

There are two modes to operate the motor: Open-loop and closed-loop operation (see Fig. 7).

In the �rst, the desired movement is given in step cycles. The motor controller calculates the

corresponding voltages that will be given to the piezo elements and give back the new (relative)

position of the runner after the movement. A step cycle, however, does not imply the same

travel distance each time. This will depend on several factors, like the load and the position

of the runner and also on e�ects like abrasion during the lifetime of the motor. In closed-loop

operation, on the other hand, the dimensions of the movement are given in physical units, e.g. in

µm. The �rmware of the motor controller will then automatically carry out the needed amount

of step cycles in a feedback loop with the integrated sensor. In the motor type used for the newly

developed compact plungers, for this an optical sensor with a resolution of 4nm is built into the

motor housing.

For a compact plunger, where the motor drives the feedback system, it is, due to the mentioned

13



1.3 The experiments at the Cologne FN tandem accelerator

PC /
Software

Step Cycles,   
Direction etc.

Trajectory 
Generator

Segment
Voltage
Calculator

Motor

(relative)
Position

Controller Unit

PC /
Software

Step width [µm]
Direction etc.

Trajectory 
Generator

Segment
Voltage
Calculator

Motor

(relative)
Position

Controller Unit

Position 
Error 

Figure 7: Representation of the open-loop (top) and closed-loop (bottom) operation modes. Simpli�ed
and redrawn from Ref. [28].

disadvantages of the open-loop mode, favorable to use the closed-loop mode for the motor control.

Since a physical step width can be chosen, it will be easy to adjust the feedback step width to a

su�ciently small value to run the feedback system with a very high precision, while the same task

proves more di�cult with the open-loop operation, because the step width will not necessarily

be constant over the course of the experiment and at di�erent distances.

The existing plunger control software for the Cologne Coincidence Plunger is built upon the

usage of the open-loop operation mode, since the requirements on the precision are lower due

to the additional piezo stack that is used for the feedback system. However, the same software

has until now also been used for the compact GALILEO plunger. In practice, this has led to

situations during several experiments with the GALILEO plunger, where the precision of the

feedback system had to be decreased even if a higher precision would have been possible with

the capacitance method. For the compact di�erential (three-foil) plunger that was constructed

during this thesis, it was therefore desirable to create a new control software as well that utilizes

the closed-loop approach to drastically increase the reliability and precision of the feedback

system. The design and commissioning of this new plunger as well as the new software will be

described in chapter 3.
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1.3 The experiments at the Cologne FN tandem accelerator

Figure 8: The Cologne plunger spectrometer with the Cologne Coincidence Plunger mounted inside.

1.3 The experiments at the Cologne FN tandem accelerator

The experiments reported on in this thesis have been carried out at the FN Tandem accelerator

facility at the University of Cologne. There, stable ions can be accelerated with a terminal volt-

age of up to 10 MV to deliver very well focused beams with high intensity to the experimental

stations.

For experiments using the RDDS method, the Cologne plunger spectrometer is used. It com-

prises two hemispheres consisting of 5 and 6 High-Purity Germanium (HPGe) detectors for the

upstream and downstream hemispheres, respectively. The detectors are placed in two rings at

142° and 45° with respect to the beam axis. An additional single detector can be added at 0° if

needed. Extreme angles are chosen to o�er large Doppler shifts. The lifetime measurements on
144Ce and 60Ni presented in this thesis employed the Cologne Coincidence Plunger, which has

been described in chapter 1.2. A picture of the plunger spectrometer with the Cologne Coinci-

dence Plunger mounted inside is shown in Fig. 8. For the commissioning experiment of the new

three-foil plunger, which also took place at the Cologne plunger spectrometer, a dedicated target

chamber has been built to �t within the geometry of the spectrometer.

The experiments conducted in the frame of this thesis use di�erent types of nuclear reactions

to populate the nuclei of interest. In the following, a brief overview about these reactions will

be given, with special focus on their specialties regarding RDDS measurements. A schematic

overview of the di�erent reaction types is shown in Fig. 9.
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1.3 The experiments at the Cologne FN tandem accelerator

Figure 9: Schematic drawing of di�erent reaction types: (a) Fusion-evaporation reaction. (b) Transfer
reaction (stripping). (c) Coulomb excitation. The nuclei depicted in yellow and green represent the beam
while the nuclei depicted in red and blue represent the target.

Fusion-evaporation reaction experiments

Fusion-evaporation reactions are two-step processes, where projectile and target �rst fuse to a

highly-excited compound nucleus which in turn evaporates light particles like single nucleons or,

e.g., alpha-particles. A certain compound nucleus can decay via multiple di�erent evaporation

channels where each has a certain statistical probability based on the excitation energy and the

available phase space [29]. During the fusion process, a large energy and angular momentum

transfer occurs, leaving the compound nucleus with both high excitation energy and high angular

momentum. Since the evaporated light particles carry away only little angular momentum, the

resulting nucleus remains in a high-spin state and cascades down to the ground state via consec-

utive γ-ray transitions [30]. For γ-ray spectroscopy this consequently means that it is possible

to observe a large number of transitions from excited states up to high spins and energies in a

given nucleus by using fusion-evaporation reactions. At the same time, in even-even nuclei many

transitions tend to lead to the ground state band (gsb) when they reach lower spins, often obscur-
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1.3 The experiments at the Cologne FN tandem accelerator

ing low-lying non-yrast or non-gsb states. For lifetime measurements with the RDDS method,

this property of fusion-evaporation reactions can also be problematic, because a large number

of decays occurring before the transition of interest increases the feeding time and enhances the

probability that long-lived feeding is present. Due to the possibility of very complex feeding

patterns, the feeding of a state can be extremely hard to describe in a γ-singles experiment.

However, the reaction cross sections of the experiments conducted using fusion-evaporation re-

actions at the FN Tandem accelerator in Cologne are typically large enough to enable the use

of γ-γ coincidences with energy gates on feeding transitions of the level of interest, where no

feeding assumptions are needed if the DDCM is used for the analysis.

(Two-neutron) transfer reaction experiments

In transfer reactions, the beam particles can either transfer nucleons to the target nucleus (strip-

ping reaction) or gain nucleons from the target (pick-up reaction) [30]. In contrast to fusion-

evaporation reactions, in transfer reactions only low amounts of energy and angular momentum

are transferred to the resulting nucleus. This means that mostly low-energy, low-spin states get

populated, leading to a γ-ray spectrum with comparably few transitions. Typically, the popula-

tion of states decreases rapidly with increasing energy and spin. For RDDS measurements, this

can help to circumvent problems with delayed feeding or high-lying isomers, which would render

a measurement impossible if being populated. At the same time, transfer reactions are also better

suited to study low-lying o�-yrast states. For plunger measurements using the Cologne set-up,

transfer reactions are normally conducted at beam energies slightly below the Coulomb barrier

to avoid the opening of fusion-evaporation reaction channels, which can have much higher cross

sections than the transfer channels and can therefore cause signi�cant dead time in the γ-ray

detectors and possibly lead to a high random background.

For the experiment to study lifetimes in 144Ce, a two-neutron transfer (stripping) reaction was

used. A suitable reaction for many 2n transfer cases is (18O,16O), which was also utilized in this

measurement.

For experiments using transfer reactions, an additional detector upstream of the target consisting

of 6 solar cells is used in the Cologne plunger set-up to detect back-scattered reaction partners,

e.g. 16O in the above mentioned reaction (see Fig. 1). This detection allows to set gates on this

speci�c reaction which cleans the spectra signi�cantly and at the same time �xes the kinematics

of the reaction and only allows for fast recoils traveling in the direction of the stopper. However,

it is not possible to distinguish between di�erent isotopes (in this case 16O and 18O) in the energy

spectra of the solar cells which causes contaminations from Coulomb excitation reactions, where

the beam particles are back-scattered into the solar cells. A typical solar cell spectrum from a

reaction at the Cologne FN Tandem accelerator is shown in Fig.10.

The transfer reactions performed in Cologne (2n or α transfer) mostly have cross sections of ≲

10 mbarn. With the current set-up, it is therefore in most cases not possible to analyze particle-

γ-γ gated spectra, where a gate is set on the back-scattered particle as well as on a certain γ-ray

energy. Thus, contributions from feeding can not be excluded with gates on shifted feeder com-
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1.3 The experiments at the Cologne FN tandem accelerator

Figure 10: Spectrum of backscattered particles from the reaction 142Ce(18O,16O)144Ce detected with
solar cells. A gate on 16O and 18O backscattered from the target is shown, which would return spectra
containing 144Ce (2-n transfer) and 142Ce (Coulomb excitation). For details on this spectrum see chap-
ter 5.

ponents and have to be considered in the analysis. However, due to the discussed restrictions on

the number of excited states these feeding considerations are much easier than for comparable

fusion-evaporation reactions.

Coulomb excitation reaction experiments

During a Coulomb scattering process, where two nuclei interact via their respective Coulomb

potentials, it is possible that not only the motion of the reaction partners changes but also some of

the kinetic energy is converted into internal excitation energy of one or both reaction partners [29].

This process is called Coulomb excitation (CoulEx). Typically, CoulEx is used to measure

transition strengths of low-lying (often o�-yrast) states directly, by measuring their CoulEx

cross section [31]. However, using CoulEx reactions for RDDS measurements has also signi�cant

advantages, e.g. if low-lying o�-yrast states are targeted and no absolute γ-ray e�ciencies or

beam intensities are known, which are needed for a direct measurement via CoulEx. Another

advantage is that one can make use of the large CoulEx cross sections, which is especially

valuable for experiments with radioactive beams. In addition, for RDDS CoulEx measurements

it is possible to conduct experiments very close or even above the Coulomb barrier to further

increase the cross section [32].

For CoulEx RDDS measurements, the reaction kinematics have to be �xed in a similar way as for

transfer reactions, to ensure that the recoiling excited nuclei have a su�cient velocity. Therefore,
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typically particle detectors, like the above mentioned solar cell array, are used to detect the back-

scattered projectile under extreme backward angles. Again, similar to the transfer reaction case,

this also helps to signi�cantly clean up the spectra from unwanted other reaction channels.

1.4 Theoretical approaches relevant for this thesis

1.4.1 The nuclear shell model

In this work, calculations performed on the basis of the nuclear shell model (NSM) are used

to compare to the experimental �ndings for 144Ce and 60Ni and interpret these results. The

respective physics cases of these nuclei are discussed in the corresponding chapters 5 and 6.

Here, only a brief overview of the shell model will be given. For an extensive review of the shell

model in general and the calculations needed to obtain predictions from it the reader is referred

to Ref. [33].

The nuclear shell model is up to now one of the greatest gateways to understanding the structure

of nuclei across the nuclear chart. A shell model, previously used to very successfully describe

the structure of atoms in the quantum-mechanical framework, was �rst suggested to be applied

to nuclei in the early 1930's. The motivation was to describe the observed large di�erences in

stability, experimentally observed by the di�erence of neutron and/or proton separation energy,

between neighboring nuclei [34]. The shell model is based on the suggestion that due to the

Pauli principle the nucleons can move freely (without collisions with other nucleons) within the

boundaries of the nucleus and the assumption that the interaction between all nucleons can be

averaged to a central potential. This idea leads to the rise of discrete energy levels for neutrons

and protons, the shells. These shells can be �lled with a certain number of nucleons (again

governed by the Pauli principle). Closed shells will then lead to especially stable nuclei compared

to their neighbors with single nucleons or holes outside of the closed shell [34]. However, the �rst

potentials applied for the calculation of the shell spacings failed to reproduce the experimentally

observed, so-called "magic numbers" (2,8,20,28,50,82,126) for proton or neutron number, where

nuclei appeared to be especially stable. Maria Goeppert-Mayer showed the existence of several

of these magic numbers in her article �On Closed Shells in Nuclei� in 1948 [35]. Shortly after,

Goeppert-Mayer [36] as well as Haxel, Jensen and Suess [37] independently found the solution

to this problem by adding a spin-orbit coupling term to the potential. This term leads to a

splitting of previously degenerate levels and therefore to a regrouping which is now in line with

the magic numbers. From there onward, the shell model, while being constantly developed

further, became very successful in describing and predicting nuclear structure in several regions

of the nuclear chart. While many collective models emerged over time (�rst by A. Bohr and B.

Mottelson [38], [39]), they still have to be compatible to the microscopic description of the shell

model to be considered valid.

A simpli�ed Hamiltonian for spherical nucleons in a self-created potential consisting only of
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Figure 11: Energy levels of the shell model with an Woods-Saxon potential (left) and added spin-orbit
term (right) with the resulting magic numbers. Additionally, octupole couplings between shells are shown
in red. Fig. adopted from Refs. [34, 40].
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2-body interactions can be given by

H = T + V =
A∑
i=1

pi
2

2mi
+

A∑
i>k=1

Vik(ri − rk) (13)

where V is the nucleon-nucleon potential [34]. Since this potential consists of 3·A position

coordinates it is hard to solve for anything but the lightest nuclei. The shell-model approach of

instead choosing a central potential can be included in the Hamiltonian to give

H =
A∑
i=1

[
pi

2

2mi
+ Ui(r)

]
+

A∑
i>k=1

Vik(ri − rk) −
A∑
i=1

Ui(r) ≡ H0 + Hresidual (14)

where Ui(r) is a 1-body potential, which is chosen in a way that it combines the e�ects of all

2-body interactions [34].

A realistic potential is the Woods-Saxon potential [41], which is an intermediate form of the

in�nite well and the harmonic oscillator potential [42] with an additional spin-orbit term as

explained above:

U(r) =
−U0

1 + e
r−R
a

+ Uls(ℓ · s) (15)

where ℓ is the orbital angular momentum and s the spin.

Eq. 14 in combination with Eq. 15 is able to not only reproduce the magic numbers (see Fig. 11)

but also to predict the structure of nuclei with only one particle outside of closed shells (or

one hole), while treating Hresidual only as a small perturbation. This so-called independent

particle model [33], however, becomes rapidly less valid when one moves away from the magic

numbers. For nuclei with multiple nucleons outside closed shells (or multiple holes), Hresidual

has to include the interactions between all these nucleons. Using the M-scheme, where the

shells de�ne a basis of Slater determinants, the solution of the Schrödinger equation to obtain

the eigensolutions for the wave functions comes down to the diagonalization of matrices of

the type ⟨Φl|H|Φ′
l⟩ [33]. With multiple nucleons participating in the interaction process, the

dimensions of these matrices quickly become extraordinary large and while their diagonalization

is, in principle, a simple process it becomes extremely demanding on calculation power. In

classical shell-model calculations, truncated model spaces are therefore used together with

e�ective interactions derived from perturbation theory [43]. The model spaces normally include

an inert core, typically a doubly-magic nucleus, which is assumed to not participate in the

interactions. This approach has been employed in the calculations that are used later in this

thesis to compare to experimental results. For example, for the calculations on 50Cr and 60Ni,

doubly-magic 40Ca has been used as an inert core. Multiple (e�ective) interactions exist, which

provide good results for di�erent regions of the nuclear chart. For the pf shell, e.g., where 50Cr

and 60Ni are situated, one of the standard interactions is GXPF1 [44], which is an empirical

model based on the microscopic calculations by Hjorth-Jensen and the Bonn-C potential [45].

It uses two-body interaction matrix elements and was �tted to experimental data from 87

nuclei in the pf shell region [46]. Revised versions based on GXPF1 are GXPF1A [46] and
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the slightly modi�ed version GXPF1B [47]. Another interaction typically used for pf shell

nuclei is KB3G [48]. In this thesis, shell model calculations done with these interactions are

used to compare to experimental results from the nuclei 60Ni and 50Cr. An example of an

interaction that can be used for heavier nuclei is the N3LOP e�ective interaction [49] which is a

modi�cation of the N3LO interaction derived from Chiral e�ective �eld theory potentials [50].

Calculations with this interaction yield good results for the region of neutron-rich lanthanides,

where doubly-magic 132Sn is used as a closed core, and have therefore been used to compare to

experimental results from the measurement of lifetimes in 144Ce.

Another approach that became viable with advances in computing power was the non-

perturbative No Core Shell Model (NCSM) where, in principle, all nucleons are treated as

active [51] and calculations are therefore done ab initio. Problems with phenomena like

excitations of nuclei from the core can thus be avoided and unlike for perturbative approaches

there are no di�culties related to the question of convergence.

A further approach that can also be combined with the NCSM is the Monte-Carlo shell model

(MCSM), a stochastic approach to solve the Schrödinger equation faster [52]. A more recent

extension for heavier nuclei is the Quasi-Particle Vacua shell model [53].

1.4.2 Octupole collectivity in nuclei

Octupole collectivity was already discussed in the nuclear structure community in the 1950's [54,

55]. In the framework of the shell model, octupole correlations are linked to a coupling between

single-particle states with ∆j=∆ℓ=3 and are therefore strongest where such states exist in (en-

ergetic) proximity close to the fermi surface. This happens at nucleon numbers slightly above

closed shells at the neutron/proton numbers 34,56,88 and 134, which are therefore sometimes

called "octupole magic numbers"(see Fig. 11) [40]. In the last decades, compelling evidence for

octupole collectivity close to these numbers could be gathered experimentally in di�erent regions

of the nuclear chart (see e.g. Refs. [9, 56, 57]). This led to an increased interest in this kind of

deformation and made it to one of several "hot topics" in nuclear physics over the recent years.

In general, octupole collectivity is linked to re�ection-asymmetric forms of nuclei (so-called

"pear shapes"). The following discussion will touch the theory of octupole deformation only

slightly and will mostly be limited to even-even nuclei. For a more detailed review of this topic

the reader is referred to Ref. [40] and references therein.

The surface or radius of a nucleus can be visualized in terms of spherical harmonic expansions

Y [59]:

R(θ,Φ) = R0

1 +
∑
λ,µ

αλ,µY
µ
λ (θ,Φ)

 (16)

where R0 is the radius of the sphere representing the volume of the nucleus and αλ,µ are the ex-

pansion coe�cients. For axial symmetric bodies all coe�cients with µ ̸= 0 vanish. For deformed

nuclei one can then de�ne the deformation parameter

βλ = αλ0 for λ = 2, 3, 4, ... (17)
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Figure 12: Some of the regions predicted by the octupole magic numbers where prominent experimental
evidence for octupole deformation has been found. Figure created with graphics from [58].

where λ=2 represents quadrupole deformation, λ=3 octupole deformation and so on [40].

In the collective framework, there are two basic possibilities for octupole collectivity in nuclei:

On the one hand, octupole unstable nuclei, where the ground state is re�ection symmetric but

vibrations around a symmetric form at the octupole deformation parameter β3=0 can occur. In

this case, the vibrational phonon with L=3ℏ can couple to the rotational angular momentum

of the quadrupole deformed nucleus to create the typical level scheme of such nuclei. On the

other hand, for nuclei with permanent octupole deformation β3 ̸=0 at the potential minimum.

Potential energies with respect to β3 for both cases are shown in Fig. 13.

It can be shown, but is behind the scope of this thesis, that in both cases, low-lying negative-

parity bands are the consequence [40]. In even-even nuclei, these typically form a molecule-like

inter-spacing structure with the positive parity yrast band. A text-book example of a nucleus

exhibiting these features is 226Ra, of which a level scheme is shown in Fig. 13. The precise

structure can be used to obtain information about whether a nucleus exhibits a permanent

octupole deformation or is an octupole vibrator. Following Refs. [40, 59], in the case of a

permanent deformation, the angular momentum component that is aligned to the rotational axis

of a positive and negative parity state (i+x , i
−
x ) at the same rotational frequency ω should be

equal. An easy way to visualize this is by plotting

R(I) = ω−(I)/ω+(I) = 2
E(I + 1)− − E(I − 1)−

E(I + 2)+ − E(I − 2)+
for even I, (18)

R(I) = ω−(I)/ω+(I) = 0.5
E(I + 2)− − E(I − 2)−

E(I + 1)+ − E(I − 1)+
for odd I, (19)
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Figure 13: (a) and (b) show examples for nuclear potentials as functions of the octupole deformation
parameter β3 for a re�ection symmetric nucleus where octupole vibrations are possible (a) and a nucleus
with a stable octupole deformation (b). The stability of the deformation depends on the height of the
potential barrier around β3=0. Figure adapted and redrawn from Ref. [40]. (c) shows parts of the level
scheme of 226Ra, which exhibits the typical characteristics of an octupole correlated nucleus: A low-lying
negative-parity band interleaved with the positive-parity yrast band. The interleaving behavior continues
at least up to the 28+ state. Level energies and transitions taken from Ref. [60].
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where R(I) should become ≈1 for stable octupole deformation [61]. However, no de�nitive

evidence can be gathered from this.

Examples of di�erent nuclei in the lanthanide region around N≈88, Z≈56 are shown in Fig. 14. It
can be seen that e.g. for 150Sm the R value suggests a change from a re�ection-symmetric form

with octupole vibrations to stable octupole deformation at higher excitation energies around

I≈16ℏ. For some of the nuclei shown there, e.g. 144Ce, information about the energy of higher

spin states is missing, so no indication can be provided if a stable deformation is reached at some

point.
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144Ba
144Ce

150Sm
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Figure 14: Plot of R(I) for di�erent nuclei in the lanthanide region around N=88. 144Ba reaches the
characteristic value for stable octupole deformation at I=14ℏ and 150Sm at I=16ℏ. Excitation energies
taken from Refs. [62],[63],[64],[65].

The most direct way to quantify octupole correlations in nuclei experimentally is the obser-

vation of octupole transitions with ∆J=3 and the measurement of the associated E3 transition

strengths. However, while being enhanced compared to non-octupole deformed nuclei, these

transitions can still be largely suppressed in comparison to E2/E1 transitions when decays are

measured. Therefore, most direct measurements of E3 transitions stem from Coulomb excitation

experiments, often with radioactive beams, employing high-e�ciency γ-ray spectrometers. The

developments in the production of high-intensity radioactive ion beams at large-scale nuclear

physics facilities are therefore one of the main reasons for the growing number of evidence for

octupole deformation over the last decades (see, e.g., [56]).

Other important observables are the E1 transition strengths between positive and negative-parity
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bands. These dipole transitions correspond to the nuclear dipole moment

D2
0 =

4π

3
B(E1)

1

⟨Ii010|If0⟩2 (20)

where ⟨Ii010|If0⟩ is the respective Clebsch-Gordan coe�cient. Dipole moments are typically

enhanced in re�ection asymmetric nuclei, because the center-of-mass and center-of-charge can

become separated [66].

Another very relevant topic, which is closely related to static octupole deformation, is the search

for permanent atomic electric dipole moments (EDMs) [67]. The existence of such permanent

EDMs in atoms would prove the violation of the basic symmetries T (time) and P (parity)

and therefore, due to the CPT theorem, also a violation of CP. Although there are possibilities

of CP violation in the standard model, this new kind of "�avor-diagonal" CP violation would

be an evidence for beyond-standard-model physics [9]. In fact, this CP violation is required

to explain the fact that there are more baryons than anti-baryons in the universe ("Sakharovs

recipe" [68]).

Odd-A octupole-deformed nuclei have enlarged Schi� moments, which are the lowest observable

moments in nuclei [69]. The Schi� moment, in turn, constitutes a large amount of the atomic

EDM. Therefore, odd-A nuclei with stable octupole deformation are very good candidates for

the �rst measurement of permanent EDMs and therefore the establishment of experimental

limits for CP violation [67]. For more details about the theory and impact of EDMs the reader

is referred to Ref. [70].

There are several regions formed by the "octupole magic numbers", where octupole cor-

relations are expected and where experimental evidence could be gathered. Perhaps most

prominent is the region of neutron-de�cient actinides, i.e. the region around Ra, Rn and Th

nuclei at A≈224. Here, the most textbook-like energy spectra for octupole deformed nuclei have

been measured as well as some of the largest E3 transition strengths (see e.g. Refs. [60, 56, 71]).

Another region is the one of neutron-de�cient nuclei around 112Ba, where large E3 transition

strengths have also been measured e.g. for 114Xe [57].
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Figure 15: Potential energy surfaces for nuclei in the Z≈56, N≈88 region calculated with the Gogny-
D1M EDF. Figure taken from Ref. [72].

The nucleus 144Ce, which has been investigated in this thesis, is part of the region around

Z≈56, N≈88, which consists of neutron-rich lanthanide nuclei. This region also includes several

examples of nuclei where octupole deformation has been measured directly. The Ba chain around
144,146Ba is perhaps best known and shows some of the strongest octupole deformations yet

measured [9, 73]. But also nuclei in the surrounding Xe, Nd and Ce chains show octupole

characteristics, like the typical band structure. In a very recent theoretical study, potential energy

surfaces (PES), calculated using the Gogny-D1M EDF [74], predict stable octupole deformation

or softness in the octupole degree for many of these nuclei (see Fig. 15) [72]. One of these nuclei

is 144
58 Ce86. Here the PES predicts already a minimum with β3 ̸= 0 but with a general softness

in the β3 regime. 144,146Ba and 146Ce are examples where a rigid deformation with β3 ̸=0 is

predicted. A lifetime measurement of excited states in 144Ce is therefore very promising to gain

insight into the onset of octupole deformation in this region.

27



2 Overview of the publications and contributions by the author

Publication I:

Development of the multi-purpose Cologne Compact Di�erential Plunger (CoCoD-

i�) for the measurement of nuclear level lifetimes with the Recoil Distance

Doppler-shift method

This paper reports on the development of a new compact three-foil plunger. It also

presents the derivation of the application of the DDCM to data obtained in a three-foil plunger

measurement and reports on a commissioning experiment with the new device, where lifetimes

of excited states in 50Cr have been measured.

It is published in Nuclear Instruments and Methods in Physics Research A [16].

� M. Beckers wrote and tested the new software for the plunger.

� M. Beckers planned the commissioning experiment.

� M. Beckers set up the commissioning experiment with C. Fransen.

� M. Beckers performed the experiment.

� M. Beckers sorted the data.

� M. Beckers performed the lifetime analysis.

� M. Beckers wrote the paper.

Publication II:

Revisiting the measurement of absolute foil-separation for RDDS measurements

and introduction of an optical measurement method

This paper presents a new method to obtain absolute foil separations in plunger devices

and demonstrates its precision by comparing it to the established method of determining

these separations with the help of precisely known lifetimes in plunger measurements. It also

presents a detailed overview of the most commonly used capacity method and its challenges and

limitations. The new method helps increasing the precision of certain measurements with the

new CoCoDi� plunger and other plunger devices.

The paper is published in Nuclear Instruments and Methods in Physics Research A [75].

� M. Beckers had the idea for the set-up and realized it in collaboration with S. Thiel and

the mechanics workshop.

� M. Beckers performed the experiments with the sensor.

� M. Beckers set up the experiment on 181Ta with C. Fransen.
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� M. Beckers participated in the experiment.

� L. Kornwebel sorted the data with help of M. Beckers, F. von Spee und C. Fransen.

� M. Beckers performed the analysis to obtain absolute distances.

� M. Beckers wrote the paper.

Publication III:

Lifetime measurement of excited states in 144Ce: Enhanced E1 strengths in a

candidate for octupole deformation

This paper reports on a lifetime measurement in 144Ce using the RDDS method. A total

of 4 level lifetimes as well as one e�ective lifetime could be measured. It also discusses the

impact of the newly measured values, especially regarding the question if 144Ce exhibits

properties of octupole deformation.

It is published in Physical Review C [14].

� C. Müller-Gatermann planned the experiment.

� M. Beckers participated in the experiment.

� M. Beckers sorted the data with help of C. Müller-Gatermann.

� M. Beckers performed the lifetime analysis.

� M. Beckers interpreted the results.

� M. Beckers wrote the paper.

Publication IV:

Lifetime measurement of the 2+1 , 4+1 states in semi-magic 60Ni

This paper presents results of a measurement of lifetimes in 60Ni with the RDDS method

and discusses the impact of the measurement on the properties of the nucleus. This measure-

ment was also utilized as a test case for the analysis of lifetimes in�uenced by the DSA e�ect

using the simulation toolkit PTBG4.

It is published in The European Physical Journal A [76].

� K. Arnswald and C. Müller-Gatermann planned the experiment.

� M. Beckers participated in the experiment.

� M. Beckers sorted the data.
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� M. Beckers performed the lifetime analysis.

� M. Beckers performed the simulations for the DSAM correction.

� M. Beckers interpreted the results.

� M. Beckers wrote the paper.
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A B S T R A C T

A new 3-foil plunger device, the Cologne Compact Differential (CoCoDiff) plunger has been built and
commissioned. Due to its compact size, it can be used together with many different spectrometers and auxiliary
detectors. As a commissioning experiment, level lifetimes of the 2+1 and the 4+1 excited states of 50Cr have been
measured, using the Differential Decay Curve method (DDCM). A derivation is given on how this method
can be applied to a differential plunger measurement, in order to measure distances for lifetimes from two
different regions of sensitivity at the same time. The commissioning experiment took place at the Cologne FN
tandem accelerator, using the reaction 24Mg(32S,4p2n)50Cr. Lifetimes, deduced from this measurement, agree
well with literature values from earlier measurements.

1. Introduction

Recoil-distance Doppler-shift (RDDS) based measurements are a
widely used method to obtain level lifetimes of excited nuclear states
experimentally. Transition strengths, derived from nuclear level life-
times provide a versatile insight into nuclear structure. The differential
decay curve method (DDCM) [1] provides versatile means to analyze
data obtained by such measurements without the need to include
any assumptions about non-observed feeding, if 𝛾–𝛾 coincidence mea-
surements are possible and a gate from above on a Doppler-shifted
component of a feeding 𝛾-ray transition is used. To conduct a RDDS
measurement a plunger apparatus is used to vary the target-to-stopper-
foil separation while the 𝛾 rays emitted of the decaying nuclear states
are detected with a surrounding detector array. While the DDCM can
be used in measurements with down to only three different distances,
it is common to measure at a larger amount in order to decrease the
uncertainties by providing more data points for the fit of the decay
curve. If several level lifetimes, that differ in the order of magnitude,
are targeted in one experiment, the need for significantly extensive
beam times arises. In this case, a different set of distances has to be
measured for every level lifetime, due to the difference in the region
of sensitivity. Since recent experiments move further away from the
valley of stability to more exotic regions, where the yields are low,
beam times at large ion-beam facilities have to be used as efficient as
possible. At this point, a variant of the standard plunger device, the
differential or three-foil plunger, can significantly decrease the amount

∗ Corresponding author.
E-mail address: mbeckers@ikp.uni-koeln.de (M. Beckers).

of beam time needed to successfully conduct a RDDS measurement. On
the one hand, it can be used to measure two distances simultaneously
while on the other hand, it is also possible, under certain requirements,
to use the differential plunger method to obtain lifetimes from a single
set of distances. However, measuring with a three-foil plunger can also
have possible downsides, the main one might be adding additional lines
to a spectrum. In certain cases, where the line density is very high, this
might complicate the analysis by making it more difficult to exclude
contaminants. Therefore, the three-foil plunger technique does not
aim to replace the two-foil plunger technique, but to offer additional
versatility for cases, where its usage is preferable. In the recent years,
some three-foil plunger devices have successfully been built and used,
such as the Triple Plunger for Exotic Beams (TRIPLEX) [2].

In this paper, a new, multi-purpose plunger, the Cologne Compact
Differential Plunger (CoCoDiff) is presented. This plunger is specifically
designed to be as compact as possible, while still maintaining all
requirements for precision. Furthermore a first successful experiment
with the new device is presented, where level lifetimes in 50Cr have
been (re-)measured as a proof of principle.

2. Design of the new plunger apparatus

The CoCoDiff plunger was designed under the following guidelines:
The overall design philosophy was, to build the plunger as compact
as possible to limit the amount of material shielding the detector

https://doi.org/10.1016/j.nima.2022.167418
Received 14 March 2022; Received in revised form 20 July 2022; Accepted 26 August 2022
Available online 6 September 2022
0168-9002/© 2022 Elsevier B.V. All rights reserved.
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Fig. 1. The complete CoCoDiff plunger. From left to right the target, first degrader and second degrader are visible.

Fig. 2. Left: Cones for mounting the target (A), the first degrader (B) and the second degrader (C) foils on their respective holding structures. In the two later cases foils are
stretched over the cones. (A) and (C) can be mounted on the linear stages while (B) is fixed between the other two. Right: Target cone viewed from the side, mounted on its
holding structure on three equidistant points using springs and screws (D). These are used for the alignment process.

from the 𝛾-rays. At the same time the small design should enable
the plunger to be used in very different spectrometers, as well as
together with a variety of auxiliary detectors. The complete plunger
is shown in Fig. 1. Presently the plunger was tested at the Cologne
Plunger Spectrometer. It is also compatible to the holding structure of
the GALILEO Plunger [3] at the Istituto Nazionale di Fisica Nucleare
Laboratori Nazionali di Legnaro (INFN-LNL), Italy. Further adapters
and modifications are planned for the use together with the VAMOS++
spectrometer [4] at the Grand Accelerateur National d’Ions Lourds
(GANIL) laboratory in France and the PRISMA spectrometer [5] also
at INFN-LNL.

As the name suggests the new plunger comprises three foils: Target,
first degrader and second degrader or stopper (from now on just called
second degrader, even if it effectively stops the recoiling nuclei). All
three of these need to have a plane surface and to be aligned in parallel
to each other to ensure uniform distances between them. Therefore, at
first the foils are stretched over cones using screws and springs (visible
in Fig. 1, stretched foils shown in Fig. 2). The alignment procedure

can be done outside of the reaction chamber while the plunger is
fixed to a support block, which eases the process. The alignment of
the stretched foils is also done with adjustable springs and screws that
are used to connect the cones to their respective holding structure at
three equidistant points (see Fig. 2 D). The procedure is the following:
First, the target and the second degrader foils are mounted. The second
degrader cone is the only one that is fixed statically on its holding
structure. The target foil is then optically aligned in parallel to the
second degrader foil by moving these foils close together. After this, the
first degrader is mounted, facing the target foil, and aligned in parallel
to the target. During these steps, the alignment can also be checked
using a distance calibration, where the induced voltage is measured
against the foil separation. If the foils are well aligned, the resulting
curve should become nearly linear for small distances.

For this process, as well as for measuring small distances in an
experiment, it has to be possible to bring both the target and the second
degrader in close contact with the first degrader foil. This is realized by
constructing the first degrader foil much larger than the other two, so
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that it is possible to fit the second degrader cone inside the cone of the
first degrader. Additionally, the cone of the second degrader is very
steep to ensure that only the stretched surfaces come into contact (see.
Fig. 2).

The target and the second degrader are directly fixed to two very
compact precise motors (linear stage Q-521 from the company Physik
Instrumente [6]), using holding structures with the least possible amount
of material while still ensuring the needed stability. As the linear
stages are placed directly below the foils, they shadow mostly only
detectors at about 90◦ angle with respect to the beam axis, which are
irrelevant for RDDS experiments. The position control and readout is
solely achieved with the two linear stages.

It is possible to optionally mount particle detectors at the CoCoDiff
plunger (solar cells or small silicon detectors) at a backward angle
close to the target, which can be used to detect back-scattered reaction
products if needed. A dedicated target chamber has been designed to
use the CoCoDiff plunger at the Cologne FN Tandem accelerator and
the Cologne Plunger Spectrometer.

Additionally, it is possible to mount a very precise optical distance
sensor (KEYENCE CL-3000/L015 [7]), to the support block which can
be used to precisely determine the absolute distances between the foils.
The sensor and the measurement of absolute distances is explained
in detail in [8]. Initially, the sensor is aligned to the center of the
second degrader foil (or to the beam spot, if visible). After it has been
fixed, the distance between the sensor and the second degrader foil is
measured with very high precision. To account for surface roughness,
the sensor measures an area of 300 μm2 simultaneously. Therefore, the
measured absolute distances are average distances for all recoils. Then,
the second degrader foil is removed and the distance between sensor
and first degrader foil is measured. The same goes for the target foil.
Finally, for the second and first degrader foil, which are measured
from the downstream facing side, the foil thicknesses have to be
subtracted from the measurement. If the foil thicknesses are not known
with the needed precision, they can be measured for example with
a Rutherford backscattering spectroscopy (RBS) experiment. Another
possibility is to use two of the above mentioned sensors, which can
then be used to measure the thickness directly with very high precision.
With this process it is possible to obtain the absolute foil separations
with an uncertainty of 0.5–1 μm after the measurement, while the com-
monly used capacitance method can introduce uncertainties up to about
5–10 μm [8]. Since the knowledge of absolute distances is crucial for
the use of a three-foil plunger in certain cases (see below) as well as for
RDDS measurements where the DDCM cannot be used for the analysis,
this improvement has a direct effect on the deduced lifetimes in these
cases.

3. Development of the Cologne Plunger Software Package (CPSP)

The software package developed in Cologne (Plunger Feedback
Control for Linux — PFCL) or adaptions of the same are used for
several plunger devices around the world. It can be used to perform
distance calibrations, adjust the distances in the plunger and keep them
constant during an experiment with a feedback system in the case
of for example thermal effects. This is done by applying an electric
signal to one foil with a pulse generator and measuring the induced
voltage at the other foil. This voltage depends on the capacitance
between the foils which is, if stray capacitances are neglected, inversely
proportional to the distance. In the case of a three-foil plunger, the
signal has to be applied to the first degrader foil, which makes it
possible to measure the induced signal at both the target and the second
degrader foil individually. Details on this capacitance method can be
found in Refs. [9,10]. As mentioned in Ref. [3], the software has been
moved to Microsoft Windows® recently, in order to avoid problems
with state-of-the art versions of drivers from the company National
Instruments used for the plunger control, which do not support Linux.
For the CoCoDiff plunger, some parts of the software package have

been further adapted, to pay respect to the new type of motor that
is used and the general design of the plunger. In older versions of
the software, an ‘‘open-loop’’ approach was used to control the motor,
where a certain voltage is applied to the motor via the software and
the change in the distance is measured (for example with an additional
distance probe). The new version uses a ‘‘closed-loop’’ approach, where
the software directly gives the desired movement step in physical units
and the motor controller’s firmware internally manages the applied
voltage accordingly by using the included optical position measurement
from the motor. This allows for overall more precise motion. This
approach is also advantageous in case the motor suffers from abrasion
or other negative effects during its lifetime. In this case, it could be
seen for other motor types in the past, that while the same voltage was
applied to the motor, the step width changed over time. The ‘‘closed-
loop’’ approach should prevent this behavior. This also applies for
effects caused by different behavior of the motor in air and in vacuum,
respectively.

For the CoCoDiff plunger, the motor is used for the distance changes
as well as for the feedback system. The later is further improved by
the ‘‘closed-loop’’ approach, because it makes smaller movement steps
possible. This makes the feedback of the new plunger as precise as older
plunger devices like the Cologne Coincidence Plunger, which uses an
additional piezo crystal stack for the feedback system [9].

Additionally, some minor functionalities and tools have been added
to the package, for example software to include the above-mentioned
optical sensor into the environment to automatically conduct the mea-
surement of the absolute distances. Other features improve the fail-
safety of the feedback system, for example by including a movement
limiter that prevents the motor from damaging the foils if the measured
voltage signal breaks down.

4. Lifetime measurement in 50Cr

As a first commissioning experiment, the new plunger was used at
the FN Tandem accelerator of the University of Cologne to (re-)measure
the lifetimes of the excited 2+1 and 4+1 states in 50Cr. The lifetime of
the 2+1 state has been measured with good precision before (e.g. 𝜏2+1 =
13.3(6)ps [11], 𝜏2+1 = 13.0(4)ps [12], 𝜏2+1 = 13.2(4)ps [13]), so it provides
a good testing case for the performance of the new device. In the case
of the 4+1 state, disagreeing lifetime values from different measurements
exist (𝜏4+1 = 4.9(7)ps [11] and 𝜏4+1 = 2.5(7)ps [14]), which further
motivates the new measurement, to help making a decision between
contradicting values.

The nucleus of interest is populated by the fusion-evaporation re-
action 24Mg(32S,4p2n)50Cr with a beam energy of 100 MeV and an
areal density of the self-supporting 24Mg target of 0.6 mg

cm2 . The recoiling
nuclei leave the target foil with an average velocity of 𝛽=v/c=3.9(1)%.
A first degrader consisting of Tantalum with an areal density of 4.4
mg
cm2 decreased the average velocity to 𝛽=1.5(1)%. The second degrader
(stopper) also consisted of tantalum with an areal density of 6.5 mg

cm2 ,
and stopped the recoiling nuclei. With this setup it is possible to obtain
a difference in energy due to the Doppler shift, that is large enough
to observe three distinct peaks in the 𝛾-ray-energy spectra in the High
Purity Germanium Detectors with relative efficiencies between 55%
and 90%, that are arranged in two rings at 142.3◦ (5 detectors) and
45◦ (6 detectors) with respect to the beam axis, respectively. During the
experiment a total of 9 different sets of distances has been measured,
which leads to 18 different flight times in total. The distances range
from 17 μm to 750 μm between the target and the first degrader and
from 40 μm to 335 μm between the first and the second degrader.
The distances have been chosen to match the region of sensitivity for
measuring the lifetimes of the 2+1 and the 4+1 states in 50Cr. The main
focus for the choice of distances was the analysis with the Differential
Decay Curve Method (DDCM).
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Fig. 3. (a) Schematic drawing of a three-foil plunger with relevant experimental quantities. (b) An example of a decay curve, where the experimentally available quantities are
marked. The times 𝑡1 and 𝑡2 are the flight times where the recoil leaves the first degrader foil and enters the stopper foil, respectively.

4.1. DDCM with a three-foil plunger and the differential plunger method

The DDCM [1,15] is a well-established way to analyze RDDS mea-
surements. According to the DDCM, the level lifetime of an excited state
can be obtained with the equation

𝜏𝑖(𝑥) =
−𝑅𝑖(𝑥) +

∑

𝑘 𝑏𝑘𝑖𝛼𝑘𝑖𝑅𝑘(𝑥)
𝑑
𝑑𝑥𝑅𝑖(𝑥)

⋅
1
𝑣

(1)

where 𝑖 is the state of interest, 𝑘 are the states feeding 𝑖 and 𝑅(𝑥) is
the decay curve of the respective state. 𝑏𝑘𝑖 are the branching ratios and
𝛼𝑘𝑖 take into account the different detection efficiencies and angular
correlations. The DDCM is especially useful for 𝛾–𝛾 coincidence mea-
surements. It can be shown, that for the case of a gate on the flight
component of a direct feeder Eq. (1) simplifies to

𝜏𝑖(𝑥) =
𝐼(𝑠ℎ,𝑢𝑠)
𝑑
𝑑𝑥 𝐼(𝑠ℎ,𝑠ℎ)

⋅
1
𝑣

(2)

where 𝐼(𝑠ℎ,𝑢𝑠) and 𝐼(𝑠ℎ,𝑠ℎ) are the intensities of the observed unshifted
and shifted components coincident to the shifted component of the
direct feeder, respectively.

Eq. (2), however, is not directly applicable for the case of a dif-
ferential three-foil plunger. In this case, there are not two but three
components: 𝐼𝑢𝑠, 𝐼𝑓𝑠, 𝐼𝑟𝑠, where the latter two are the fully and the
reduced shifted component, respectively. The reduced shifted compo-
nent originates from decays happening between the first and the second
degrader (see Fig. 3(a)). One set of plunger distances 𝑥 and 𝛥𝑥 therefore
provides two points on the non-normalized decay curve of a certain
state:

𝑅(𝑡1) = 𝐼𝑢𝑠 + 𝐼𝑟𝑠 𝑅(𝑡2) = 𝐼𝑢𝑠 (3)

where 𝑡1 is the time by which the recoiling nucleus enters the first
degrader ( 𝑥𝑣 ) and 𝑡2 the time it enters the second degrader ( 𝑥𝑣 + 𝛥𝑥

𝑣′ )
(see Fig. 3(b)).

To again obtain a simplified formula for the DDCM to use with 𝛾–𝛾
coincidences, both points have to be taken into account separately.
For this treatment the same notation as in Ref. [9] will be used,
where {𝑌 ,𝑋} denotes the coincident intensities between the populating
transition 𝑌 and the depopulating transition 𝑋 of a state and 𝑋𝑡𝑛

𝑡𝑚
are

the transitions occurring in the time interval between 𝑡𝑚 and 𝑡𝑛 with
𝑡𝑛 > 𝑡𝑚. In the case of a three-foil plunger one gets

{𝑌 ,𝑋} = {𝑌∞
0 , 𝑋∞

0 } = {𝑌 𝑡1
0 , 𝑋𝑡1

0 } + {𝑌 𝑡1
0 , 𝑋𝑡2

𝑡1
} + {𝑌 𝑡1

0 , 𝑋∞
𝑡2
}

+{𝑌 𝑡2
𝑡1
, 𝑋𝑡1

0 } + {𝑌 𝑡2
𝑡1
, 𝑋𝑡2

𝑡1
} + {𝑌 𝑡2

𝑡1
, 𝑋∞

𝑡2
}

+{𝑌∞
𝑡2
, 𝑋𝑡1

0 } + {𝑌∞
𝑡2
, 𝑋𝑡2

𝑡1
} + {𝑌∞

𝑡2
, 𝑋∞

𝑡2
}. (4)

The order in time gives

{𝑌 𝑡2
𝑡1
, 𝑋𝑡1

0 } = {𝑌∞
𝑡2
, 𝑋𝑡1

0 } = {𝑌∞
𝑡2
, 𝑋𝑡2

𝑡1
} = 0. (5)

Fig. 4. Cascade of decays.

Therefore Eq. (4) can be rewritten as

{𝑌∞
0 , 𝑋∞

0 } = {𝑌 𝑡1
0 , 𝑋𝑡1

0 } + {𝑌 𝑡2
0 , 𝑋𝑡2

𝑡1
} + {𝑌∞

0 , 𝑋∞
𝑡2
}. (6)

Since {𝑌∞
0 , 𝑋∞

0 } is time-independent Eq. (6) gives the relation
𝑑
𝑑𝑡

({𝑌 𝑡1
0 , 𝑋𝑡1

0 } + {𝑌 𝑡2
0 , 𝑋𝑡2

𝑡1
} + {𝑌∞

0 , 𝑋∞
𝑡2
}) = 0 (7)

This can be rewritten as
𝑑
𝑑𝑡

{𝑌∞
0 , 𝑋∞

𝑡1
} = − 𝑑

𝑑𝑡
{𝑌 𝑡1

0 , 𝑋𝑡1
0 } (8)

where the left side is equal to the time derivative of the non-normalized
decay curve at time 𝑡1 for decays via transition 𝑋 in coincidence with
transition 𝑌 and therefore equal to the denominator of Eq. (1) for 𝑡1,
𝑑
𝑑𝑡𝑅𝑖(𝑡1).

Equivalently, for 𝑡2 Eq. (7) can be rewritten as
𝑑
𝑑𝑡

𝑅𝑖(𝑡2) =
𝑑
𝑑𝑡

{𝑌∞
0 , 𝑋∞

𝑡2
} = − 𝑑

𝑑𝑡
{𝑌 𝑡2

0 , 𝑋𝑡2
𝑡1
} (9)

For the enumerator of Eq. (1) we need to distinguish two cases for
a cascade as displayed in Fig. 4, a gate on a direct feeder (𝐵) and on
an indirect feeder (𝐶), respectively. For the first case (𝑌 = 𝐵,𝑋 = 𝐴),
we obtain analog to the argument for the direct gate in the classical
DDCM from Ref. [9] in the above notation:

−𝑅𝑖(𝑡1) + 𝑏𝑘𝑖𝛼𝑘𝑖𝑅𝑘(𝑡1) =

−{𝐵∞
0 , 𝐴∞

𝑡2
} − {𝐵∞

0 , 𝐴𝑡2
𝑡1
} + {𝐵∞

𝑡2
, 𝐴∞

0 } + {𝐵𝑡2
𝑡1
, 𝐴∞

0 } (10)

which simplifies to

−{𝐵𝑡1
0 , 𝐴

∞
𝑡1
} = −𝐼𝐴(𝑓𝑠,𝑟𝑠+𝑢𝑠) (11)

The same calculation for 𝑡2 gives

−𝑅𝑖(𝑡2) + 𝑏𝑘𝑖𝛼𝑘𝑖𝑅𝑘(𝑡2) = −{𝐵𝑡2
0 , 𝐴

∞
𝑡2
} = 𝐼𝐴(𝑓𝑠+𝑟𝑠,𝑢𝑠) (12)
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Fig. 5. Projection of the coincidence matrix obtained with detectors under forward angle, where the transitions of interest are marked. The gates, which have been used to obtain
the spectra for the analysis, are indicated by lines. The solid lines mark the limits for the gates on the respective fully-shifted component while the dashed line marks the lower
energy limit for the gate on the reduced-shifted and the fully-shifted component. See text for details.

Finally we obtain for the case of a gate on a direct feeder replacing
the time-dependent notation with the respective transition component

𝜏𝑖(𝑡1) =
{𝐵𝑓𝑠, 𝐴𝑟𝑠+𝑢𝑠}
𝑑
𝑑𝑡 {𝐵𝑓𝑠, 𝐴𝑓𝑠}

𝜏𝑖(𝑡2) =
{𝐵𝑓𝑠+𝑟𝑠, 𝐴𝑢𝑠}

𝑑
𝑑𝑡 {𝐵𝑓𝑠+𝑟𝑠, 𝐴𝑓𝑠+𝑟𝑠}

(13)

where 𝑡1 = 𝑥∕𝑣 and 𝑡2 = 𝑥∕𝑣 + 𝛥𝑥∕𝑣′.
For the gate on an indirect feeder (𝑌 = 𝐶,𝑋 = 𝐴) we obtain in an

analog way

𝜏𝑖(𝑡1) =
{𝐶𝑓𝑠+𝑟𝑠, 𝐴𝑟𝑠+𝑢𝑠} − 𝑏𝑘𝑖𝛼𝑘𝑖{𝐶𝑓𝑠+𝑟𝑠, 𝐵𝑟𝑠+𝑢𝑠}

𝑑
𝑑𝑡 {𝐶𝑓𝑠, 𝐴𝑓𝑠}

𝜏𝑖(𝑡2) =
{𝐶𝑓𝑠+𝑟𝑠, 𝐴𝑢𝑠} − 𝑏𝑘𝑖𝛼𝑘𝑖{𝐶𝑓𝑠+𝑟𝑠, 𝐵𝑢𝑠}

𝑑
𝑑𝑡 {𝐶𝑓𝑠+𝑟𝑠, 𝐴𝑓𝑠+𝑟𝑠}

(14)

With these formulas, a coincidence DDCM analysis can be carried
out using both flight times obtained from the distance 𝑥 and the
distance 𝑥 + 𝛥𝑥 as separate sample points. This is especially useful if
lifetimes from two different orders of magnitude need to be measured,
as in fact two separate coincidence RDDS measurements are carried out
simultaneously that can both be analyzed individually by the DDCM.
As such, distances from two different regions of sensitivity can be
measured at once. It is also possible to combine the distances from
both sets (‘‘𝑡1’’ and ‘‘𝑡2’’) if both are within the region of sensitivity of
the lifetime that is being measured, to double the amount of distances
that can be used for the fit of the decay curve. In this case, however, it
is important to note, that the distances used here have to be absolute
distances, because the offsets between relative and absolute distances
are different for the distances from the target to the first degrader and
from the first degrader to the second degrader.

4.2. The differential plunger method

Introduced in [1], the Differential Plunger Method (DPM) is a
further development of the DDCM. It makes use of the fact that, in
principle, with a three-foil plunger it is possible to measure the decay
curve of a state 𝑅𝑖(𝑡) and its derivative directly with one set of distances.
For the case of a gate on a direct feeder the lifetime is obtained via

𝜏𝑖 =
𝐼(𝑓𝑠+𝑟𝑠,𝑢𝑠)
𝐼(𝑓𝑠+𝑟𝑠,𝑟𝑠)

𝛥𝑥
𝑣′

(15)

For this equation to hold, 𝛥𝑥
𝑣′ = 𝛥𝑡 has to be small in comparison to 𝜏𝑖.

For short lifetimes, that leads to the problem that the intensity of the
reduced-shifted peak would become too small to be determined with
good precision. For these cases where this is not possible, a correction
factor has been introduced in [2], which uses the analytical derivative

of a exponential decay curve to correct for deviations between 𝐼𝑟𝑠 and
𝑑𝑅𝑖(𝑡)
𝑑𝑡 :

𝐶(𝜏, 𝛥𝑡) =
𝑒𝑥𝑝(𝛥𝑡∕𝜏) − 1

𝛥𝑡∕𝜏
. (16)

A corrected lifetime could then be obtained via

𝜏𝑐𝑜𝑟𝑟 = 𝐶(𝜏, 𝛥𝑡) ⋅
𝐼𝑠
𝐼𝑟

𝛥𝑥
𝑣′

. (17)

However, this correction factor is restricted to special cases, where the
decay curve of the analyzed state can be treated as a ‘‘pure’’ exponential
function, i.e. no feeding patterns have to be taken into account.

Due to these restrictions, the DPM is not used in the analysis
presented here. However, if the prerequisites of the DPM are fulfilled,
it is extremely useful to limit the amount of beam time needed to
successfully conduct a RDDS lifetime measurement.

4.3. Data analysis

The data were analyzed using 𝛾–𝛾 coincidences and the DDCM with
Eqs. (13), (14) as derived above. Therefore, gates have been set on
feeding transitions in the projection of the coincidence matrix. Fig. 5
shows this projection and the limits of the gates which have been used
to obtain the spectra for the analysis. As can be seen in this figure,
the line density in this energy region is high, due to many competing
fusion evaporation channels. A careful investigation of the possible
contaminants in the gates showed, however, that they do not influence
the analysis, because there are no coincident transitions in the same
energy region as the analyzed transitions. A resulting 𝛾-ray spectrum
of the 2+1 → 0+1 transition with a gate on the reduced-shifted and the
fully-shifted components of the feeding 4+1 → 2+1 transition, observed
with the detectors under forward angle, is shown in Fig. 6 for three
different distances. The same is shown for the 4+1 → 2+1 transition in
Fig. 7, this time with a gate on the fully-shifted component of the direct
feeder only and detected by the detectors under backward angle.

For the analysis, intensities of the components are obtained as
indicated above, by adding up the respective intensities obtained from
the gated spectra depending on which distance set (𝑥 or 𝑥 + 𝛥𝑥,
respectively) is used. The distances 𝛥𝑥 are re-normalized to the initial
velocity 𝑣, by multiplying them by the factor 𝑣

𝑣′ . This is needed, because
for the calculation of the lifetimes only one velocity is assumed during
the complete flight time. The intensities obtained from the different
distance sets have been normalized with respect to deviations in the
beam intensity and total measurement time. For this task, a gate was set
on all components of the lowest transition (‘‘gate from below’’) and the
intensities of all components of higher lying transitions were obtained.
By comparing these intensities for every distance set, normalization
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Fig. 6. Examples of spectra from the analysis of the 2+1 state’s lifetime analysis, all detected with forward angle detectors with a gate on the fully-shifted and the reduced-shifted
components of the direct feeding transition. Markers show the positions of the unshifted, the reduced-shifted and the fully-shifted peaks, respectively.

Fig. 7. Examples of spectra from the analysis of the 4+1 state’s lifetime analysis, all detected with backward angle detectors with a gate on the fully-shifted component of the
direct feeding transition. Markers show the positions of the unshifted, the reduced-shifted and the fully-shifted peaks, respectively. Note, that due to the detection under backward
angles the energies are shifted to the lower energy side.

factors can be calculated, since the combined intensity of all peaks does
not depend on the distance.

For the analysis of the lifetimes of the 2+1 and 4+1 states, direct gates
on the respective feeding transition are used. The fact that the peaks are
not completely separated in the spectrum makes it impossible to gate
for example on the complete fully-shifted component without getting
contaminations of the reduced-shifted one and vice versa. This poses
no problem for the usage of direct gates, because one can set partly
gates to avoid contaminations. For the case of indirect gates, however,

Eq. (14) requires that a ratio of intensities, obtained from different
gating conditions, is used. This is only possible, if the gates can be set
on the complete peaks and all coincident events are included. If the
same gating condition is used for all intensities, as it is done in the
case of a direct gate, missing events due to partly gates cancel out in
the ratio. Therefore, only direct gates are used in the analysis.

For the 2+1 state, both parts of the decay curve could be used while
for the 4+1 state, due to its shorter lifetime, only the distances 𝑥 are
within the region of sensitivity. In the following, the terminology ‘‘𝑡1’’

6



M. Beckers, A. Dewald, C. Fransen et al. Nuclear Inst. and Methods in Physics Research, A 1042 (2022) 167418

Fig. 8. 𝜏 curves of the 2+1 state together with the shifted and unshifted intensities as functions of the target-to-stopper distances normalized to the average velocity 𝑣 for the
distances 𝑥 (a) and 𝑥+ 𝛥𝑥 (b). The intensities for both figures are from the same ring–ring combination (‘forward–forward’). The error bars of the intensities are smaller than the
symbol size and therefore not visible here. The lifetime values given in the upper panels are the results for the respective ring combination only and the uncertainties given are
the statistical uncertainties only. For the final lifetimes of the states all ring combinations have been used and additional systematic uncertainties have been included.

and ‘‘𝑡2’’ part will be used, to indicate the decay curves derived from
the distances 𝑥 and 𝑥+ 𝛥𝑥, respectively, referring to the flight times in
Fig. 3.

Examples of decay curves and 𝜏-plots are shown in Figs. 8 and 9.
Note that the values shown there, are the results for the respective
detector ring–ring combination only, while the final results take into
account all usable detector combinations. It is clearly visible in the case
of the 2+1 analysis, that the two distance sets sample different parts of
the decay curve and result in the same lifetime value.

The final results of the lifetime analysis are shown in Table 1 in
comparison to literature values. These have been obtained by using the
weighted mean of all used ring combinations. The uncertainties of the
single values include the statistical uncertainties (as shown for the cases
in Figs. 8, 9) as well as additional systematic uncertainties.

4.4. Discussion of the results

As can be seen in Table 1, the lifetime of the 2+1 state obtained from
this work is slightly shorter but overall agrees well with the liter-
ature values. The lifetime value for the 4+1 state deviates from the
one obtained by Giles et al. [11] but agrees with other previous
measurements.

The lifetimes can be used to obtain electromagnetic transition
strengths, which are shown in Table 2. For comparison results of
different shell-model calculations are also given in Table 2. These have
been obtained with the NuShellX@MSU code [16]. The KB3G [17]
and GXPF1 A [18] interactions have been used in a model space
containing the 𝑓7∕2, 𝑝3∕2, 𝑝1∕2 and 𝑓5∕2 orbitals with a 40Ca core.
Two sets of effective charges have been used for the calculations,
the first consisting of the standard values e𝜋=1.5e, e𝜈=0.5e and the
second consisting of e𝜋=1.31e, e𝜈=0.46e, which have been derived
by Dufour and Zuker [19]. For the 2+1 state the GXPF1 A and the
KB3G interactions reproduce the newly measured value very well with

Table 1
Lifetimes of excited states in 50Cr from this work in comparison to
literature values.
State Lifetime [ps] Origin Method

2+1 12.2(4) this work

2+1 13.3(6) Giles et al. [11] RDDS
2+1 13.0(4) Arnswald et al. [12] RDDS
2+1 13.2(4) Ernst et al. [13] CoulEx

4+1 2.4(3) this work

4+1 4.9(7) Giles et al. [11] RDDS
4+1 2.5(7) Brandolini et al. [14] DSAM
4+1 3.2(7) Ernst et al. [13] CoulEx

Table 2
Electromagnetic transition strengths calculated from the level lifetimes derived from
the above analysis together with shell-model predictions.

Transition B(E2) [e2fm4]

Experiment GXPF1Aa KB3Ga GXPF1Ab KB3Gb

2+1 → 0+ 227(8) 218 218 171 171
4+1 → 2+1 213(30) 308 310 241 243

aEffective charges e𝜋=1.5e, e𝜈=0.5e.
bEffective charges e𝜋=1.31e, e𝜈=0.46e.

the first set of effective charges. With the second set, the calculations
underestimate the B(E2) value. In the case of the 4+1 state, the new,
shorter value for the lifetime leads to a transition strength that matches
the general trend of the shell-model predictions much better than the
previously measured longer lifetime value. Here, the second set of
effective charges reproduces the newfound value while the first set
overestimates it.

7
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Fig. 9. 𝜏 curves of the 4+1 state together with the shifted and unshifted intensities for the detector ring combinations ‘forward–forward’ (a) and ‘backward–backward’ (b). Only
the distances 𝑥 are used. For the uncertainties of the intensities and the given lifetime values the same as specified in the caption of Fig. 8 applies.

5. Conclusion

A new, portable, multi-purpose three-foil plunger device has been
built and successfully used for the first time. The lifetimes obtained in
the commissioning experiment agree well with most recent literature
values. The advantages of a three-foil plunger have been demonstrated,
by measuring two parts of the decay curves of the 2+1 and 4+1 states
simultaneously. Furthermore a method has been described, to make
use of that fact using the Differential Decay Curve Method in 𝛾–𝛾
coincidence and has been shown to give reliable results.

The plunger can thus be reported to be operational and can be used
in the future for further experiments at different laboratories.
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A B S T R A C T

Uncertainties in absolute plunger distances are an often overlooked component in measurements with the
Recoil Distance Doppler-shift (RDDS) method when the Differential Decay Curve (DDC) method cannot be used
for the analysis. It is shown how these uncertainties arise when the capacitance method is used to determine
absolute distances and how they influence the obtained lifetime values of a plunger experiment. Furthermore,
a new approach to obtain absolute foil separations for plunger measurements using a high precision optical
distance probe is introduced, which can reduce these uncertainties by a large margin. The performance of this
method is demonstrated by comparisons to the capacitance method as well as to a precise measurement of
absolute distances using known lifetimes in 181Ta.

1. Introduction

The Recoil Distance Doppler Shift (RDDS) method is a well estab-
lished and often used way to measure lifetimes of excited states in
atomic nuclei in the picosecond range to extract absolute transition
strengths [1]. These are mandatory to compare to different model
calculations to enhance the theoretical understanding of the many-body
problem a nucleus represents. The RDDS method exploits the decay
radiation’s Doppler-shift which occurs when the emitting nucleus is in
motion. This is used to distinguish, between decay during a defined
flight time or after being stopped or slowed down in a degrader foil. The
apparatus used for such experiments is the plunger. It is used to vary
the flight-time of the nuclei by setting different separations between
the target foil, where the nuclei are created or excited and knocked
out, and the stopper or degrader foil. The precise knowledge about
these separations is therefore crucial for the lifetime determination.
When the Differential Decay Curve Method (DDCM) [2] is used to
analyze the data, it is sufficient to know relative distances. These can
be determined with very high precision in modern plunger devices, for
example by using inductive probes. If, however, the DDCM cannot be
used, the data have to be analyzed using the Bateman equations of the
decay [3], which requires knowledge of the absolute flight-times. Also
for differential plunger devices [4], which use more than two foils,
absolute distances might be needed, depending on which method is
used for the analysis. If distances from between the target and the first
degrader foil and distances from between the first degrader foil and
the second degrader foil in such a device shall be combined in a single
data set, absolute distances are needed [5]. Absolute foil separations

∗ Corresponding author.
E-mail address: mbeckers@ikp.uni-koeln.de (M. Beckers).

are much harder to measure, since the absolute zero point remains
unclear. The standard way to get information about this zero point
is an extrapolation using the capacitance method. This method gives
absolute distances with uncertainties of around 5 μm in a standard case,
but with the possibility of being significantly larger or also smaller
in certain cases. A closer look is taken at these uncertainties in this
paper. Depending on the recoil velocity of the nuclei and the lifetimes
in question, uncertainties in this order of magnitude can significantly
influence the results of a lifetime measurement. Fig. 1 shows the
differences of the resulting obtained lifetime values for a hypothetical
excited state, when the absolute distances are shifted by 5 μm. A recoil
velocity of v/c=1.5% is assumed here, which is a typical value for
non-relativistic plunger experiments using normal kinematics. It can be
seen that the derived lifetimes vary by more than 10% in this case and
that this uncertainty, depending on the overall achievable precision of
the experiment, might dominate the uncertainty of the final lifetime.
In the idealized case shown in Fig. 1, the systematic deviation of the
points from the curve hints clearly at a systematic error. In real cases,
however, the statistical fluctuation and possibly larger uncertainties of
the data points may obscure these systematic deviations and make it
less obvious that a systematic error might be present. Therefore, it is
of high interest to minimize this uncertainty by finding new ways to
measure the absolute distances directly. In the following, an overview
of the capacitance method for absolute plunger distance measurements
will be given, with an emphasis on the problems which are immanent
and which might easily be overlooked when carrying out a plunger
analysis. It will then be shown that a precise and also easy to apply
absolute distance measurement can be accomplished by using modern
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Fig. 1. Decay curves fitted to exemplary data points with correct distances (a) and with a systematic offset of 5 μm (b). The assumed recoil velocity is 1.5% c, a realistic value
for reactions using low energy beams.

optical sensors, which provide a way to measure directly on the foils
themselves, without the risk to damage these very thin and often
expensive materials.

2. Standard ways to determine absolute plunger foil separations

In most modern day plunger devices the capacitance method, intro-
duced by Alexander and Bell [6], is used to monitor the foil separation
during the experiment to be able to correct for changes, for example
due to beam-induced thermal effects on the foils. Therefore, the capac-
itive response between the foils is calibrated using the relative distance
measured by the above mentioned probes, e.g. inductive transducers.
At the same time, this method can be used to get information about
absolute distances, if needed. A pulsed signal is therefore fed to one
foil and the induced signal from the other foil is measured, resulting in
a voltage U. This signal resembles the capacitance of the plate capacitor
approximately formed by both foils and is inversely proportional to
the distance between these foils. The plate capacitor approximation
collapses when an electrical contact is formed between the two foils.
This happens almost always at some point before the ‘‘real’’ absolute
zero distance is reached. Reasons for this are possible roughness or
spikes in the foils or an imperfect alignment between the two foils. To
determine this absolute minimum, a linear extrapolation of the distance
dependence of the inverse voltage signal can be carried out and the y-
intercept (distance at 1

𝑈 =0) is assumed to be this minimum distance.
In theory this should give high precision knowledge about absolute
plunger distances but in practice, there are two main components that
introduce uncertainties, both of which affect the plate capacitor ap-
proximation. On the one hand, not only the plunger foils but also some
stray capacitance of the surrounding holding structure, which cannot be
isolated from the foils, add to the measured capacitance. This leads to
deviations from the linear distance dependence, in particular for larger
separations where the capacitance of the foils is smaller relative to the
stray capacitance. On the other hand, under realistic circumstances,
for short separations, very often a mechanical contact between non-
conducting parts, for example non-removable dust particles on the foils
or an oxidization of the surface, happens before the electrical contact
and may even prevent reaching electrical contact. This can lead to small
deformations of the foils and therefore also to deviations from linearity.
A characteristic distance calibration curve from an experiment with the
Cologne Coincidence Plunger [1], where both effects can be clearly
seen, is shown in Fig. 2. Both problems can be circumvented, but by
doing so, new uncertainties are introduced. For the deviations on the
small distance part it is the common way to exclude that area from the
extrapolation. However, it might not always be clear at which exact
point the linear behavior collapses and the choice of the fitting range
can influence the extracted absolute zero point. The choice of this lower

boundary of the fitting range has to be made ‘‘by eye’’ as no general
rule exists when the deformation of the foils start to break the linearity.
This is also true for the larger distances, where it is even harder to
decide where the influence of the stray capacitance begins to dominate.
In Fig. 2(b)–(d) the effect of including or excluding single data points on
the resulting zero point is demonstrated. It can be reduced by a proper
treatment of the stray capacitance. An empirical correction constant
that estimates the stray capacitance can be introduced, which is then
subtracted from the measured voltage. The corrected data pints are
therefore given by 1

𝑈−𝑐𝑠
, where 𝑐𝑠 is the constant that estimates the

stray capacitance. It is obtained via an iteration process: The constant
is increased while visually inspecting the behavior of the corrected data
points. The plateau for the larger distance data points will begin to
disappear while increasing the value of 𝑐𝑠 and finally become linear.
The termination condition is, when the slope of the data points starts
to increase beyond linearity for large distances. It has to be stressed,
however, that for this method the stray capacitance is assumed to be
constant i.e. independent of the target-degrader separation, which is
not necessarily the case. The final extrapolation, after applying the
correction constant for the same data points used in Fig. 2, is shown
in Fig. 3. Now a variation of the upper limit of the fitting range
between 20 μm and 50 μm only affects the extrapolated distance offset
by a maximum of 0.5 μm. Another possibility to account for stray
capacitance would be, to dismount the target and stopper foils after the
experiment and measure the capacitance of the holding structure at the
same distance points, to subtract it from the initial measurement points.
Unfortunately, for maximum precision, this would have to be measured
separately for every experiment, because the alignment process, carried
out before an experiment, influences the capacitance of the holding
structure. Furthermore the results of such a measurement still would
not give the exact stray capacitance, because also the non-aligned parts
of the foils contribute to this value.

Another possible source of uncertainties concerns the alignment of
the two foils. Before a distance calibration can be applied in the first
place, in most plunger devices, the foils have to be aligned manually.
This is mostly done visually and in most cases it is possible to align
the foils very accurately with deviations in the range of few μm over
the complete foil surface. In some cases, however, the materials or
the general quality of the foil surfaces can lead to worse alignments.
This applies in particular for large-area foils with diameters of up to
100 mm, that will be needed in plungers for relativistic radioactive
beams, e.g. at the Facility for Antiproton and Ion Research in Europe
(FAIR). This does not only affect the zero-offset itself, which increases,
but also the quality of the plate capacitor approximation. Lastly, it leads
to the problem that the zero-offset determined with the capacitance
method does not necessarily reflect the one present at the place the
beam particles hit the target.
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Fig. 2. (a): An example of a distance calibration curve where the inverse of the induced voltage is plotted against the relative distance measurement of the inductive transducer.
It is easy to see that the linearity does not hold for large and very small distances. (b)–(d): Linear fits applied to the same data set. The upper limit of the fitting range is varied
and the respective extrapolated distance offset is indicated. Note, that the lower limit of the fitting range is held constant, but is still a subjective choice. Variation of the lower
limit would therefore also contribute to the variation of the extrapolated value.

All in all, it is not trivial to extract the uncertainty of the zero-
point obtained from this extrapolation. Certainly, the error of the
fitting procedure underestimates the real uncertainty by a large margin,
because of the assumptions made before the curve-fitting and the sys-
tematic uncertainties introduced that way. A reasonably conservative
uncertainty estimate can be obtained by extrapolating the data points
with and without applying the mentioned correction factor within
the same fitting range and use the deviation of the extracted zero
points to estimate the error. For the data points shown in Figs. 2
and 3 this results in an uncertainty for the absolute distance of 4 μm,
which is a typical value, while relative distances can be obtained with
uncertainties <0.5 μm. Additional uncertainties may also arise from the
choice of the lower boundary of the fitting range. In cases, where it is
not clear at which point the linear behavior ends for small distances,
a variation of the boundary has to be carried out and the variation of
the resulting offset has to be taken into account as well.

Another possibility to gain access to absolute foil separations inde-
pendently from the capacitance method is using well known lifetimes
from excited states in reaction products. This is explained in detail
in Ref. [1] and can yield very precise results. However, this method
can only be used if nuclei with precisely known level lifetimes are
populated and therefore it depends heavily on the used reactions.
Additionally, these known lifetimes have to be of similar magnitude as
the ones targeted by the experiment, since the plunger distances have
to be in the region of sensitivity.

To conclude this discussion, the capacitance method is able to
deliver absolute distances but it comes with moderate to high uncer-
tainties, which can in the worst case influence the derived lifetimes
quite drastically. Furthermore, to obtain correct results with realistic
uncertainties, a good knowledge of the method and its common prob-
lems is required; it is possible to underestimate these uncertainties or
even to derive a wrong zero-offset.

3. Optical distance measurements

To solve the problem described above, the best way would be to
perform a high precision distance measurement directly on the foil sur-
faces. The standard very high precision probes used in different plunger

Fig. 3. The same data as depicted in Fig. 2 but with a constant modification of the
induced voltage to account for holding and stray capacitance. A linear fit is applied to
the linear part of the data points to obtain the absolute zero point.

devices, like inductive or opto-mechanical probes, cannot be used for
this task, since every contact to the very thin foils leads to deformations
and therefore falsifies the results. Only in recent times optical sensors
have become commercially available that are able to measure distances
with the desired precision (𝛥𝑑 < 1 μm) and are at the same time small
enough to be used with plunger devices without the need to build
large and complicated holding structures or introducing the need to
remove the plunger from the beam line to conduct the measurement.
Good candidates for such measurements are sensors which use the
confocal chromatic measurement technique. This enables very high
precision and at the same time a relatively small shape of the sensor
itself. For this technique, white light with different focal points for each
wavelength is emitted through a cascade of lenses. If reflected from a
surface at a certain distance, only light where the focal point is close to
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Fig. 4. An optical distance sensor mounted with the dedicated adapter at the Cologne
Coincidence Plunger. The optical measurement spot is centered at the beam spot of
the target foil. See text for details.

the surface can re-enter the sensor through an aperture. The incoming
light is then transmitted through an optical fiber to a spectrometer.
From the analysis of the incoming wavelengths, the distance can then
be calculated [7]. The most interesting properties for the task at hand
are the precision which is for most models well below 0.5 μm as well
as the possibility to measure a large diameter of area simultaneously.
The later is important to average out the smaller imperfections of the
foil surface which might cause the early electrical contact. For this,
the KEYENCE CL-3000/L015 displacement sensor has been used as
one sensor of the type described above. The precision of the sensor is
0.25 μm and the measured area 300 μm2 [7]. For the absolute foil sep-
aration measurement, an adapter for the Cologne Coincidence Plunger
has been built. Since the highest precision of these sensors is limited
to a small measurement range, it is placed on a precise step motor
(Physik Instrumente Q-521 [8]), which can move the sensor closer to or
further away from the foil. The measurement procedure is as follows:
Since it is sufficient to obtain one absolute distance as a reference point,
from which all other distances can be determined by the precise relative
distance measurement, the measurement is performed at the end of the
experiment. After some time where the beam-induced foil deformations
can recede, the sensor is used to measure as a first reference point the
position of the stopper foil. Afterwards the stopper foil is removed and
the sensor measures the position of the target foil. Both are measured
in the middle of the foils, where the beam hit the target and the
recoils entered the stopper foil. Because the beam spot has a certain
diameter and the point of entry of the recoils in the stopper can also be
broadened by angular straggling, a sensor which can measure a larger
area simultaneously is preferred. That way, smaller local surface effects
are averaged out and the resulting distance is a very good measure
of the average distance traveled by the recoils. The adapter built to
connect the sensor to the Cologne Coincidence Plunger allows to adjust
the sensor position until the point of measurement coincides with the
beam spot, which ensures that deviations in the alignment do not
disturb the measurement. The adapter is shown mounted at the plunger
in Fig. 4. For every position measurement the step motor holding the
sensor automatically moves through the sensitive area of the sensor,
which is at a distance of 14.5 mm to 15.5 mm from the sensor, and 100
data points are taken. From the averages and in combination with the
respective motor position which is measured with nanometer precision
with an internal optical sensor, the distance between target and stopper
foil is calculated. This process is done automatically by software that
was written for this purpose and which is now included in the Cologne
Plunger Software Package (CPSP). The only other contribution is the

Table 1
Comparison of distance offsets obtained from two measurements with the
capacitance method and the optical sensor. The offsets are given with respect
to the electrical contact point, which therefore is defined as the origin of the
scale. See text for details regarding the different examples.

Example no. Distance offset
capacitance method [μm]

Distance offset optical
measurement [μm]

1 −4+4
−7 −2.2(8)

2 −40(8) −37(1)

thickness of the stopper foil, since here the measurement can only
take place on the backside, i.e. the downstream facing side of the
foil. This, however, can be determined with very high precision if it
is unknown. One possibility to do this is by conducting a Rutherford
Backscattering Spectroscopy (RBS) experiment. RBS is a method to
study surface layers of solids by bombarding them with ions in the
range of MeV and measuring the energy of the backscattered ions [9].
This gives very precise values including a measure of the roughness
at the beam spot. Another possibility is to use two optical sensors of
the same type as described above. These can be calibrated in a way
that they can measure the thickness of a foil that is placed between
them with high precision. The uncertainty of the absolute distance is
calculated from the variance of the average positions together with
the uncertainty of the stopper foil thickness. Since in many standard
experiments metal foils made of tantalum, gold or niobium are used,
which can be very well stretched and do exhibit very little overall
roughness, these uncertainties are small. In the following it will thus be
demonstrated that a distance measurement with the method described
above is advantageous in comparison to the capacitance method re-
garding the precision of the obtained zero-point as well as the simplicity
and therefore the prevention of false results.

3.1. Proof of principle

The performance of the new method has been tested in comparison
to both standard methods of accessing absolute distances: The capac-
itance method as well as measuring the distance offset with known
lifetimes.

For the former, two examples of measurements are presented in
Table 1. The first example was taken with very well aligned standard
plunger foils. In this case the distance offset is small and both values
match very well within their uncertainties. Even though the alignment
is very good, the capacitance method results in a rather large uncer-
tainty due to a mechanical contact before the electrical contact point.
This is, as explained above, a typical behavior often seen in plunger
measurements. In the second example a slight misalignment between
the foils was introduced, as can be the consequence of materials with
worse overall surface quality or other experimental restraints, which
leads to a larger zero-offset. In this case the offsets from both the
capacitance measurement and the optical measurement also agree very
well within their respective uncertainties. Both examples show that the
precision of the zero-offset is largely improved with the optical distance
measurement.

Due to the restrictions of the capacitance method discussed above,
additionally an independent measurement of absolute distances was
carried out by exploiting known lifetimes in 181Ta. Therefore the RDDS
technique was applied to a plunger measurement of that nucleus to
sample the decay curve of the first excited 11∕2+ state. Excited states
in 181Ta were populated with Coulomb excitation with the reaction
181Ta(32S, 32S)181Ta∗ using a 181Ta foil with an areal density of 3.3 mg

cm2

and a beam energy of 85 MeV delivered by the Cologne FN Tandem
accelerator. A 93Nb foil was used to stop the recoiling nuclei, which had
an average velocity of v/c≈1.8%. An array of high-purity Ge detectors
has been used to detect the 𝛾-radiation of the decaying nuclear states.
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Fig. 5. Partial level scheme of 181Ta as has been observed in the experiment. The
transition used to obtain the absolute distances is marked in red while all feeding
transitions relevant to the decay of the 11∕2+ state are marked in solid black lines.
The dotted line marks the competing decay of the 11∕2+ state, which is not used. To
the left the relative initial population of the relevant states is indicated.

Also an additional array of particle detectors (solar cells) has been
placed upstream of the target to detect backscattered 32S particles. This
was used to set a gate on the Coulomb excitation reaction channel. 5
different target-to-stopper separations in the region of sensitivity have
been measured.

To obtain absolute distances the precisely known lifetime values
from [10] were used to construct the decay curve of the 11∕2+ state
from the solution of the Bateman equations. The observed feeding
pattern and the initial populations of the observed states that have been
used to construct the Bateman equations are shown in the level scheme
(Fig. 5).

In a RDDS measurement the decay curve 𝑅(𝑡) of a state at a certain
plunger distance 𝑥 is given by

𝑅(𝑥) =
𝐼𝑢𝑠(𝑥)

𝐼𝑢𝑠(𝑥) + 𝐼𝑠ℎ(𝑥)
(1)

where 𝐼𝑢𝑠 and 𝐼𝑠ℎ are the intensities of the unshifted and the Doppler-
shifted components of the decaying transition, respectively. Therefore
these intensities have been determined and plotted together with the
previously constructed decay curve in the time frame using the relative

distances that have been measured during the experiment and the recoil
velocity. The zero-offset can be obtained by shifting the experimental
data points by a constant time offset to match with the known decay
curve. This task was carried out by using a least-square minimization
procedure. To obtain the uncertainty of the offset, a Monte-Carlo
type simulation was employed, where the uncertainties of the known
lifetimes as well as the ones of all experimentally obtained values have
been used. Another source of uncertainty for this kind of distance
measurement, depending on the type of experiment, is unobserved
delayed feeding. In the case considered here, where the levelscheme
is very well known and the excited states are populated by Coulomb
excitation, which only populates low-spin, low-energy states, these
effects were found to be neglectable. This method results in an offset
of 𝛥𝑡 = 8.6(2) ps which translates to 𝛥𝑥 = 46.4(1.1) μm. This process is
shown in Fig. 6.

After this measurement the zero-offset was measured with the op-
tical distance sensor, which resulted in 𝛥𝑥 = 47.8(1.0) μm. Again both
values match within their uncertainties. The precision of both methods
in this case is roughly the same. However, it has to be stressed again
that the distance determination using known lifetimes is restricted
to certain cases, where states with known lifetimes that are also in
the region of sensitivity are populated together with the states of
interest. For comparison, the offset for this measurement was also
calculated with the capacitance method, which yielded a value of 𝛥𝑥 =
54(6) μm.

4. Conclusion

It has been shown that the capacitance method as a means to obtain
absolute target-stopper separations in plunger devices can introduce
uncertainties, which can severely reduce the precision of extracted level
lifetimes in non-DDCM plunger measurements, or in the worst case
lead to wrong lifetime results. It has also been demonstrated that in
order to get precise results with reliable uncertainties from this method
good knowledge of the limitations and possible problems is mandatory.
The usage of high-precision optical displacement sensors can reduce
these uncertainties by a large margin, which is more than sufficient to
remove the absolute distance as one of the highest contributors of the
resulting level lifetime uncertainty. In addition, this method is easy to
use, which is an important factor, especially since nowadays plunger
devices often belong to the basic hardware in several nuclear structure
physics laboratories and are operated by a wide range of users. It
therefore minimizes the risk of obtaining incorrect level lifetimes or
underestimating their uncertainties. Furthermore it is not restricted in
usage to certain foils or reaction types.

Fig. 6. Determination of the zero-offset with known lifetimes in 181Ta. The shift was obtained by minimizing the least-square cost function. The right panel shows the determination
of the uncertainty by a Monte-Carlo type simulation taking into account experimental uncertainties as well as such from the known lifetimes. The 𝜎 intervals of the distribution,
marked with dashed lines, were taken as the uncertainty.
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A lifetime measurement of excited states in 144Ce using the 142Ce(18O, 16O) reaction with a beam energy of
67 MeV and the recoil distance Doppler-shift method was performed at the Cologne FN Tandem accelerator.
Lifetimes of the three lowest yrast states in 144Ce have been measured as well as for the 3−

1 state and an effective
lifetime of the 4+

2 state. Reduced E2 transition strengths determined using these results have been compared to
predictions from recent shell-model calculations. From the interband transitions reduced E1 strengths could be
determined, which are strongly enhanced.
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I. INTRODUCTION

The 144
58 Ce86 nucleus is located on the neutron-rich side

of the valley of stability, close to N = 88, a nucleon num-
ber that is related to interesting phenomena throughout the
nuclear chart. On the one hand a shape phase transition is
expected at N = 88–90 for nuclei in the Ba-Dy region [1].
Such transitions have been of major interest in nuclear physics
research for a long time. Especially, a phase transition from
spherical to deformed is expected between 146Ce and 148Ce,
which was the object of extensive studies in recent work [2].
Knowledge about 144Ce in the close vicinity would provide
helpful information regarding the onset of deformation in that
region. On the other hand also the phenomenon of octupole
deformation plays an important role in the N ≈ 88, Z ≈ 56
region. At these nucleon numbers nuclei are especially prone
to octupole correlations [3]. This is explained with a strong
octupole coupling between the h11/2 ↔ d5/2 and the i13/2 ↔
f7/2 single-particle orbitals, respectively [4]. Experimentally,
octupole deformation was related to alternating parity bands
and low-lying negative-parity band heads. Such bands are
reported in several lanthanide nuclei, including 144Ce [5]. Ex-
perimental indications for such a deformation apart from the
band structure are enhanced E1 and E3 transition strengths.
Direct evidence for octupole deformation was obtained for
144Ba by measuring E3 transition strengths [6]. For compar-
ison the partial level scheme of 144Ce is shown together with
the ones of 144Ba and 142Ba in Fig. 1. These clearly show
the typical structure of the supposed octupole bands, which
is exhibited in each of these nuclei.

Aside from the 2+
1 → 0+

gs transition, no transition strengths
are experimentally known for 144Ce. To shed some light on
the question of octupole deformation it would be most helpful
to measure E3 transition strengths in 144Ce. However, because

*mbeckers@ikp.uni-koeln.de

up to now no E3 transitions have been observed, the experi-
ment that is presented here aims to get information about the
B(E1) values via transitions connecting positive and negative
parity states. While enhanced E1 transition strengths can also
be indicators for octupole deformation, lifetime information
of negative parity states are essential to deduce E3 transition
strengths, for example, if a characteristic 3−

1 → 0+
gs transition

will be observed in future experiments. Level lifetimes are
also very important as model independent input parameters
in the analysis of Coulomb excitation experiments, which can
deduce E3 matrix elements also for nonobserved transitions.
In addition, the B(E2) values between yrast states provide
important insights into the general collective structure of the
nucleus, especially by comparing them to theoretical model
predictions.

II. EXPERIMENT

The presented experiment was performed at the Institute
for Nuclear Physics at the University of Cologne. Excited
states in 144Ce were populated by the 2n transfer reaction
142Ce(18O, 16O). The beam was delivered by the Cologne FN
Tandem Accelerator with a beam energy of 67 MeV. To mea-
sure the lifetimes of excited states, the target foil, consisting
of 0.5 mg

cm2
142Ce on a 1.2 mg

cm2 Ta support layer facing the
beam, was mounted in the Cologne Plunger device [9]. At
the stopper position a 4.1 mg

cm2 Nb foil was installed, which
was sufficient to stop the recoiling nuclei with an average
velocity of v/c = 1.57(1)%. The plunger device is used to set
different target-to-stopper distances and to keep them constant
by measuring the target-stopper capacitance and compensate
for drifts using a piezoelectric device. Emitted γ rays were
measured by 11 large volume Germanium detectors with
relative efficiencies between 55% and 83%, arranged in two
rings, ring 1 (six detectors at 45◦) and ring 2 (five detectors
at 142.3◦). Additionally an array of six solar cells, covering
the solid angle between 117◦ and 167◦, was used to measure
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FIG. 1. Partial level schemes of 144Ce, 142Ba, and 144Ba. Transition energies are given in keV. For 144Ce the transitions observed in this
experiment are shown in black while levels and transitions shown with dashed red lines have been observed in earlier experiments [5,7] and are
included to display the mentioned interspacing of positive and negative parity states with the respective interband transitions. Data for 142,144Ba
were taken from [8]. See text for details.

backscattered particles to select the reaction channel using a
particle-γ coincidence gate. All detector angles are given with
respect to the beam axis. During the course of the experiment
data for a total of eight different target-to-stopper distances
between 21 μm and 364 μm were taken. The absolute reaction
cross section for the used 2n-transfer reaction could not be
obtained, because the decays of 144Ce are not observable
without using a gate on the backscattered particle. Therefore
only an effective reaction cross section can be given, i.e.,
the cross section for the case when the 16O reaction partner
is scattered into the solid angle between 117◦ and 167◦ and
detected by the solar cells. With an estimated average beam
current of about 6.5 × 109 pps for a single run the effective
cross section for the 2+

1 → 0+
gs transition in 144Ce was cal-

culated to be about 3 mb. The effective cross section of the
2n transfer in relation to Coulomb excitation, also for the
respective 2+

1 → 0+
gs transitions is given by the intensity ratio,

I2+ (2n)/ε(E )

I2+ (CoulEx)/ε(E )
≈ 0.12,

where ε(E ) is the detector efficiency for the respective tran-
sition energy. It has to be noted that no angular correlations
were taken into account.

III. LIFETIME ANALYSIS

Spectra for the data analysis were created by employing
particle-γ coincidence gates to select the nuclear reaction
of interest. However, from the spectrum of backscattered
particles it was not possible to distinguish between 16O and
18O. Therefore also excited states in 142Ce, populated through
Coulomb excitation, are visible in the respective particle-

gated spectra (see Fig. 2). Using γ -γ coincidences for this
analysis was not possible, because the number of coincident
events is far too low, owing to the low cross section of the
production reaction.

For the three lowest positive parity yrast states the devel-
opment of the unshifted and shifted component of the decay
is clearly visible for the various plunger distances. Spectra
of three different distances (small, medium, long) are shown
for these three states in Fig. 3. To determine lifetimes of the
2+

1 and the 4+
1 excited states in 144Ce, the well-established

differential decay curve method (DDCM) for the analysis
of recoil distance Doppler-shift (RDDS) measurements in its
γ -single implementation was used. A detailed review of this
method is given in Ref. [9].

Following the DDCM the lifetime of a given state is
obtained via

τi(x) = −Ri(x) + ∑
k bkiαkiRk (x)

d
dx Ri(x)

× 1

v
, (1)

where Ri and Rk denote the decay curves of the state of
interest (i) and the feeding states (k), respectively. These can
be obtained from the depopulating γ transitions. The velocity
of the recoil is denoted as v and x is the target-to-degrader
separation, while αki is a proportionality factor determined by
the detector efficiency and the angular distribution of the γ

rays and bki is the branching ratio. Thus the intensities of the
depopulating transitions as well as the ones of all observed
populating transitions are needed for the lifetime analysis and
a careful investigation of the feeding had to be carried out. In
total, two feeding transitions were observed for the 2+

1 state
(4+

1 → 2+
1 , 3−

1 → 2+
1 ) while four such transitions were found

for the 4+
1 state (6+

1 → 4+
1 , 5−

1 → 4+
1 , 5+

1 → 4+
1 , 4+

2 → 4+
1 ).
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(a)

FIG. 2. (a) Particle spectrum measured with solar cells. (b) γ -ray energy spectrum as measured with detectors at backward angles in
coincidence to the gate indicated in the particle spectrum (dashed lines). Visible transitions investigated in this paper are marked. Other visible
peaks originate from states in the contaminant 142Ce nucleus and are marked with asterisks.

As can be seen in Fig. 2 the feeding transition 5−
1 → 4+

1
is energetically close to a stronger contaminant transition
(4+

1 → 2+
1 in 142Ce). Therefore, it is completely overlapped

by the flight component of that transition under forward angle
detection and thus the spectra of the detectors at a forward
angle cannot be used for analyzing the decay of the 4+

1 state.
For the feeding transition depopulating the 5+

1 state only the
stop component was observed at all distances, which leads
to the assumption that the lifetime of this 5+

1 state is long
compared to the longest achieved flight time of about 77 ps. A
partial level scheme displaying the level feeding observed and
taken into account is shown in Fig. 1.

The peak areas of all aforementioned transitions were
determined and, after being corrected for detector efficiencies,
used to obtain the lifetimes. The τ curves resulting of the
lifetime determination process together with the intensities
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FIG. 3. Spectra of the 2+
1 → 0+

1 (a), 4+
1 → 2+

1 (b), and 6+
1 →

4+
1 (c) decays for three different plunger distances measured under

backward angle.

of the shifted and unshifted γ -ray components are shown in
Fig. 4. Note that this figure only shows the results for the
backward angle detection. For analyzing the decay of the 2+

1
state also the detector ring under forward angle was used
and the resulting lifetime is given by the weighted average
of both rings as τ (2+

1 ) = 55.1(5)ps. The analysis of the 4+
1

state yielded τ (4+
1 ) = 9.4+0.9

−0.4 ps. Here the uncertainties are
increased beyond the value given in Fig. 1(b) to account for
the low statistics of the transitions feeding the 4+

1 state.
To determine the lifetime of the 6+

1 state the Bateman
equation of its decay was used instead of the DDCM. The
reason was, that here only few distances are within the region
of sensitivity, which diminishes the advantages of the DDCM.
No feeding transitions for the 6+

1 state were observed. Because
transfer reactions typically lead to the population of only the
lowest states in a nucleus, this observation is compatible to
the justified assumption that the 6+

1 state is nearly exclusively
directly populated. Hence, the Bateman equation for a decay
without feeding was used and fitted to the experimentally
determined intensity ratios for both detector rings. To de-
termine the uncertainty, a Monte Carlo simulation with 106

iterations was employed, where uncertainties of the absolute
distances, the recoil velocity, and the intensity ratios were
taken into account. The given uncertainties correspond to the
1σ intervals to both sides of the mean value. This method
was used for the analytical analysis of RDDS data before, for
example, in Ref. [10], and provides an easy way to incorporate
all significant sources of uncertainties. The fit as well as
the probability distribution are shown in Fig. 5 exemplary
for forward angle detection. The extracted lifetimes for both
detector rings in this case show some discrepancies, as for the
forward ring the resulting lifetime is 4.9+1.0

−0.7 ps while for ring
2 the analysis yields 7.4+1.2

−0.9 ps. The spectra were extensively
checked for contaminations that could explain such deviations
but none have been found. Because no such discrepancies
occur for every other state’s analysis, other systematic errors
related to treatment of the two rings can be excluded. There-
fore the discrepancy is very likely caused by the relatively
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FIG. 4. τ curves of the 2+
1 state (a) and of the 4+

1 state (d) to-
gether with the respective intensities of the shifted [(b) and (e)] and
unshifted [(c) and (f)] components as a function of the target-stopper
separation as observed with detectors at backward angles. Uncertain-
ties given here only include statistical uncertainties from the fitting
procedure, not from feeding assumptions. Final uncertainties of the
lifetimes are given in Table II.

(a)

(b)

FIG. 5. Decay curve with lifetime fit (a) and probability distribu-
tion (b) for the 6+

1 state; decay observed at forward angles.

low statistics for this decay. To account for this, the variance
between the two values was used for the calculation of the
uncertainty of the weighted mean. This yields a temporary
value of τ (6+

1 )nofeed = 6.2(1.6)ps. To investigate the assump-
tion that the 6+

1 state is exclusively populated directly by the
reaction, the effects of possible unobserved feeding have been
simulated. A realistic amount of unobserved feeding for a
“worst-case scenario” can be extrapolated by looking at the
feeding of the lower lying states. Because the population of
states in transfer reaction is diminished with rising excitation
energy, also the amount of feeding in relation to the direct
population of a state is reduced for higher excitation energies.
Consequently it is justified to assume that the percentage
of unobserved feeding for the 6+

1 state does not exceed the
observed feeding of the lower states. It has to be noted that
the population of excited states in transfer reactions typically
also decreases with level spin. However, the only feeding
transitions leading to the population of the 6+

1 state that
have been observed in earlier experiments, for example, in
Ref. [11], stem from the 8+

1 and the 7−
1 states. According

to the relative intensities given in Table I an assumption of
20% feeding for the 6+

1 state should therefore be a sufficiently
conservative estimate. For the sake of simplicity the feeding
is modeled by a single hypothetical state lying above the 6+

1 .
The effective lifetime of that state was chosen to be 100 ps,
which proved to be sufficiently long. Longer lifetimes do not
lead to distinct changes in the corresponding lifetime value of
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TABLE I. Percentages of observed feeding in relation to the total
population of the level for the investigated states. In relation to the
level excitation energy this value decreases nearly linearly.

State Energy (keV) Ifeed/Itotal

2+
1 397.4 59%

4+
1 938.7 34%

3−
1 1242.3 15%

6+
1 1647.8 –

4+
2 1673.9 –

the 6+
1 state. With these assumptions, the determined lifetime

value for the 6+
1 state was lowered to 4.8+0.8

−0.7 ps. The lower
limit of this result is thus used to correct the lower limit of the
uncertainty for τ (6+

1 ). This yields τ (6+
1 )=6.2+1.6

−2.1 ps. Within
these uncertainties the given lifetime still holds, even if a
large, but still realistic, amount of unobserved feeding was
present.

Furthermore a lifetime for the 3−
1 state was obtained. Here

the statistics do not allow the determination of both peak
components in every single distance with the precision needed
for a lifetime analysis. For this reason the method presented
in Ref. [10] for obtaining lifetimes from the summed spectra
over all distances was used. Here the solution of the summed
decay curve, consisting of the Bateman equations of the single
distances j,

Rsum =
∑

j Iun, j∑
j Iun, j + ∑

j Ish, j
=

∑

j

n jR(t f , j ), (2)

is used, where Ish and Iun are the intensities of the shifted and
unshifted components of the decay, respectively, t f denotes
the corresponding flight time for every distance x, and nj is
the respective normalization factor. According to Ref. [11]
the 3−

1 state receives most of its feeding via the 4+
2 state with

a transition energy of 432 keV. At least an effective lifetime
of the feeding state as well as the initial populations of both
states are needed for the lifetime determination of the 3−

1 . The
4+

2 → 3−
1 transition is observed in the spectrum but is partly

overlapped by the contaminating 3−
1 → 4+

1 transition in 142Ce.
This problem could be overcome by using the 3−

1 → 2+
1 tran-

sition in 142Ce, of which only the flight component is visible,
and the respective branching from Ref. [12] to correct for the
intensity of the contamination. After this correction was ap-
plied the effective lifetime of the 4+

2 state could be determined
from the summed spectra, using the method described above.
Because no feeding is visible and only an effective lifetime
is needed the Bateman equation without feeding assumptions
is used. With Rsum = 0.56(7), averaged over both detection
rings, an effective lifetime τeff (4+

2 ) = 27.3+10.9
−6.0 ps is obtained.

Graphically this method can be displayed as a R(τ ) curve
which is shown in Fig. 6. Uncertainties are again obtained
using a Monte Carlo simulation of the analysis process.

The feeding from the 4+
2 state accounts for 15% of the

3−
1 state’s total population, leading to the assumption that

direct population accounts for the missing 85%, because no
other feeding is visible. According to the feeding percentages
of the other states and assuming a first-order dependence of

(a)

(b)

FIG. 6. R(τ ) curve (a) and probability distribution (b) for the 4+
2

state. See text for details.

the level excitation energy this assumption is realistic. To
account for possible unobserved side feeding, additional up
to 5% long-lived (100 ps) feeding is assumed for the error
calculation via a Monte Carlo simulation. This also accounts
for feeding of the 3−

1 state via the 5−
1 state, which could not

be observed but can be estimated to be less than 1.5% by
using the 5−

1 → 4+
1 transition and the known branching from

Ref. [11]. With Rsum = 0.13(1), again, averaged over both
detection rings a lifetime of τ (3−

1 ) = 2.5+0.7
−0.5 ps is obtained.

The corresponding R(τ ) curve is shown in Fig. 7. The Monte
Carlo simulation to calculate the uncertainties incorporates all
mentioned uncertainties of the initial populations as well as

TABLE II. Experimentally obtained lifetime information from
this work in comparison to existing values. See text for details.

Decaying State Eγ (keV) τ (ps)

2+
1 397.4 55.1(5)

52(3)a

42(10)b

4+
1 541.3 9.4+0.9

−0.4

6+
1 709.1 6.2+1.6

−2.1

3−
1 844.9 2.5+0.7

−0.5
4+

2 431.6 27+11
−6

c

aMoszynski and Mach [13].
bMach et al. [14].
cEffective lifetime.
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(a)

(b)

FIG. 7. R(τ ) curve (a) and probability distribution (b) for the 3−
1

state. See text for details.

the feeding lifetime. All lifetimes resulting from this analysis
are summarized in Table II.

IV. DISCUSSION OF THE RESULTS

Prior to this experiment lifetime information of excited
states in 144Ce was restricted to the 2+

1 state, where two
lifetime measurements from the year 1989 exist [13,14]. Both
measurements used timing techniques (slope method and
centroid shift, respectively) from which one agrees with the
result obtained here within the error bars. The precision of
that lifetime, however, is now improved. All other lifetime
information is measured for the first time.

The results of this measurement were used to calculate
B(E2) and B(E1) values, assuming pure transitions. For the
6+

1 → 4+
1 transition Ref. [11] reports a competing transition to

the 5−
1 state with a branching of 0.75(6) (to the 4+

1 state) and
0.25(6) (to the 5−

1 state), respectively, which was not observed
in this experiment. Nevertheless, the literature branching ratio
was used to determine the B(E2, 6+

1 → 4+
1 ) as well as the

B(E1, 6+
1 → 5−

1 ) value from the lifetime of the 6+
1 state. For

the 3−
1 state additionally to the 3−

1 → 2+
1 transition also a

transition leading to the 4+
1 state is reported with a branching

of 0.07(2) [11]. Also in this case the branching was used to
calculate transition strengths for both transitions. The results
are shown in Table III.

In Fig. 8 known B(E2, 2+
1 → 0gs) values of the neigh-

boring even-even cerium, barium, and neodymium isotopes

TABLE III. Transition strengths in comparison to shell-model
calculations.

Transition Eλ B(Eλ)(eλfm2λ) (expt.) B(Eλ) (eλfm2λ) (theor.a)

2+
1 → 0+

gs E2 1464+13
−13 1620

4+
1 → 2+

1 E2 1853+82
−162 2355

6+
1 → 4+

1 E2 537+289
−118 2563

6+
1 → 5−

1 E1 (1.3+0.7
−0.4) × 10−2 –

3−
1 → 4+

1 E1 (5.9+2.4
−1.9 ) × 10−4 –

3−
1 → 2+

1 E1 (3.9+1.0
−0.8) × 10−4 –

aNaïdja et al. [11].

are shown together with the newly measured one from this
work, beginning at the neutron shell closure at N = 82. Up
to N = 88 the evolution of the B(E2) values can be well
described by a linear function, resembling the description of
the neutron-deficient isotopes, as displayed in Ref. [15]. This
behavior is expected because the collectivity should grow
nearly linearly with increasing numbers of valence nucleons
for nuclei near closed shells. The abrupt break of the linear
behavior, which occurs in the cerium and neodymium chains
for N = 90 matches with the above mentioned shape phase
transition that is expected between N = 88 and N = 90 [2].
Also this comparison again points out the similarities of the
lanthanide nuclei in this mass region.

In the following the results will be discussed in compari-
son to recent shell-model calculations, which predict B(E2)
values in the yrast cascade as well as regarding their impact
on the discussion about octupole correlations in 144Ce.

A. Comparison with shell-model calculations

Shell-model calculations for 144Ce, together with 142Ba,
were carried out by Naïdja et al. in Ref. [11] using the
r4h − r5i model space, which consists of the 1 f7/2, 0h9/2,
1 f5/2, 2p3/2, 1p1/2, 0i13/2 orbitals for neutrons and the 0g7/2,
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FIG. 8. Systematic of the B(E2, 2+
1 → 0gs ) values, normalized

to the value for N = 82, for cerium, barium, and neodymium isotopes
above the N = 82 shell closure. Data for other Ce isotopes taken from
Refs. [16–18]. Data of barium and neodymium isotopes adopted
from [8]. The lines are drawn to guide the eye.
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FIG. 9. Comparison of shell-model predictions from Ref. [11]
(marked as SM) together with experimentally determined B(E2)
transition strengths of 144Ce (from this work) and 142Ba (taken from
Refs. [19,21,22]).

1d5/2, 1d3/2, 2s1/2, 0h11/2 orbitals for protons and the N3LOP
interaction described in Ref. [7]. For 144Ce the occupation
numbers of the 0h11/2 proton orbital and the 0i13/2 neutron
orbital were limited as a necessary truncation. Together with
a good reproduction of the level energies of low-lying levels
also Qi values for the yrast cascade up to the 6+

1 state are
given which can be used to deduce the shell-model predictions
for the respective B(E2) values. In Table III and Fig. 9 these
predictions are compared to the experimental B(E2) values.
For the B(E2) values of the 2+

1 → 0+
gs and the 4+

1 → 2+
1

transitions the trend is well reproduced. The slight overesti-
mation may be from the choice of the effective proton and
neutron charges of 1.6e and 0.6e, respectively, in the SM
calculation. On the other hand, the shell model is not able to
reproduce the sharp drop of the 6+

1 → 4+
1 transition strength.

For comparison also the B(E2) values for the same transitions
in the neighboring isotone 142Ba are shown, together with the
respective shell-model predictions from Ref. [11]. As can be
seen in Fig. 1, the level structure in the yrast and the supposed
octupole band of 144Ce and 142Ba are very alike. Therefore
one could expect the same for the behavior of the B(E2)
values and indeed the experimental values are nearly identical
to the ones from 144Ce including the drop described above.
Shell-model predictions are again not able to describe the
drop of the B(E2, 6+

1 → 4+
1 ). However, it has to be mentioned

that the pictured B(E2) value of the 6+
1 → 4+

1 transition in
142Ba originates from an experiment, analyzed in a thesis [19],
from which the same author in a later paper [20] states that it
was not possible to analyze the 6+

1 state’s decay because of
potential contaminations. Nevertheless, the comparison here
supports the result of that author’s first analysis.

B. Octupole deformation

The phenomenon of octupole deformation in atomic nuclei
was long under research. Recent experimental results, mak-
ing use of modern ion beam facilities and detector arrays,
have again raised interest by directly measuring octupole E3

transition strengths [6,23,24]. Octupole deformation leads to
reflection asymmetric nuclear shapes and is mainly indicated
by low-lying negative parity bands that alternate with the
positive parity yrast bands and fast E1 transitions between
these bands. The resulting large intrinsic dipole moments
D0 are explained by the displacement from the center-of-
mass of proton and neutron densities in asymmetric nuclei
[25]. Characteristic E3 transitions competing with E2/E1
transitions are often too weak to be directly observed but
are crucial to determine whether a nucleus exhibits stable
octupole deformation or if it behaves like an octupole vibrator.
Because this is also the case for 144Ce this discussion is limited
to the measured E1 transition strengths.

The nucleus 144Ce belongs to the region around N ≈
88, Z ≈ 56, where strong octupole deformation is expected
and was, in fact, observed in various numbers of experiments.
Prominent examples are the aforementioned measurements
described in Refs. [6,23] on 144,146Ba that yielded largely
enhanced E3 transition strengths. For cerium isotopes calcu-
lations done by Agbemava et al. within different covariant
density functional theory frameworks (namely the covariant
energy density functionals DD-PC1 [26], NL3* [27], DD-
ME2 [28], PC-PK1 [29], and DD-MEδ [30]) predict strong
octupole deformation for N � 88, whereas weaker octupole
deformation is already predicted for N = 86 [31]. Other recent
calculations by Xia et al. use a quadrupole-octupole collective
Hamiltonian (QOCH) with parameters determined based on
the PC-PK1 density functional [32]. The resulting deforma-
tion energy surfaces show that 144Ce is expected to be soft on
the octupole degree of freedom, but show no finite value of
equilibrium octupole deformation. Similar to the calculations
by Agbemava et al. the latter is predicted for 146Ce and
heavier cerium isotopes. Another aspect worth noting is that
the deformation energy surfaces shown in Ref. [32] for 144Ce
and 142Ba are much alike, as expected from the comparison of
the level energies and E2 transition strengths shown in Fig. 9.

On the experimental side, the literature reports the yrast
low-lying negative parity band in 144Ce to be a good candidate
for an octupole deformed band [5]. For states with J > 5 it
exhibits the typical interspacing of positive and negative parity
states together with the positive parity yrast band expected
for octupole deformation. To further investigate the case, the
experimental observables of choice are the transition strengths
between the yrast alternating parity states. These values are
significantly enhanced if octupole deformation plays a role.
In the case of 144Ce up to now only E1 transitions between
the bands of interest have been observed. B(E1) transition
strengths stronger than ≈10−5 W.u. are an indicator of re-
flection asymmetry, i.e., octupole deformation [4]. The values
measured in this work for the 6+

1 → 5−
1 , 3−

1 → 4+
1 , and 3−

1 →
2+

1 transitions certainly fall into that category. Especially the
6+

1 → 5−
1 transition strength exceeds the typical range for E1

transitions quite drastically. This is best seen when expressed
in Weisskopf units, where B(E1, 6+

1 → 5−
1 ) = (7.2+2.9

−1.9) ×
10−3 W.u. It has to be stressed that this value is extremely
close to 0.01 W.u., which is the recommended upper limit
for E1 transitions in this mass region as given in Ref. [33].
This value even exceeds E1 strengths in 144Ba, which is
assumed to exhibit much stronger octupole deformation [25].
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TABLE IV. Experimental intrinsic dipole moments in compari-
son with theoretical calculations for the given spin ranges.

Iπ (h̄) D0(efm) (expt.) J rangetheor. D0(efm) (theor.)a

3−
1 0.06(1) 0 0.17

6+
1 0.33(9) 5–9 0.20

aButler and Nazarewicz [34].

It is thus an indicator for a very strong collective behavior of
this transition.

Furthermore the measured B(E1) values can be used to
calculate the intrinsic dipole transition moment D0 for the
respective transitions between the states with the angular
momenta Ii and I f using the formula,

D2
0 = 4π

3
B(E1)

1

〈Ii010|I f 0〉2
, (3)

where 〈Ii010|I f 0〉 is the Clebsch-Gordan coefficient. Experi-
mental results for the dipole moments from this work together
with theoretical predictions obtained with a shell-correction
approach carried out in Ref. [34] are shown in Table IV. To
calculate the dipole moment of the 3−

1 state the transition to
the 2+

1 state was used. The dipole moment of the 3−
1 state is

compared to the predicted value of the ground state, which is
the one given for that spin range in Ref. [34], and is somewhat
lower than that value. The one of the 6+

1 state is remarkably
high but not too far away from the predicted value. In the
systematic comparisons shown in Ref. [4] and adapted from
there in Ref. [32] it can be seen that similarly high dipole
moments in octupole candidates have only been measured
in 152Sm and the much heavier 218−222Ra and 220−226Th
isotopes.

Concluding this discussion, the newly measured transi-
tion strengths and the calculated transition dipole moments
provide a strong indication for the octupole character of the
negative parity yrast band in 144Ce. Especially the strong
transition between the 6+

1 and the 5−
1 state matches well

with the beginning of the interchanging between positive and
negative parity states at these spin values, which is typical for
octupole deformation. A structural change at this spin could

also possibly explain why the shell-model predictions for this
state deviate strongly from the experimental values.

V. CONCLUSION

In summary, studies of transition strengths between yrast
states in 144Ce have been carried out by measuring lifetimes
of the 2+

1 , 4+
1 , 6+

1 , and 3−
1 states, the last three were determined

for the first time, and a new effective lifetime of the 4+
2 state,

using the RDDS method. The newly measured B(E2, 2+
1 →

0+
gs) value fits very well in the systematics of the surrounding

neutron-rich cerium isotopes. Furthermore B(E2) values in
the ground-state band have been compared to existing shell-
model calculations, where a good qualitative agreement up to
the 4+

1 → 2+
1 transition was found. However, the experimental

value for the 6+
1 → 4+

1 deviates strongly from the predictions,
hinting at a change in the structure of the 6+

1 state which is not
incorporated in the shell model. Lastly, the measured lifetimes
were used to get some indications about octupole deformation
in 144Ce, by determining B(E1) transition strengths as well
as intrinsic transition dipole moments and comparing them to
calculations assuming such deformations. The resulting very
large values for both properties in comparison to similar nu-
clei yield a strong backing for the hypothesis that the negative
parity yrast band exhibits octupole deformation, especially at
higher spins.

To provide further knowledge regarding the question if a
nonzero static octupole deformation is present in 144Ce, a
measurement of E3 transitions has to be carried out. The
best candidate is a 3−

1 → 0+
gs transition, that was observed in

many nearby nuclei. However, assuming a B(E3, 3−
1 → 0+

gs)
value similar to that of other octupole candidates, the expected
branching ratio for such a transition would be extremely small.
Therefore a measurement employing multistep Coulomb ex-
citation, as described, for example, in Ref. [24], seems to be
the most viable method. The lifetimes measured in this work
would become extremely useful for such a measurement to
restrain the use of free parameters.
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Zielińska, Phys. Rev. Lett. 124, 042503 (2020).

[25] W. R. Phillips, I. Ahmad, H. Emling, R. Holzmann, R. V. F.
Janssens, T. L. Khoo, and M. W. Drigert, Phys. Rev. Lett. 57,
3257 (1986).
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Abstract A γ -γ coincidence Recoil Distance Doppler-
Shift measurement has been carried out on 60Ni to re-measure
the lifetime of the 2+

1 and 4+
1 states. The new lifetime of the

2+
1 state supports the adopted NNDC value but disagrees

with the results of two more recent Doppler-Shift Attenua-
tion Method measurements, which suggested a longer life-
time. The new result for the 4+

1 state’s lifetime is significantly
shorter than the one recommended in the latest NNDC compi-
lation while also reducing its uncertainty. It therefore resolves
an unclear situation, where an unexpected drop in transition
strength appeared from 58Ni to 60Ni. Both values match very
well with recently applied shell model calculations using the
GXPF1A interaction.

1 Introduction

The chain of semi-magical Ni isotopes has been of interest
for nuclear structure studies for a rather long time. Ni iso-
topes include three double shell-closures at 48Ni (Z = 28,
N = 20), 56Ni (N = Z = 28) and 78Ni (N = 50) as well as
a tentative neutron sub-shell closure at 68Ni (N = 40). A
special focus has lately been set on the isotopes leading to
and around this sub-shell closure, where Monte-Carlo shell
model (MSCM) calculations predict possible shape coex-
istence and also experimental evidence was found in 68Ni
[1]. Very recently, a measurement on 64Ni found evidence
that features of shape coexistence might be present in this
nucleus as well [2].
To gain insights into the structure of nuclei, lifetime measure-
ments of excited states can be utilized to obtain the transi-
tion strengths between these states. These serve as important
structural indicators and therefore as benchmarks for theo-
retical approaches like shell-model calculations that aim to
describe the nuclei’s behavior.

a e-mail: mbeckers@ikp.uni-koeln.de (corresponding author)

Regarding the Ni isotopic chain, one can find a quite con-
fusing situation around 62Ni. The region around this nucleus
will further be called mid-shell region, referring to the ten-
tative sub-shell closure at N = 40 mentioned above. There
are several reports on quadrupole transition strengths for the
2+

1 → 0+
1 and the 4+

1 → 2+
1 transitions in these nuclei that

are partly in disagreement with each other.
In detail, there is one data set resulting from a Doppler
Shift Attenuation (DSA) measurement by Kenn et al. [3]
giving high precision E2 values for 58−62Ni that mostly dis-
agree with an older compilation by Raman et al. [4]. Espe-
cially, for the 4+

1 → 2+
1 transitions the results by Kenn et

al. suggest that the transition strength drops from A = 58
towards A = 60. This behavior would be highly unexpected
and could hint at new and interesting structure evolution in
these nuclei. Another experiment, reported by Loelius et al.
[5], re-measured the lifetime of the 4+

1 state in 58Ni using
the Recoil Distance Doppler-Shift (RDDS) technique. If the
lifetime value reported from this measurement is used to cal-
culate the transition strength, the aforementioned drop of
the B(E2, 4+

1 → 2+
1 ) values vanishes. However, the avail-

able data up to now would then suggest a nearly identical
B(E2, 4+

1 → 2+
1 ) for 58,60Ni, which would be rather uncom-

mon. Loelius et al. report also on results of shell-model cal-
culations for B(E2,4+

1 → 2+
1 ) values of 56−64Ni, which show

a very good agreement with the newly measured value and
suggest that the transition strengths increase further towards
mid-shell.
For the 2+

1 → 0+
1 transitions, the different sets of experi-

mentally determined B(E2) values also pose a problem in
the interpretation of the Ni isotopic chain around N = 62.
Following the results of Kenn et al., which are further sup-
ported by another measurement by Orce et al. [6], the evolu-
tion of the B(E2, 2+

1 → 0+
1 ) values along the isotopic chain

would take on a rather symmetric form around mid-shell,
which would be expected if the N = 40 sub-shell closure
is robust for the Ni isotopes. However, if the value for 60Ni
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Fig. 1 (a) Partial level scheme
of 60Ni, showing only the
transitions used in this analysis
and the 7−

1 isomeric feeding
state. (b) Spectra of the 2+

1 and
the 4+

1 (c) state decays measured
with forward angle detectors at
different distances. To obtain the
spectra, gates on the flight
component of the respective
direct feeders were used

from the older compilation, that is supported by another more
recent Coulomb excitation experiment by Allmond et al. [7]
is used, an asymmetric form is exposed, where the transition
strength reaches its maximum already at N = 60 and then
drops slightly towards mid-shell. This could have implica-
tions on the interpretation of the sub-shell closure. To help
clarify this confusing situation, a new RDDS measurement
on the lifetimes of the 2+

1 and 4+
1 states has been conducted

at the Cologne FN tandem accelerator.

2 Experiment

The experiment took place at the Institute for Nuclear Physics
of the University of Cologne. The cologne FN tandem accel-
erator delivered a beam of 23Na with an energy of 62 MeV.
The reaction took place in the chamber of the Cologne Coin-
cidence Plunger [8], where the beam hit a target of 0.5 mg

cm2

natural Ca, sandwiched between a 2.2 mg
cm2 Au support foil

facing the beam and a 0.1 mg
cm2 Au backing, which protects

the Ca from oxidation. The 40Ca(23Na, 3p)60Ni reaction pro-
duced the nucleus of interest with a recoil velocity of ≈2%c.
The recoiling nuclei have been stopped in a 7.3 mg

cm2 Ta foil.
The Cologne Coincidence Plunger was used to vary the sep-
aration between the target and the stopper foil and to keep the
distances constant using a feedback system. γ rays emitted
from the decaying excited states were measured with eleven
large volume Germanium detectors that are arranged in two
rings at 45◦ and 142.3◦ with respect to the beam axis, respec-
tively. Data was collected using a digital data acquisition
(DAQ) system consisting of XIA DGF-4c Rev. F modules.
A total of nine different target-to-stopper distances from
12μm to 41μm in absolute values have been measured and
the resulting events were sorted in γ -γ coincidences after

applying corrections for gain shifts of the Ge detectors and
random background subtraction.

3 Data Analysis

The γ -γ coincidence data have been analyzed using the Dif-
ferential Decay Curve Method (DDCM) [9]. In the standard
implementation of this method, gates on the flight compo-
nent of the transition feeding the state of interest are used.
This way, a fixed decay cascade is selected and no feeding
assumptions have to be applied, which enables high precision
results that do not depend on any non-observed quantities,
such as delayed feeding. Furthermore only relative target-to-
stopper distances are needed for this approach, which can be
measured with high precision. In addition to the mentioned
advantages, in this analysis gates on flight components of
feeding transitions were even more important, because in
60Ni a long-lived (τ ≈ 360ps [10]) isomeric 7−

1 state exists,
which feeds into the 6+

1 state. Therefore, the majority of the
recoiling reaction products are already stopped in the stopper
foil before reaching to the states of interest. However, there
is sufficient fast feeding to the yrast cascade which avoids
the isomer, so that gates on the flight components of the
6+

1 → 4+
1 and the 4+

1 → 2+
1 transitions yield enough statis-

tics for a high precision lifetime experiment. A partial level
scheme including only transitions which have been observed
in this experiment and are important for the analysis is shown
in Fig. 1. Spectra of the 2+

1 and 4+
1 state’s decays at three

different plunger distances obtained with gates on the flight
component of the respective direct feeder are also shown in
Fig. 1.
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Fig. 2 τ -curves showing the determination of the 4+
1 state’s lifetime

for forward (a) and backward (b) angle detectors. In the upper panels
the respective τ -values are shown while in the middle panels the shifted
and in the lower panels the unshifted peak intensities are given. Both

plots are obtained using direct gates on the feeding transition. Note that
the lifetimes shown here are for the respective single ring combination
only while the final lifetime is given by the weighted average of all
detector ring combinations (see text for details)

3.1 Lifetime of the 4+
1 state

Using the DDCM with gates on the direct feeder, the lifetime
of the state of interest is obtained via

τi (x) = Ius(x)
d
dx Ish(x)

· 1

v
(1)

where Ius and Ish denote the intensities of the unshifted and
shifted components of the depopulating transition at distance
x , respectively, and v is the recoil velocity.
Though no feeding has to be taken into account, much care
had to be taken to avoid contaminations within the gates or in
the depopulating transitions, because of the high γ -ray line
density in the ungated spectra. As a result, not all ring-ring
combinations could be used for every state’s analysis.
The intensities of all needed components have been extracted
from the spectra and were used to carry out the lifetime anal-
ysis. Two examples of resulting τ curves for the analysis of
the 4+

1 state are shown in Fig. 2. The final result for the 4+
1

state’s lifetime of τ(4+
1 ) = 2.9(1)ps is given by the weighted

mean over all used ring combinations.

3.2 Lifetime of the 2+
1 state

Using the DDCM method for the 2+
1 as described above, a

lifetime of τ(2+
1 ) ≈ 0.77ps is derived, which is well within

the range of the slowing-down time of the recoils in the stop-
ping foil. Therefore the amount of decays occurring during
this slowing-down time can not be neglected and a standard
RDDS analysis assuming Gaussian peak shapes is not feasi-
ble anymore. The 2+

1 state’s decay was thus analyzed using
theGeant4-based simulationPTBG4 [11] which is dedicated
to simulate both RDDS and DSAM measurements. The sim-
ulation was explicitly adjusted to match the geometry and
detector properties of the Cologne Plunger Spectrometer. To
fix the feeding for the simulation, the newly analyzed life-
time of the 4+

1 state, which is long enough to neglect the
DSA effects, and an effective lifetime of the 6+

1 state were
used. The later was determined with a gate from below on
both components of the 2+

1 → 0+
1 transition to be 14ps.

Despite this relatively long effective feeding time, a gate on
the flight component of the 4+

1 → 2+
1 yields an intensity of

the 2+
1 → 0+

1 transition of about 22% with respect to a gate
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(a)

(b)

Fig. 3 (a) Comparison of the experimental spectrum of the 2+
1 → 0+

1 transition and the best fit of the simulation. Shown are summed up spectra
with gates from above detected under forward angle. (b) χ2 minimization used to determine the lifetime of the 2+

1 state

on both components, meaning there is sufficient fast feed-
ing for the analysis. The gate on the unshifted component
of the direct feeder was also used for the comparison with
the simulated spectra, where the same gating condition was
applied.
The lifetime analysis for the 2+

1 state was performed by min-
imizing the reduced χ2 given by

χ2 =
∑

N

(
nexp − nsim

Δnexp

)2

, (2)

where nexp and nsim denote the contents of a single bin from
the experimental and the simulated spectra, respectively and
N is the total number of bins taken into account. The life-
time assumption fed into the simulation is varied in steps
from 0.01ps to 0.2ps while getting further away from the
minimum. The statistical uncertainty is obtained using the
χ2 + 1. Because of the delayed feeding issue mentioned
above, the experimental statistics in the gated spectra is low
and the summed up spectra over all distances have been used
to compare to the simulation. The resulting best fit together
with theχ2 minimization is shown in Fig. 3 for forward detec-
tion angles. The same procedure was also applied for back-
ward angle detection. Taking into account the the variance
of both values as a measure of systematic uncertainty a final
lifetime of τ(2+

1 ) = 1.07(7)ps is derived.
The results of the lifetime analysis are summarized and

compared to results from other measurements in Table 1.

4 Discussion

The lifetime of the 2+
1 in 60Ni state obtained in this mea-

surement matches very well with the adopted value of the

Table 1 Lifetimes and B(E2) values determined in this work in com-
parison with older values

Level τ [ps] B(E2)(J+ → (J − 2)+) [e2fm4]

2+
1 1.07(7)(a) 182(12)(a)

1.31(3)(b) 149(3)(b)

1.04(2)(c) 187(4)(c)

1.30+0.30
−0.20

(d) 150+27
−28

(d)

– 182(7)(e)

4+
1 2.9(1)(a) 127+5

−4
(a)

4.8(1.5)(b) 77+35
−18

(b)

aThis work
bKenn et al. [3]
cRaman et al. [4]
dOrce et al. [6]
eAllmond et al. [7] (calculated from B(E2)(0+

1 → 2+
1 ))

older compilation by Raman et al. The longer lifetime values
given by Kenn et al. and Orce et al. can not be reproduced. For
the 4+

1 state the obtained lifetime value also differs from the
one reported in Ref. [3] while also reducing the uncertainty
significantly.
From the newly measured lifetimes, E2 transition strengths
have been calculated, which are presented in Table 1. The
transition strength determined from the 2+

1 state’s lifetime
resulting from this work matches exactly with the one
obtained by Allmond et al. from a Coulomb excitation exper-
iment [7].

4.1 Overview of the Ni systematics around A = 62

An overview of the known E2 transition strengths of the Ni
isotopes around the mid-shell (A = 62) is given in Fig. 4 for
the 2+

1 → 0+
1 and the 4+

1 → 2+
1 transitions. For the former,
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(a)

(b)

Fig. 4 Comparison of experimentally determined transition strengths
for the 2+

1 (a) and the 4+
1 (b) state’s decays and different Shell-Model

predictions from Ref. [5] for the Ni isotopic chain around the mid-shell.
See text for details regarding the different calculations

one can see an increase in B(E2) values from A = 58 to A =
60. This is the expected behavior, because the valence space
should reach its maximum the mid-shell if both the shell
closure at N = Z = 28 and the subshell closure at N = 40
are robust. However, using the value obtained in this work
for A = 60 and the ones for A = 62 from Ref. [3], which
also agrees with the one reported by Allmond et al. [7], the
transition strength is more or less constant or even decreasing
from A = 60 to A = 62. This leads to an asymmetry around
the supposed mid-shell at A = 62 since with the increase of
the mass number towards A = 64 there is a distinct drop in
the B(E2) values. A similar behavior has been mentioned
also in Ref. [7] and has been compared to the behavior of
the Sn isotopes near to N = Z = 50, shown in Ref. [12].
It might hint at the possibility, that N = 40 is not a good
subshell closure in Ni. The robustness of the N = 40 subshell
closure has indeed been of high interest in recent studies,
especially regarding the phenomenon of shape-coexistence
around this neutron number. There have been many reports

of features, that suggest shape-coexistence starting around N
= 40 and above in Ni and neighboring nuclei [13]. In a recent
study, it was shown that also 64Ni exhibits shape-coexistence
by measuring several 0+ and 2+ states with high excitation
energies [14]. Furthermore, there have been high precision
mass measurements of nuclei around N = 40 that searched
for typical signs of a shell closure and which could not come
up with clear indicators [15].
For the 4+

1 → 2+
1 transitions the former anomalous trend that

has been present in the data of Ref. [3] disappears when the
data point taken from the newer measurement from Loelius
et al. [5] is used together with the new value from this work.
The data from Ref. [3] suggested a decrease in B(E2) values
from A = 58 towards A = 60. This has been rejected by the
more recent measurement in A = 58. Combining this with the
newly measured value for 60Ni from this work, an increase
in B(E2) from A = 58 to A = 60 can instead be reported,
which is consistent with the expected systematic behavior.
As opposed to the B(E2, 2+

1 → 0+
1 ) transition strengths, the

evolution of transition strengths for the 4+
1 → 2+

1 transitions
shows no asymmetry towards mid-shell and above.

4.2 Comparison to Shell-Model Calculations

A recent shell-model calculation for the Ni isotopes around
A = 62 has been carried out by Loelius et al. [5], using
the GXPF1A [16] and the KB3G [17] interactions to obtain
B(E2) values. The results are also shown in Fig. 4. There, the
transition strengths labeled as GXPF1A(a) have been calcu-
lated with effective boson charges of ep = 1.5, en = 0.5 while
for the ones labeled as GXPF1A(b) ep = 1.12, en = 0.67 were
used. The values shown for KB3G were also obtained using
the standard values of ep = 1.5, en = 0.5. For A = 60, the newly
obtained 2+

1 → 0+
1 transition strength is best described by

the “standard” parameter set of GXPF1A(a). Both GXPF1A
calculations predict a strong maximum for A = 62, which is
not reproduced by the latest experimental results. The KB3G
interaction was not able to reproduce the experimental val-
ues for all Ni isotopes in that region. However, it predicts
a near constant B(E2) for A = 60, A = 62, which is closer
to the trend of the experimental values than the expressed
peak for A = 62 in the GXPF1A calculations. The failure of
the shell-model calculations to reproduce the experimentally
observed behavior around the supposed mid-shell could also
be accounted for by the aforementioned possibility, that the
N = 40 subshell closure might not be very robust. In fact,
to describe the more neutron-rich Ni isotopes, which exhibit
features of shape-coexistence, it was shown that untruncated
Monte-Carlo shell model (MCSM) calculations are needed
(for example in Refs. [14,18]). If the asymmetry is there-
fore indeed a result of these characteristics, it might even
be expected that the calculations shown here are not able to
reproduce the exact behavior.
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The predicted B(E2, 4+
1 → 2+

1 ) is very similar for both
GXPF1A calculations and matches very well with the new
experimental value. Here also the overall description of the
isotopic chain is very well reproduced when the most recent
experimental values are used as a reference. The KB3G
calculation is again not able to reproduce the experimental
results.

5 Conclusion

The lifetimes of the 2+
1 and the 4+

1 states in 60Ni have been
re-measured in a γ -γ coincidence RDDS experiment with
the intention to clarify the confusing situation introduced by
partly contradicting existing data. The results for the 2+

1 state
support the older values from the Raman et al. compilation
as well as the more recent Coulomb-excitation measurement
by Allmond et al. while not supporting the longer lifetime
values from the DSAM measurements of Kenn et al. and
Orce et al. For the 4+

1 state a high-precision measurement was
done for the first time, reducing the uncertainty of its lifetime
significantly while also disagreeing with the lifetimes values
from the earlier DSAM measurement by Kenn et al.
The newly measured lifetimes match well with GXPF1A
shell-model predictions. Especially, the unexpected decrease
in the 4+

1 → 2+
1 transition strength as a funtion of the mass

number reported previously for the 58Ni and 60Ni pair is
neither supported by the data reported here togehter with the
latest measurement in 58Ni nor the discussed shell model cal-
culations. The lack of a maximum for A = 62 in the behavior
of the 2+

1 → 0+
1 transition strengths around mid-shell seems

to be verified and can not be described by the standard shell-
model calculations. Here, further work, possibly including
large-scale Monte-Carlo shell model calculations, might be
helpful.
Likewise, a re-measurement of 4+

1 lifetimes in 62Ni might be
interesting to confirm that the evolution of B(E2) values is
in this case indeed symmetric since the uncertainty is rather
large for this value.
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A. Bracco, S. Călinescu, C.M. Campbell, M.P. Carpenter,
P. Chowdhury, M. Ciemała, N. Cieplicka-Orynczak, D. Cline,
C. Clisu, H.L. Crawford, I.E. Dinescu, J. Dudouet, D. Filipescu,
N. Florea, A.M. Forney, S. Fracassetti, A. Gade, I. Gheorghe, A.B.
Hayes, I. Harca, J. Henderson, A. Ionescu, L.W. Iskra, M. Jentschel,
F. Kandzia, Y.H. Kim, F.G. Kondev, G. Korschinek, U. Köster,
Krishichayan, M. Krzysiek, T. Lauritsen, J. Li, R. Mărginean, E.A.
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7 Summary and Outlook

In the following, a brief conclusion and an outlook on further developments and future prospects

of the work presented in chapters 3-6 will be given. The aim of this thesis was the development

and commissioning of a new (three-foil) plunger and of auxiliary techniques as well as the

analysis of lifetime measurements of two nuclei in di�erent regions of the nuclear chart. The

di�erent topics led to three publications and one manuscript that has been submitted for

publication.

7.1 Development of the CoCoDi� plunger

The CoCoDi� three-foil plunger has been newly designed, built, tested and commissioned during

this thesis. The �rst experiment using the CoCoDi� plunger has been the measurement of

lifetimes of the �rst two excited states in 50Cr at the Cologne FN Tandem Accelerator. For this

experiment, a new dedicated target chamber for the CoCoDi� plunger was built. The result

for the 2+1 state's lifetimes agrees very well with the literature values, proving the concept of

the new plunger device as well as of the proposed method of analysis. The new value for the

lifetime of the 4+1 state helps to decide between two di�erent groups of literature values that do

not agree with each other by clearly favoring the literature that suggests a shorter lifetime value.

After this successful measurement, the plunger could be reported to be operational. However,

some revisions have been proposed to improve the handling of the device, e.g. a di�erent way to

mount the stopper foil, which have been implemented after the commissioning run.

To be able to use the advantages of the new plunger to the full extend, also a new version of

the Cologne plunger software has been developed prior to the commissioning experiment. The

main focus was put on the remodeling of the motor control. As described in chapter 1.2, the

previous version of the software was initially written for the Cologne Coincidence Plunger which

has not only a motor but also an additional piezo stack as well as an inductive distance probe.

Both of those have been omitted in the compact plunger design for the sake of reducing the size

and amount of material to reduce γ-ray absorption. Therefore, the motor is now not only used

to set the desired distance but also to read out the distance and keep it constant with the help

of a feedback system. This means that the precision with which the motor is controlled had

to be increased, which was realized with the new software bundle by changing from an open-

loop approach to a closed-loop approach and by changing large parts of the software routines

relating to the feedback system and the distance calibration. The latter could be improved

quite drastically by a more precise way to reach the desired positions, which also improves the

determination of absolute distances with the capacitance method. The new software can also be

used for the GALILEO plunger, which existed prior to this work but was still using the non-

optimized software of the Cologne Coincidence Plunger.

The CoCoDi� plunger will be used in an upcoming campaign at the LNL together with the

AGATA detector array [77] and the PRISMA magnetic spectrometer [78] [79] [80]. For this

74



7.1 Development of the CoCoDi� plunger

PRISMA

Beam
Target

Degrader

Targetchamber

Grazing angle

Figure 16: Left: Schematic drawing of the set-up of the CoCoDi� two-foil plunger version at the
PRISMA magnetic spectrometer under a certain grazing angle α for multi-nucleon transfer reactions.
Right: CAD drawing of the CoCoDi� two-foil plunger version in the target chamber for PRISMA with a
dedicated rotatable holding structure.

campaign, some adaptions where made to the plunger. For more �exibility, it was made possible

to also use it as a regular two-foil plunger. For experiments using PRISMA, the plunger

(together with PRISMA) is usually rotated by the grazing angle of the reaction with respect

to the beam axis to maximize the amount of recoils that can enter the PRISMA magnet (see

Fig. 16). To keep the angle constant during the experiment, the target has to be �xed and

the degrader has to be movable. Moreover, the diameter of the degrader foil was increased to

maximize the acceptance angle with which the plunger can be used. At the time of writing,

several experiments using the new plunger device have been proposed by di�erent working

groups and have been accepted for the upcoming experimental campaign.

7.1.1 Further developments of plunger devices and plunger software package

After the successful commissioning of the CoCoDi� plunger, other dedicated two-foil plunger

devices based on the same design have been developed in collaborations with the Physics De-

partment of the University of Jyväskylä, Finland (JYFL) and Argonne National Laboratory,

USA (ANL). The Advanced Plunger-Particle detector Array (APPA) is designed to be used at

JYFL. It �ts inside the JYtube particle detector array in a dedicated target chamber and can

be used with the JUROGAM3 [81] detector array and either the MARA [82] or RITU [83] re-

coil separators. A commissioning experiment has successfully been carried out and a complete

campaign with the new plunger is planned. The integrated Cologne Argonne Plunger Setup

(iCAPS) can be mounted inside the MICROBALL detector and can be used with the germa-

nium arrays GRETINA [84] or Gammasphere [85] together with the recoil separators FMA [86]

or AGFA [87], located at the ATLAS facility at ANL. A commissioning experiment for iCAPS

was done by measuring lifetimes in 110Sn using the reaction 12C(106Cd,110Sn)8Be. GRETINA

was used for the detection of γ-rays while MICROBALL surrounded the plunger to detect the

2 α particles from the decay of the 8Be reaction product as a trigger for GRETINA. Since the

successful commissioning, several further experiments using the iCAPS plunger have been carried
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Figure 17: Left: The compact APPA plunger inside the JYTube particle detector at JYFL. Upper
right: Newly developed compact plunger software running with the APPA plunger with JYTube and the
JUROGAM γ-detector array. Lower right: The compact iCAPS plunger.

out successfully. For both devices a new stand-alone version of the plunger software package has

been developed based on the CoCoDi� software and the closed-loop approach. This package has

been delivered to JYFL and ANL and has been used successfully in the commissioning experi-

ments for both new plunger devices and a following plunger campaign at the ANL. Since the new

software version together with the respective compact plunger is used at di�erent laboratories

by di�erent collaborators, a comprehensive manual for the usage of the software and the general

set-up of a compact plunger measurement has been written and is given in the appendix of this

work.

Cologne Coincidence Plunger

For the Cologne Coincidence Plunger, a complete working software package using the open-loop

motor control exists and has been in use for many years. However, in the recent time, problems

with the motor of the plunger became obvious, which required changes in the software. It has

been observed that over time the traveled distance for a selected number of step cycles decreased

massively, probably due to abrasion e�ects. This e�ect became more severe until the motor could

not be moved with step sizes <5µm. To overcome this, for the Cologne Coincidence Plunger the
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motor control was also changed to a closed-loop approach, based on the new compact plunger

software. The applied voltage is automatically adjusted to keep the travel distance constant

and abrasion e�ects are therefore countered without the need for the user to interfere. As an

additional bonus, the closed-loop motor movement allows for a much faster distance calibration

process and helps to increase the precision in the calibration since the calibration points can be

reached more precisely.

HISPEC Plunger

Figure 18: View of the HISPEC plunger device (left) and the front panel of the dedicated motor control
software with the possibility to move all three piezo motors simultaneously or separately for the alignment
of the foils.

A new plunger device for the use at the HIgh-resolution in-�ight SPECtroscopy (HISPEC)

and DEcay SPECtroscopy (DESPEC) branches of the upcoming Facility for Antiproton and

Ion Research (FAIR) had been developed and built prior to this work. However, no software did

exist to run experiments with the new device.

The HISPEC plunger was especially designed for the use at FAIR. Due to the large diameter of

the future radioactive beam at FAIR, the foils need to have a much larger diameter (about 10

cm) than in other plunger devices. At the same time, the plunger has to be able to maintain

the same precision as other plungers. To follow these requirements, a design was chosen, where

three precise step motors of the type used in the Cologne Coincidence Plunger are used to move

the target foil (see Fig. 18). The software controlling the movement of the plunger had to ensure

that all three motors move simultaneously. Therefore, the step size of all three motors has to

be precisely identical and the usage of the closed-loop approach to control the motors becomes

even more important. With the open-loop approach, the design of the plunger could not work

without further sensors that monitor the movement of each motor independently. At the same
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time, the three-motor setup can be used to align the plunger foils very precisely, for which each

motor has to be able to move independently.

A new software has therefore been written on the basis of the compact plunger software, where

the user can lock and unlock the movement of certain motors. After the alignment process,

all motors are automatically locked together and move simultaneously for the rest of the

experiment, thus keeping the parallel alignment untouched while moving.

7.1.2 Work in progress and future developments
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Figure 19: Plunger control circuit using several NIM modules for pulse processing.

Since the CoCoDi� plunger is designed to be multi-purpose and it is planned to be used at

di�erent laboratories, it is of interest to also realize a compact solution for the plunger control

system to simplify the transport of the device. One measure that has been applied is the exchange

of PCI data acquisition (DAQ) cards for USB DAQ cards, making it possible to use a laptop for

the plunger control system instead of a desktop PC. In the current version, the largest footprint

of the complete system stems from the use of external (NIM) modules for the feedback system.

They are used to apply the voltage signal to one foil and to process the induced voltage signal

on the other foil (see Fig. 19). All in all four NIM modules are needed for the operation. To

further reduce the footprint, a new way to measure the capacity has been implemented, based

on the method explained in Ref. [88]. Brie�y summarized, the pulsed voltage signal is being

replaced by a high-frequency alternating voltage in the form of a sine wave. In an A/C circuit
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a capacitor acts as an impedance, meaning the amplitude of the A/C voltage measured over a

resistor behind the second foil if the signal U is fed to the �rst foil is given by

Uout ∝ Uin
1

ωC
(21)

and is therefore still proportional to the distance between the foils. The A/C voltage behind the

second foil can be directly fed into the DAQ card without the need for an ampli�er and other

modules needed for timing and pulse shaping purposes. Since the DAQ card can also deliver a

simple A/C sine voltage to the �rst foil, no more NIM modules are needed.

A software version applying these principles has been developed and �rst tests show that it

results in a precision that is comparable to the version using the NIM modules. However, the

A/C signal delivered by the DAQ card can be assumed to be less stable than the pulsed signal

of a specialized pulser NIM module. Therefore, the current version of the software integrates

the amplitude over several sine cycles for a single step in the feedback system. It might also

be appropriate to simultaneously measure the delivered signal and compare it to the resulting

signal at the second foil to correct for deviations in the incoming signal. This feature will be

implemented in the future.

7.2 Optical plunger foil distance measurement method

A new method has been proposed to precisely measure the absolute plunger foil separations

directly with a modern optical sensor. It has been tested and compared to the capacitance

method, which is well established but prone to systematic uncertainties, as well as against a

distance measurement using known lifetimes in 181Ta in a Coulomb excitation experiment. The

results show, that the new method produces very precise measurements.

The new optical method has since been established for Cologne plunger measurements and

has been used in several experiments with the Cologne Coincidence plunger where absolute

distances were needed (e.g. for the measurement reported on in Ref. [89]).

An additional use case for the optical sensor that is used in the distance measurement is the

very precise measurement of plunger foil thicknesses. For this, a second sensor is needed which

has recently, at the time of writing, been obtained. Using the technique described by the

manufacturer [90] a set-up for this type of measurement is currently being developed. The

plunger foil will be �xed on two connected piezo motors. These can be used to move the foil in

x- and y-direction between the two sensors to get a mapping of the complete surface of the foil.

A drawing of a prototype is shown in Fig. 20. Since the foil thickness is usually measured as an

average over the complete surface of the foil (e.g. by weighing or energy loss measurements),

inhomogeneities in the foil can lead to incorrect assumptions for the thickness at the beam

spot and therefore to wrong parameters in the planning of an experiment. For rolled foils,

these inhomogeneties are typically in the order of 10% and can mostly be neglected. However,

if material is evaporated onto a backing foil to form a target, the inhomogeneties can become

much larger in certain cases and have to be taken into account. With the mapping of the

complete surface, a precise value will be obtained for the beam spot as well as a measure of the
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Figure 20: Prototype for a thickness measurement station for plunger foils. The foils can be moved in
2 dimensions by two precise piezo motors to map the complete foil surface.

surface roughness. At the time of writing, there are still some precision elements missing for

the completion of the set-up, which are needed to adjust the two sensors with respect to each

other. This adjustment has to be done with a very high precision to ensure correct thickness

measurements.

7.3 Lifetime measurement in 144Ce

A RDDS measurement on 144Ce has been conducted at the Cologne FN Tandem accelerator,

using the 2n-transfer reaction 142Ce(18O,16O)144Ce. The lifetimes of the 4+1 ,6
+
1 and 3−1

states have been measured for the �rst time as well as the e�ective lifetime of the 4+2 state.

Additionally, the previously measured lifetime of the 2+1 state could be con�rmed with a well

reduced uncertainty. 144Ce is predicted to be on the edge of a region of octupole deformed

nuclei with a level scheme that suggests octupole correlations for this nucleus as well. Therefore

the extraction of B(E1) values from the newly measured lifetimes has been of great interest

and indeed, using known branching ratios, three E1 transition strengths could be obtained.

Especially, the 6+1 → 5−1 transition with around 1.3x10−2e fm2 is strongly enhanced. At the

same time, the E2 transition strength from the same state (6+1 → 4+1 ) is much lower than

predicted by shell model calculations that do not include octupole deformation. As also the

R(I) values, de�ned in Eqs. 18,19 roughly double from I=4 to I=6, one can conclude that it is
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possible that a signi�cant change in the nuclear structure happens around I=6. However, also

the other E1 transition strengths, which are in the range of 10−4efm2 while being signi�cantly

lower than the one from the 6+1 → 5+1 transition, are still enhanced and can be interpreted as

indications for octupole correlations. The mentioned R(I) value can only be calculated up to

I=7 due to missing information about higher-lying states, but gives no indications of stable

octupole deformations. It is therefore most likely that 144Ce acts as an octupole vibrator with a

degree of freedom in β3.

For decisive evidence, however, a CoulEx measurement using a very high e�ciency γ-

spectrometer to search for the 3−1 → 0+1 transition is needed to determine the branching ratio

between this transition and the 3−1 → 2+1 transition. With this, the E3 transition strengths

could be calculated from the newly measured lifetime of the 3−1 state.

7.4 Lifetime measurement in 60Ni

In a measurement on 60Ni it was possible to shed light on an unclear situation of contradicting

experimental results. The experiment used the DDCM and γ-γ coincidences to measure the

lifetimes of the two lowest yrast states with very high precision. That way, for both states

literature values that suggested considerably longer lifetimes could be rejected. In the case of

the 2+1 state, a recent CoulEx measurement could be con�rmed independently, further increasing

the trust also in the newly measured lifetime of the 4+1 state. The resulting transition strengths

match very well with shell-model predictions and resolve an unexpected systematic behavior

that occurred using older literature values. They are very important for the question of the

robustness of the N=40 subshell closure and for the question of possible shape-coexistence in

the Ni isotopes starting around N=40. The lifetime analysis of the 2+1 state was also used to

benchmark the handling of DSA e�ects with the PTBG4 simulation toolkit. Since it was possible

to re-create the experimental spectra with good precision and the resulting value for the lifetime

shows a good agreement with the latest literature value, the toolkit can be reported to be viable

to analyze RDDS experiments su�ering from DSA e�ects at the Cologne plunger setup, for which

the toolkit is optimized.
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1 Introduction and general remarks

A software package, needed to carry out several tasks related to the operation of a plunger,

has been developed by the Cologne plunger group over several years. It’s official name

was Plunger Feedback Control for Linux (PFCL) and it was (and still is) used in different

laboratories all over the world. It consists of different programs, designed to handle the

following tasks: Moving the motor that changes the foil distance (Motor), reading out the

induced voltage signal in the foil (MCA), creating sample points for a distance calibration

(CalPoints), obtaining a distance calibration (DistCal), investigate the distance calibra-

tion curve (Spline) and finally the core task of setting distances during the experiment

with the motor and keeping them constant using a feedback system and a piezo crystal

(Feedback).

The need for a remade software package came up due to two main reasons: First, the

fact, that National Instruments, the manufacturer of the DAQ equipment used for the

plunger control decided to drop Linux support for their future releases. Second, the ad-

vent of the so-called compact plungers built in Cologne, e.g. GALILEO plunger, APPA,

iCAPS and the three-foil plunger CoCoDiff [1], which do not use any kind of additional

distance measurement probe and also omit the piezo used for the feedback system due

to spacial restrictions. Since the motor has to take over the duties previously performed

by these devices (measuring the relative distance and controlling the distance during the

measurement), the precision of the motor control had to be greatly increased by using a

closed-loop system (instead of an open-loop one, like in the older version of the plunger

software). For someone being used to the older version of the software, the main differ-

ences are that one can now set exact step widths in µm in the Motor program (instead of

an abstract ”velocity” value) as well as choose precisely the step width for the Feedback

program. Another difference can be seen in the DistCal program, where the measurement

points are now reached in a more direct and precise way, which eliminates most of the

noise that was often found in the distance calibration curves, especially at close distances.

This manual is meant as a short guideline how to install the new software package for

windows and how to set up a measurement with one of the new compact plungers as well

as a short reference for the usage of the different programs. It does not claim to be com-

plete in any way. For details about the plunger method itself and the physical background

of choosing the right parameters for a measurement the reader is referred to the review

paper [2].

2 Getting ready

2.1 Installing the Software

An executable installer has been built to install the software package. To ensure a smooth

procedure it is recommended using a designated plunger control PC with a fresh install of

Windows 10 where no other NI DAQ related software is installed. It is also recommended,
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to name the user of the PC ”plunger”, to ensure the consistency of all file/folder paths,

although that is not a strict prerequisite (s. below). You will need some kind of a DAQ

card from National Instruments to make the software work, either a USB type or PCI

type one. For this manual it is assumed, that you have the complete install directory

available, including the installer and the additional directories. Before starting the install

procedure, make sure the DAQ card is connected and powered up. Then:

- run the installer.exe and keep every setting at default. You will have to restart the

PC afterwards, make sure that the DAQ cards remains connected to the system during

that.

- As the system restarts, the installer will prompt you to import configurations. Leave

everything on default and move through the steps.

- Some necessary sub-VIs can not be installed with the installer. Also the configuration

file plunger.ini does not come with the installer. To get everything working correctly, you

have to copy all folders in the install directory to C:\Users\plunger\Documents. Leave

the directory structure untouched.

IMPORTANT: If your Windows user is not named ”plunger”, you have to create that path

manually, even if this user does not exist. To be able to write in that directory (which

is necessary for most programs), you have to run all programs as a administrator in that

case, because the active user will have no rights to write there.

- After these steps, the executable of the programs can be found at C:\Users\username\Program

files\plunger. For convenience you can create shortcuts on your desktop and, if the user

is not named plunger, set them to be always executed as administrator.

2.2 Setting up the DAQ and Motor

After you have everything installed, you have to make sure that the names of the connected

devices match those expected by the programs. First, you have to connect the motor

controller to the PC. This has to be done using the serial port of the motor controller

and a serial-to-USB adapter. Then, open up the plunger.ini configuration file, found

at C:\Users\plunger\Documents \ plunger with a text editor. Search for the line called

”motor port” in the section [exp single]. Then open up ”NIMax” (which has been installed

with the installer) and search for the menu point ”Devices” at the left. There you can

find all the devices currently connected to your PC. Find out, which of these is the motor

controller (e.g. by disconnecting all devices except for one). The name of the devices

should be something like ASRL::4(COM4). Make sure that the number (in this case 4) is

the same as in the configuration file (changing it in the configuration file if necessary). Do

the same for ”daqcard port” (which should be named e.g. Dev1). Now everything should

be set up and ready to go.
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2.3 Wiring the signals

To be able to measure the voltage signal for the capacitance method you need to have the

following NIM modules ready:

� Model PB-5 Pulse Generator from BNC (or similar)

� Logic Shaper and Delay unit e.g. CANBERRA

� Spectroscopic amplifier module (e.g. ORTEC 572A)

� Linear Gate and Stretcher unit (e.g. CANBERRA 1454)

Additionally you will need the above mentioned NI DAQ card and a so-called wirebox to

feed analog signals into the DAQ card. Pulser(Pulse) → Degrader Foil

Pulser (Trigger) → Logic Shaper and Delay → Trigger input on wirebox

Target Foil → Amplifier → Linear Gate and Stretcher →
input ai0 on wirebox

Make sure to check on a scope that the pulse from the Logic Shaper and Delay output

is correctly aligned with the signal form the Linear Gate and Stretcher. The pulse has

to come in during the stretched signal. If not you can move the pulse around with the

delay unit and/or enlarge the stretched signal with the stretcher. If everything is set up

correctly you should be able to see an output voltage using the MCA program. If the

voltage is (close to) zero the pulse will likely be outside the stretched signal, if the voltage

is very unstable (jumping between 0 and some non-zero value) the pulse will likely be at

the edge of the stretched signal.

3 Setting up a plunger measurement

It is assumed, that the software is correctly installed and the wiring is correct. It is also

assumed, that the foils are already in place on the holding structure.
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3.1 Finding the electrical contact point

Start the Programs Motor and MCA. You should be able to read out the induced voltage

in MCA while changing the distance with the program Motor. Start moving the foils

together (voltage should increase1). Check optically how close you are while doing this

and adjust the step width accordingly to avoid damaging the foils. At some point the

induced voltage will jump to 10V, which is the maximum output of the stretcher module

and indicates a short circuit. This is your electrical contact point. After you moved out

of contact again (voltage is no longer 10V), it is suggested that you adjust the pre-contact

voltage using the amplifier module to a value of ≈7-8 V. Thus, you will have a large voltage

range for the movement.

3.2 Parallel Alignment

At first, the two foils have to be aligned. The alignment is done with the 3 screws and

springs at the target holder and controlled optically. The way it is normally done, is by

getting to a very short distance and watch through the slit between the foils while slowly

moving the foils further together. To see this properly, a counter-light should be used.

One can normally see very well at which part of the slit the light starts to vanish first,

i.e. where the foils touch first. If the foils are aligned, this should be from the middle of

the slit and almost at the same time for the complete slit. This has to be checked from

both directions (left-right, up-down). To adjust, use the spring and screws at the three

holding points of the cone to change the orientation slightly. Make sure to not damage the

foils e.g. by moving to a safe distance where they can not touch while working with the

screws. You might also want to check frequently if the optical contact point matches with

the electrical contact point (more or less, deviations of some µm in both directions can

appear, due to non conducting layers on the foils (e.g. oxide-layers) or invisible spikes in

the foil which lead to earlier contact). Keep in mind, that aligning the foils will increase

the pre-contact voltage. It might thus be possible that the voltage signal exceeds the 10

V cutoff before the electrical contact. In this case, you have to lower the amplification on

the amplifier module. Keep adjusting the alignment until you are satisfied.

3.3 Distance Calibration

After the foils are aligned, you have to perform a distance calibration. To prepare for this,

determine again the electrical contact point (which will have changed during the alignment

process). Use the option in the Motor program to ”rename position to” zero, so that the

motor reading is equal to the relative distance from the contact point. You should again

adjust the pre-contact voltage to a value of ≈7-8 V using the amplifier module. Don’t

change the amplification after the distance calibration! Then, create a file with relative

1If the foil separation is really large (>1mm), the voltage read out will be mostly electronic noise. You
should then decrease the separation while ensuring optically that you are not getting into close contact
until the voltage starts to increase.
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distance points, you want to sample at, using CalPoints. Here you can enter the name

of the experiment, which will create a folder for that experiment. Finally, run DistCal

to conduct the distance calibration. Enter a voltage higher then the one just before the

contact point as a limit and set the precision to e.g. 0.1. After the distance calibration,

you should inspect the calibration curve. You can start with opening the Spline program,

which automatically loads the last curve and displays it. You should also do a short

extrapolation of the linear part, to extract the absolute zero point. The offset between

this and the last point before the electrical contact is the smallest achievable plunger

distance. If you need smaller distances, go back to the alignment process and try to get a

better alignment. However, it finally depends on the material and the quality of the foils,

what the smallest achievable distance will be, due to spikes or oxide layers etc. You might

also check for removable particles on the foils, e.g. dust.

3.4 Starting the measurement

After you are satisfied with the distance calibration, start the Feedback program. It loads

the latest calibration file from the current experiment directory. You can now start setting

the desired first distance and start measuring. The tolerance setting has to be adjusted

respective to the distance which is being measured. Since for large distances the induced

voltage gets smaller, the percentage of electronic noise becomes larger and the tolerance

has to be increased. If you want to measure at very small distances like 1 µm with respect

to the electrical contact, consider this to be one of the first distances, because it might be

that it can not be reached anymore after some time due to thermal deformations.

3.5 Changing the distance

To change the distance during an experiment it is important to first stop the experiment’s

data acquisition. Afterwards, start a new plunger run in the Feedback program. Then

turn off the feedback (green light button), specify the new distance and drive manually to

that distance using the motor controls at the bottom. Then, turn the feedback back on

and start a new plunger run again. That way, you have a single plunger run that contains

the motion of the motor and otherwise clean runs that only contain one distance each.
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4 Appendix - Programs of the Cologne Plunger Software

Package (CPSP)

4.1 Motor

The Motor program is used to send movement commands to the motor controller

and eventually to the motor itself. It uses a closed-loop approach, which means, that the

controller receives a command to move a step in physical units and handles the adjustment

of the voltage given to the motor internally, by checking the motion of the motor with the

internal optical distance measurement.

It is possible to calibrate the motor for absolute movement (left side of the program

interface). For this, the motor has to be able to travel the complete travel range, which

is in general not possible when it is used in a plunger. After this, the position readout of

the motor is equal to the ”real” position of the motor.

For a plunger measurement, relative movement is normally what we want to use (right

side of the interface). There one has the possibility to send the desired step size to the

motor, either by using the ”wheel” for step sizes from -7 to 7 µm or by entering a manual

step size, e.g. if larger distances need to be traveled. ATTENTION: Larger steps can

obviously damage the target and degrader, if the separation is too small. Also, make sure

that the motor moves in the direction you expect it to before moving larger steps. If

you disassembled the plunger lately or changed the motor direction in the plunger.ini, the

directions of ”+” and ”-” might have changed. In the standard configuration ”-” decreases

the separation between the foils while ”+” increases it.

Finally, it is also possible to set the position readout to a certain value (only in relative

mode). This does not lead to a movement but just renames the position.
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4.2 Voltage Readout (MCA)

The MCA program reads the induced voltage from the input specified in plunger.ini

(default: ai0). The measurement is triggered by the external trigger connected via the

trigger input, therefore it only works if said trigger is present and the signals are correctly

tuned (see above). The voltage is displayed numerically and at the same time is written

into a histogram together with the last measurements to help judging if the signal is stable.

4.3 CalPoints
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CalPoints is used to create a file with distance points, which can be used by the DistCal

program to determine at which points it conducts its measurement. Since the change in

voltage becomes larger at small distances and at the same time these small distances are

more important for the determination of the absolute zero point, the function

Pointn = Point1 + ek∗n (1)

where k can be chosen by the user to determine how many points will be created, is used to

ensure that the spacing between points gets smaller closer to the zero point. More points

are generally better, so a value around 0.15 or smaller is recommended, especially as the

new version of the DistCal program works quite fast compared to older versions. Also,

the first and the last point that should be used for the calibration have to be specified.

Note that these points correspond to the reading of the motor. Therefore, if you have

set the motor reading to zero at the electrical contact point, the first point to use for the

calibration should always be 0. Lastly, the user can enter the name of the experiment

here, which creates a folder with that name and uses this folder in the following steps of

the set-up in the other programs of the CPSP. The path to the folder will be written to

the plunger.ini configuration file.

4.4 DistCal

DistCal performs the calibration between (relative) distance and induced voltage.
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Therefore it drives the motor to the calibration points specified in CalPoints, measures the

respective voltage and writes these values to a file. It automatically aborts the measure-

ment if the voltage is larger than the maximum as specified by the user or if the closest

calibration point is reached. The result of the measurement is plotted ”live” while it is

being conducted. The file with the calibration points is automatically loaded from the

experiment directory specified in CalPoints. If another file should be used, the experi-

ment path can be reset manually in plunger.ini. The user has to specify the name of the

resulting file with the calibration values and the abortion voltage. After the calibration

is finished, DistCal writes the path of the created file to plunger.ini, for the Spline and

Feedback programs to read from.

4.5 Calibration Curve Investigator (Spline)

Spline is used to look in detail at the calibration curve created by DistCal. It auto-

matically loads the last file created in the experiment directory. To estimate the absolute

zero point by extrapolation it is best to plot the values by 1/U. One can also use Spline

to remove certain points from the calibration file. If changes have been made, Spline asks

the user if they should be changed when the program is closed. Otherwise the original

status of the calibration file is restored. Spline keeps a copy of the original file, too, with

an added label of the date and time it was saved.

4.6 Feedback

Feedback is the core program of the CPSP. It is used during the measurement to keep the

distance constant. It automatically reads the last DistCal file from the current experi-

mental directory. Under the tab ”DistCal” one can check the calibration file. At the start

of the experiment, one has to enable the ”expert mode” by clicking the respective button

under the ”Config” tab to be able to specify the feedback and motor step widths. By
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default, both are set to 0. The desired distance can be chosen at the top of the GUI. This

will not change the actual distance, however, but only set the distance for the feedback

system. To change the distance, one has to move the motor manually using the buttons at

the bottom left. To start the feedback system, one has to press the green button next to

”automatic feedback control”. The user can also specify the tolerance, which is displayed

in the plot around the desired distance. The plot also shows the continuously measured

distance, calculated from the induced voltage using the calibration file. The displayed

feedback range limits the feedback system to a travel distance of 10µm in each direction

to protect the foils in the case of unforeseeable events like a breakdown of the induced

voltage. In the case of a contact, e.g., the motor The feedback range can be reset by the

user by manually pulling the marker back to 0. This will not cause a movement of the

foils. In case the limit is reached in any direction, the feedback system will automatically

be turned off and an error message will be prompted to the user. If the user made sure

that no voltage breakdown etc. has occurred, the range can be reset and the feedback

system can be turned on again. The feedback step width can also be chosen by the user

and should always be chosen to be equal or smaller than half of the tolerance.
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P. Thöle, N. Warr, V. Werner, W. Witt, D. Wölk, J.C. Zamora, K.O. Zell, P. Van

Isacker, and V.Yu. Ponomarev. “Low collectivity of the first 2+ states of 212,210Po”.

In: Journal of Physics: Conference Series 1023.1 (5 2018), p. 012019. doi: 10 .

1088/1742-6596/1023/1/012019. url: https://dx.doi.org/10.1088/1742-

6596/1023/1/012019.

[15] D. Kocheva, A. Yaneva, D. Kalaydjieva, G. Rainovski, J. Jolie, N. Pietralla, M. Beckers,

A. Blazhev, L. Bussmann, M. Cappellazzo, A. Dewald, F. Diel, M. Djongolov, F.

Dunkel, A. Esmaylzadeh, B. Falk, C. Fransen, J. Garbe, L. Gerhard, R.-B. Gerst,

K. A. Gladnishki, A. Goldkuhle, G. Hackenberg, C. Henrich, I. Homm, K. Ide, V.

Karayonchev, R. Kern, J. Kleeman, L. Knafla, L. Kornwebel, Th. Kröll, M. Ley,
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Braunroth, F. Camera, N. Cieplicka-Oryńczak, E. Clément, S. Coelli, O. Dorvaux,

S. Erturk, G. de France, C. Fransen, A. Goldkuhle, J. Grebosz, M.N. Harakeh,

L.W. Iskra, B. Jacquot, A. Karpov, M. Kicińska-Habior, Y. Kim, M. Kmiecik, A.
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