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Abstract

A rapid energy transition from fossil fuel based generation to renewable

energy sources is vital for the mitigation of climate change but requires

complex market structures to manage the coordination of generation and

demand. In particular, the German day-ahead market reacts to short-term

forecasts one day prior to delivery and is driven by various external drivers.

Its understanding and forecasting are essential for the energy transition as

it allows renewable energy operators to make profits and promotes key

technologies for a stable grid operation, such as battery storage.

In this work, we analyze the German day-ahead electricity market using

eXplainable Artificial Intelligence (XAI) and forecast electricity prices using

deep neural networks. We investigate the application of SHapley Additive

exPlanations (SHAP) to study the driving factors of electricity prices. The

dataset includes several power system features such as load or renewable

forecasts but also fuel prices. Our analysis suggests that load, wind and

solar generation are the central external features driving prices, as expected,

wherein wind generation affects prices more than solar generation. Simi-

larly, fuel prices also highly affect prices in a nontrivial manner. Moreover,

large generation ramps are correlated with high prices due to the limited

flexibility of nuclear and lignite plants. Based on the results from the XAI

method, we establish Long Short-Term Memory (LSTM) networks to forecast

electricity prices. We introduce a probabilistic forecast as output, increas-

ing the applicability of the model. The LSTM model is able to outperform

models from related works and enables additional applications using the

predicted standard deviation.
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1. Introduction

Mitigating climate change is one of the most important and difficult chal-

lenges facing humanity. A rapid and fundamental transformation of our

energy system is necessary to limit global warming and its resulting im-

pacts [Rog+15]. This includes decarbonizing electricity generation, heating,

transportation and other sectors.

An essential part of this energy transition lies in the electricity grid. The

reliable supply of electric power is vital for modern societies [VL10; Pra16]

while the electrification of other sectors increases this dependency on the

electricity grid even more. A stable operation of the electric power system

requires that power generation and load are always balanced [WWS13].

Because of the ongoing energy transition, this coordination of generation and

demand is becoming increasingly challenging. Generation from renewable

sources such as wind and solar power is determined by the weather and

therefore highly volatile [SP18].

Despite the challenges and the increasing complexity of the power grid,

the amount of publicly available data has enabled researchers across various

fields to study and optimise this critical infrastructure. Interdisciplinary

work between fields such as statistical physics, nonlinear dynamics, network

science, data science and machine learning provides further insights into the

operation, stability and resilience of the power grid [Wit+22; Mac+22].

Electricity markets are critical for coordinating generation and demand

prior to the actual delivery of electricity. To improve efficiency and reduce

costs, European electricity markets were liberalised starting in the 1990s

[JP05]. Before, generation, transmission and distribution were typically in-

tegrated into a single company holding a regional monopoly. Today, several

markets exist in Europe which enable electricity trading on different time

horizons [Eur19].
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1. Introduction

In particular, the day-ahead markets trade on a short-term basis and en-

able coupled trading across Europe. Market participants use forecasts to

elaborate optimal trading strategies one day before actual delivery, while

the fundamental framework of the market ensures that power generation

matches load.

Accurate understanding and forecasting of electricity prices are critical

for the energy transition. It enables renewable energy operators to make

profits from the market by anticipating price movements and promotes smart

applications for demand control [Tsc+22]. In general, the electricity price

time series shows intricate statistical properties, including heavy tails and

strong correlations [Han+22a]. Recently, European energy markets were

heavily disturbed by the Russian invasion of Ukraine causing an intensified

research interest (see, e.g. [OČ22; Zak+22; Böt+23]).

Overall, this thesis aims to contribute to a better understanding of the

German day-ahead electricity market and the development of tools for the

analysis and forecasting of electricity prices. It will provide insights into the

current behaviour of the German day-ahead electricity market and use this

knowledge to efficiently forecast electricity prices.

For the analysis of market behaviour, we use eXplainable Artificial Intelli-

gence (XAI) techniques, enabling detailed explanations of driving factors of

the markets. XAI is an emerging field that focuses on developing machine

learning models that are able to provide understandable and transparent

explanations for their predictions and decisions [Mol20]. The use of XAI in

the analysis of electricity markets can help to increase the transparency and

accountability of the markets and can also provide valuable insights into

the factors that influence electricity prices [Mac+22]. We establish a Gradi-

ent Boosted Tree (GBT) model for the German electricity prices and apply

SHapley Additive exPlanations (SHAP) to explain the model. We use an

extended data set to identify driving factors which are commonly neglected

in elementary studies [Lag+21]. The model substantially outperforms the

more commonly employed merit order principle, revealing additional detail

into the function of the market. For instance, the model quantifies the impact

of fossil fuel prices and load ramps, as well as nonlinear interactions of dif-

ferent features. This takes us one step further in accurately understanding

2



the drivers of electricity prices.

Based on the information gained using XAI, we establish a forecasting

model using Long Short-Term Memory (LSTM) deep neural networks and

analyze the added value of probabilistic outputs. The use of deep neural

networks for price forecasting has the potential to improve the efficiency and

accuracy of electricity trading and can also help to optimise the operation

of the electricity grid [Lag+21; Tsc+22]. Accurate price forecasts can help

market participants make informed trading decisions and can also support

the operation of the grid by providing anticipatory information on the ex-

pected demand and supply of electricity. Using probability distributions

as model output, the model is able to outperform a comparable model of

Tschora et al. [Tsc+22] with its mean prediction. Additionally, the model

allows to quantify the prediction uncertainty via the standard deviation.

For instance, negative prices and high price peaks are predicted with a high

standard deviation since their accurate prediction is usually hard.

The remaining thesis is structured as follows. In Chap. 2, we provide

an introduction to the German electricity markets with focus on the day-

ahead market and its approximations. We will give an introduction to

the field of machine learning, eXplainable Artificial Intelligence (XAI) and

Artificial Neural Networks (ANN). In Chap. 3, we provide the fundamentals

of machine learning models. We then continue to explain more advanced

machine learning techniques, focusing on Feedforward Neural Networks

(FFNN) and Recurrent Neural Networks (RNN) in Chap. 4 and introduce

methods of XAI in Chap. 5.

Methods and results of the XAI analysis of the German day-ahead elec-

tricity market are presented in Chap. 6. In Chap. 7, we discuss the methods

and results of the proof of concept using LSTM networks for probabilis-

tic electricity price forecasting. Conclusion and outlook are presented in

Chap. 8.
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2. Electricity Markets

The purpose of this chapter is to provide a brief introduction to the electricity

markets in Germany with focus on the day-ahead market within the German

bidding zone. We start with a broad overview of the overall market structure

for electricity trading in Sec. 2.1. In Sec. 2.2, we discuss the structure of the

day-ahead market in detail with particular focus on the merit order effect

and the Single Day-Ahead Coupling (SDAC).

2.1. Overview

Electric power has been a crucial component in almost all aspects of our

daily lives since its transmission and distribution became technically feasible.

Today, the social and economic system is highly dependent on the reliable

supply of electric power. Therefore, the power system is considered one of

the most critical infrastructures in society [VL10].

As the aggregation of generation and demand for larger regions helps

to further stabilize the reliability of electricity supply, large synchronous

AC grids have emerged aggregating generation up to hundreds of GW.

Each generator connected to the grid operates at approximately the same

frequency, with the exception of tiny spatial fluctuations [Ryd+20]. For the

purposes of this thesis, we will confine our work to the central European

grid, which operates at a reference frequency of 50 Hz.

Due to the inability of the transmission grid to store electricity itself, gen-

eration and demand must be balanced at all times. Otherwise, frequency

would deviate from its set value, which could eventually lead to a power sys-

tem blackout. Various layers of control reserve are implemented to balance

the generation but are limited to small imbalances.
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2. Electricity Markets

Forward

Markets

Day-ahead

Markets

Intraday

Markets

M-1 D-1 m-1

Figure 2.1.: An outline of the organizational structure of the German power

market. Forward Markets begin trading financial contracts for

electricity one month in advance of actual delivery. Day ahead-

markets remain open until the day before delivery, while the

intraday markets close just minutes before delivery.

Electricity markets are critical for coordinating generation and demand

prior to the actual delivery of electricity. Since transmission capacities be-

tween regional areas are limited and create bottlenecks for grid stability,

different bidding zones exist. These various bidding zones exist largely

between countries, with some countries sharing a bidding zone or being

divided into several inter-country bidding zones. Bidding zones are crucial

to ensure that regional market conditions are reflected in the price while

they also help to indicate constraints in transmission. European electricity

markets were liberalized in the 1990s, which led to more efficient markets

with lower costs due to competition between different suppliers [JP05].

The current transition from mainly fossil fuel-based power plants to more

renewable generation is one of the main challenges in today’s markets. Con-

ventional power plants based on fossil fuels are connected to the grid via

synchronous generators with intrinsic inertia, resulting in a stabilizing effect

for the grid [Mil+18]. In contrast, renewable power plants like wind and

solar generation are connected to the electricity grid via power electronic

converters, which do not serve any inertia. Additionally, renewable power

plants are determined by the weather and are thus highly volatile [SP18],

making also the electricity market highly volatile [Han+22a]. This makes

the efficient coordination of generation and demand increasingly challeng-

ing [Wit+22].
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2.1. Overview

To address the evolving challenges of the energy transition, the structure

of electricity markets has become more and more complex and is constantly

changing. We will now concentrate solely on German markets, i.e. the bid-

ding zone of Germany. Notably, Germany shares its bidding zone with Lux-

embourg and also shared it with Austria until 1st of October 2018 [EEX18].

In the following, we will only refer to these shared bidding zones as Ger-
man markets for convenience. We will also focus only on the current market

regulations and processes.

The German markets can be separated into regular trading markets from

long-term future trading to short-term spot trading and reserve markets for

different security measures. For an overview of the regular trading markets

see Fig. 2.1. The first regular trading markets are the forward markets, where

financial trading is done to mitigate the risks of changes in the spot prices.

This takes place up to several years before the physical delivery of electricity.

The spot markets are the main market for physical trading of electricity

and consist of the day-ahead and intraday markets. The day-ahead market

is open until 12:00 the day before delivery, where an auction matches bids

and offers and sets the corresponding electricity price as detailed below.

Electricity is traded in hourly blocks for the 24 hours of the following day.

Closing time and block size can vary on different exchanges but mostly follow

the mentioned structure. The largest part of the day-ahead market is coupled

via the Single Day-Ahead Coupling (SDAC), which extends trading over

bidding zone borders with respect to transmission capacities. Section 2.2

explains the day-ahead market in greater detail.

Shortly after the publication of day-ahead market results, intraday market

trading begins. The intraday market can be separated into auction-based

and continuous trading. While the auction-based intraday market follows

the structure of the day-ahead market with a daily auction at 15:00, the

continuous intraday market opens at 15:00 and allows for continuous trad-

ing up until 0 minutes before delivery. Electricity is mainly traded in hour

and quarter-hour blocks, while different exchanges offer alternative trading

blocks [EPEb]. In the continuous market, bids and offers get matched in-

stantaneously, allowing for quick responses against emerging mismatches

due to weather changes or unplanned unavailabilities. The largest part of
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2. Electricity Markets

the continuous intraday market is coupled via the Single IntraDay Coupling

(SIDC), which allows for instantaneous trades across bidding zone borders

if transmission capacities are not reached. Once again, opening and clos-

ing times can vary on different exchanges but mainly follow the mentioned

structure.

Since intraday markets open after day-ahead markets are closed and are

smaller in volume, intraday prices are largely determined by the previ-

ous day-ahead auction. Most deviations are caused by short-term system

changes, such as weather forecast errors. This leaves the day-ahead markets

as the main driver for general electricity prices reacting directly to availability

of generation and load.

Additionally, electricity is traded through non-public contracts between

electricity producers and consumers via Over-The-Counter (OTC) agree-

ments. Both parties close a direct contract that does not take place on any

energy exchange and are only obliged to report volumes and delivery times.

As a result, prices usually remain unknown to the public. Most contracts are

arranged on a long-term basis and are used mainly by large market players.

OTC trading is still one of the most popular forms of trading.

The reserve markets trade electricity reserves that are activated in the

event of frequency deviations due to imbalances between generation and

demand. In German markets, there are three different frequency control

measures. They are activated at different times and therefore require dif-

ferent participants. In order to ensure sufficient capacity for the control

measures, reserve capacity is traded separately for each control measure.

Prices for control reserve are set for negative and positive reserve capacity

separately. Each market follows a complex procedure, which we will not

elaborate on in further detail.

2.2. Day-ahead Electricity Market

In this section, we will focus on the German day-ahead electricity market in

more detail. Again, we emphasize the fact that Germany shares its bidding

zone with Luxembourg and also shared it with Austria until 1st of October

8



2.2. Day-ahead Electricity Market

2018 [EEX18]. In the following, we will refer to these shared bidding zones

only as German markets for convenience.

While OTC and forward trading focus primarily on long-term price de-

velopment, the day-ahead markets trade on a short-term basis. Market

participants use forecasts to elaborate optimal trading strategies one day be-

fore actual delivery. The fundamental framework of the market ensures that

power generation matches load. Forecasts include demand forecasts and

therefore consumer behaviour of the next day, wind power plant genera-

tion forecasts and solar power generation forecasts. Since most forecasts are

dependent on weather changes, precise weather forecasts are essential for

day-ahead markets. Day-ahead markets are larger in volume than intraday

markets, which mainly react to forecast errors or unplanned unavailabili-

ties. Therefore, the electricity price resulting from day-ahead markets is the

mainly used reference for general price development.

Day-ahead markets are operated by Nominated Electricity Market Opera-

tors (NEMOs). NEMOs are organizations designated by the competent au-

thority to perform all tasks related to the coordination of production and de-

mand in the respective markets [ALL22]. In Germany, the three designated

NEMOs are EPEX Spot SE, Nord Pool EMCO AS and EXAA AG [Eur22].

Trading is possible via the different exchanges hosted by the NEMOs re-

spectively. In the following, we will refer to the different exchanges by the

name of the hosting NEMO.

Most European day-ahead markets are coupled via the pan European

Single Day-Ahead Coupling (SDAC) which optimizes trading across bidding

zone borders. The SDAC is explained in detail in Sec. 2.2.2. The auction for

the SDAC is generally opened at 10:00 the day before delivery. Depending

on the exchange this may differ due to different publishing schedules of

the respective NEMOs and TSOs. All markets exchanges close trading at

12:00 for the SDAC without exception [Küh+21]. Electricity is traded for

all 24 individual hours of the following day with special trading blocks

depending on the operating exchange. While EPEX Spot and Nord Pool

only offer trading for the SDAC [EPE22; Nor], EXAA additionally offers a

regional market auction. The independent Classic Auction on EXAA closes

at 10:15, 105 minutes before the closure of the SDAC. The auction offers

9



2. Electricity Markets

trading of all 24 individual hours and also all 96 individual quarterly hours

of the following day [EXA]. Notably, the individual EXAA auction is small

in volume compared to the volume of the SDAC.

To understand the process of auction trading in the day-ahead market we

will assume an uncoupled German market with only one operating exchange

for now. We also assume the more popular hourly trading intervals. In

this simple and uncoupled market, electricity producers and consumers

can place orders at the exchange for all 24 hourly trading intervals of the

following day. Orders are placed in the order book, where all orders are

listed. Order books in electricity markets are usually anonymous and list

both sides of a trade, called offers and bids. Offers are placed by electricity

producers who offer a specific amount of electricity at one price for one of

the trading intervals. The offered capacity from the producer is the volume

of the offer. Oppositely, bids are placed by electricity consumers who bid for

a specific amount of electricity at one price for one of the trading intervals.

The requested capacity from the consumer is the volume of the bid.

Since the day-ahead market is auction based, bids and offers are collected

inside the order book until market closure. Aggregating both offers and

bids in volume creates the supply and demand curves (see Fig. 2.2). Supply

and demand curves are usually only used after market closure with the full

order book. The supply curve shows the available production capacity if

a specific price is paid. Oppositely, the demand curve shows the capacity

which would be bought for a specific price.

The intersection between supply and demand curve creates the Market

Clearing Price (MCP), which is the resulting overall price of the day-ahead

market. Every offer below the market price and every bid above the market

price gets executed exactly at the MCP. Therefore, every electricity producer

gets the same payment, while every consumer pays the same price, regard-

less of the initial price of the order. This market clearing procedure is called

pay-as-cleared (in contrast to pay-as-bid). It ensures that power plants win the

bid in the order of their bidding prices which is called the merit order principle
[SRG08].

One peculiarity of the electricity market is the possibility of negative prices.

This may occur in periods of high renewable electricity production due to
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Figure 2.2.: Plot of the aggregated order curves for 1 hour in the day-ahead

market. The supply curve increases in prices for higher volume

and corresponds to the offers in the order book. The demand

curve decreases with volume and corresponds to the bids in the

order book. The Market Clearing Price (MCP) is the intersection

of the supply and demand curves. Therefore, every offer below

the MCP is executed, as well as every bid above it.

favorable weather conditions, while fossil fuel based power plants are unable

to ramp down production. The inflexibility of generation can be attributed

to power plants with limited ramping speeds, such as nuclear power plants,

or to the high additional costs of ramping up generation again. Looking

at the aggregated bidding curve, the supply curve moves to the right since

more production volume is available, moving the intersection of both curves

and therefore the MCP to lower and eventually negative prices.

2.2.1. Merit Order

In this section, we will briefly review one of the most common approxima-

tions of the day-ahead market based on the merit order principle. This base

model will serve as a benchmark model for different parts of the thesis.

The electricity demand or load L is mostly inelastic in the short term

[Lĳ07]. Demand side management aims to increase the short-term flexibil-
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2. Electricity Markets

Figure 2.3.: Visualization of the merit order principle. Generation is sorted

according to their estimated marginal cost. The load is approxi-

mated as independent of the price. The price is set by the power

plant with the highest marginal cost needed to match the load.

Since renewable generation has the lowest marginal cost, they are

always included in the merit order principle. Therefore, power

plants using fossil fuels, like coal, gas or oil power plants deter-

mine the price.

ity and elasticity of demand, such that it can be adapted to the availability of

renewable power generation. However, the progress of demand side man-

agement in the German market is very limited as private consumers and

small enterprises typically experience no price signals [Han+22b]. Further-

more, day-ahead trading relies only on load forecasts, not the actual load.

Load forecasts in the ENTSO-E region are calculated on the historic load pro-

file on similar days [ENTb] and generally assume “inelasticity of the load to

price” [ENT23]. Hence, we assume that L depends only on the time t, but

not on the price p for the time being.

In perfect competition, the demand is satisfied by generating units ac-

cording to their marginal costs. All units with marginal costs below the

market price p can realize positive contribution margins and are thus “on”,

all others are “off”. Hence one can obtain an approximate view of the market

outcome by sorting all generating units according to their estimated marginal

12



2.2. Day-ahead Electricity Market

costs. Figure 2.3 shows an example of this approximation. Renewable power

plants, in particular wind and solar power, have high investment costs but

almost vanishing variable costs. As marginal costs are dependent on the

variable costs only, the marginal costs of these two renewable power sources

are usually neglected. Furthermore, renewable plants are prioritized in the

German market according to national regulations (“Erneuerbare Energien

Gesetz”). Hence, we can assume that the total renewable generation G
ren

is

independent of the market price p. However, renewable generation depends

on the weather and thus varies strongly with time t. If the availability of the

dispatchable power plants varies little in time, we can assume that the gen-

eration G
dis

depends only on the price p. In the German market, nuclear and

lignite power plants have the smallest marginal costs and thus contribute

first. Notably, the marginal costs of individual power plants are not known

exactly and must be estimated.

We can now formulate the condition of market equilibrium. Supply and

demand match if

L(t) = G
ren
(t) +G

dis
(p(t)). (2.1)

Solving for the price yields

p(t) = G−1
dis
[L(t) −G

ren
(t)] , (2.2)

whereG−1
dis

denotes the inverse function. That is, the market price is a function

of the difference of load and renewable generation, which is commonly

referred to as the residual load.

2.2.2. SDAC

The Single Day-Ahead Coupling (SDAC) aims to create a single pan Euro-

pean cross zonal day-ahead market. Therefore, demand and supply orders

in one bidding zone are no longer confined to the local territorial scope.

The main benefit of market coupling is the increase in overall efficiency

of the market by promoting effective competition, increasing liquidity and

enabling more efficient utilization of generation resources across Europe

[ENTe]. This also results in less volatile prices across all European bidding
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2. Electricity Markets

zones. Notably, it is not possible to simply aggregate the order books from

all bidding zones as transmission capacities are limited.

SDAC was first implemented in February 2014 for the bidding zones in

North-West Europe (NWE) and has been extended to include all European

bidding zones with a few exceptions [EPEa]. One notable exception is the

excluding of the Swiss day-ahead market, which results in Swiss prices being

published before the closure of the SDAC markets. A full documentation of

the extension of the SDAC can be found at [ENTe].

The SDAC makes use of an algorithm called PCR EUPHEMIA, which cal-

culates electricity prices and allocates auction based cross-border capacities

for all involved bidding zones. It calculates output for all bidding zones

and all 24 individual hours of the following day simultaneously in under 17

minutes [N-S].

EUPHEMIA takes inputs submitted by TSOs and NEMOs and maximizes

social welfare. Social welfare is defined as the consumer and supplier sur-

plus including congestion rent. Inputs are all order books including bids

and offers from the respective NEMOs and networks capacities and con-

straints from the respective TSOs. Network constraints include restrictions

on interconnectors. Possible restrictions are losses through lines, lines being

subject to tariffs and ramping limits on lines [ALL20]. Price limits are also

taken into account.

The resulting outputs for all participating bidding zones are the clearing

prices, all matched trades, scheduled exchanges and net positions. Cross-

border flows are allocated automatically with respect to all network con-

straints. This offers implicit auctions, where all involved traders only bid for

electricity and do not need to reserve cross-border capacity beforehand.

The European market coupling via SDAC is subject to a strict schedule,

which ensures that the smallest errors in the preparation of the coupling

can be compensated. After market closure of all participating markets at

12:00, PCR EUPHEMIA starts its calculation. If errors occur in the inputs or

the calculation, there exist clearly defined guidelines for possible solutions.

For example the partial decoupling of bidding regions or a second round of

auctions if extreme prices occur. A complete description of all processes can

be found in [ALL20] and [EPE22].
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3. Fundamentals of Machine
Learning

This chapter serves as a brief introduction to the notation and basic concepts

of machine learning. Notation follows the work of Goodfellow et al. [GBC16]

and Hastie et al. [HTF09], which also provide more details about the concepts

of machine learning. We will start with an overview of the basic methods

of machine learning in Sec. 3.1. After that, we focus on tree-based machine

learning models, starting with decision trees in Sec. 3.2 and building up to

Gradient Boosted Trees (GBT) in Sec. 3.3.

3.1. Overview

Machine Learning (ML) is considered a subset of Artificial Intelligence (AI)

and is concerned with algorithms that are able to learn from data. Learning

in this context means the ability of the algorithm to improve its output by

incorporating new information from received data. A learning task typically

consists of input data and an unknown implicit or explicit mapping to an

output. Input data is referred to as features and the output is called target.

The output of the model is referred to as prediction.

Supervised learning describes learning tasks based on labeled input data.

Each sample of data is associated with a label, and the model must learn the

relationship between data and label. The labels are provided by an instruc-

tor or teacher who shows the model what mapping to learn, which is why

this type of learning is called supervised learning. Unsupervised learning,

on the other hand, operates without the guidance of an instructor or teacher.

Data points are not labeled and the model needs to extract a meaningful
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3. Fundamentals of Machine Learning

structure from the input data on its own without being told what the output

should look like. Neither term is formally defined, so the line between su-

pervised and unsupervised learning is blurry. Additionally, reinforcement

learning is a subset of machine learning where the algorithm interacts with

its environment. An agent learns how to act in an environment through

feedback loops between the learning system and the agent’s experience. In

this thesis, we focus on supervised learning.

Labels of datasets in supervised learning tasks can be categorized into

two main subclasses. First, classification is the task of assigning different

categories, called classes, to the input data. The labels of the data usually

consist of at least two different integers representing each class. The model’s

task then is to predict the class of a sample from the input features. An

example of a classification model would be the classification of handwritten

numerical values. Second, regression is the task of assigning a numerical

value to the input data. Each sample of the input data is labeled with a real

number that needs to be predicted. An example of a regression task is the

prediction of a regional temperature for the next day.

In the following, we will only focus on regression models. Therefore, all

equations are written to illustrate regression tasks but can be easily adapted

to classification tasks as well. In a supervised regression task, the goal of

the algorithm is to approximate an unknown function f(x) = y based on

the labeled data (x, y) ∈ D ⊂ Rm × R, where x is a vector summarizing the

values of the input features and y is the target. The output of the model is

defined as f̂(x) = ŷ. The learned function f̂ is referred to as a hypothesis

h chosen from the hypothesis space H. The hypothesis space is dependent

on the choice of the model. Note that we will only focus on single-output

regression tasks for simplicity.

To measure the performance of the model, a loss function L, often also

called error or cost function, is used. The loss function quantifies how close

the predictions of the model are to the real values. A commonly used loss

function is the squared loss defined as

L(y, ŷ) = ∑
(x,y)∈D

(y − f̂(x))2. (3.1)
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3.1. Overview

With the loss function, we can define the best choice of the model depending

on the input data as

f̂ = argmin
h∈H

∑
(x,y)∈D

L(y, ŷ). (3.2)

In real world scenarios, access to data is usually limited, resulting in finite

datasets. However, if enough data is available, the model is still able to

learn the underlying mapping of the data, provided that the subset of data

is evenly distributed from the full dataset.

Finding the function f̂(x) that best approximates f(x) for a finite subset

of data is just an optimization problem. The more important task of machine

learning is to find a function that not only performs well on seen data but

also on unseen data. To approximate the generalization error of the model,

meaning the performance on unseen data, the full dataset is split into two

separate sets. The train set is used to train the model, i.e. perform the

optimization in Eq. (3.2). The test set is not included in the optimization

process and therefore serves as a proxy for the generalization error.

While the model learns by minimizing the training error, it also needs

to have a low generalization error. More generally, the generalization gap

should be low as well. The generalization gap is defined as the difference in

the performance on the train and test set. If the model performs well on the

train set but has a large generalization gap, the model overfits. Oppositely, if

the generalization gap is small, but the performance on the train set is low, the

model underfits. Overfitting and underfitting are one of the key challenges

when it comes to the choice of the machine learning model. Overfitting

arises due to over-complex models, while underfitting arises due to under-

complex models. The complexity of the model is usually referred to as

capacity. The capacity of the model controls the complexity of the resulting

prediction function f̂(x) and therefore defines the hypothesis space H.

A simple example is the approximation of data based on a quadratic

function seen in Fig. 3.1(top). A linear model lacks the complexity to approx-

imate data based on quadratic functions. The prediction function is not able

to model the data, which causes underfitting. Increasing the capacity of the

model to incorporate polynomials up to the ninth order leads to excessive

overfitting of the data. The model perfectly fits the train set but is unable to
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3. Fundamentals of Machine Learning

Figure 3.1.: Concept of underfitting and overfitting. (top) Different polyno-

mials are fitted against several data points. The underlying func-

tion of the data is quadratic with added noise. Linear fit: The

model lacks complexity and is unable to model the data resulting

in underfitting. Quadratic fit: The model fits the data well and

is able to generalize to unseen data. Ninth-order polynomial fit:

The model fits all data points perfectly but is unable to generalize

to new, unseen data. The model suffers from overfitting. (bottom)
Typical relationship of model complexity and generalization er-

ror. Low complexity minimizes the gap between train and test

error but lacks overall performance. High complexity models

have good performance on the train set but are unable to adapt

to new data. Therefore, the generalization error increases. The

optimal model consists of a good trade-off between underfitting

and overfitting.

(Figure reproduced from Ref. [GBC16].)
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3.1. Overview

correctly predict unseen data from the test set. Choosing a moderate com-

plexity allows the model to generate a good approximation of the data while

keeping the generalization error low. The overall impact of the capacity can

be seen in Fig. 3.1(bottom).
Handling the problem of overfitting and underfitting can be challenging,

depending on the learning task. In general, it is not obvious which class of

machine learning models suits a problem best. Furthermore, each class of

machine learning models can be optimized for particular learning tasks us-

ing hyperparameters. Hyperparameters define the complexity of the model

and can be divided into parameters that change the initial complexity of the

model and parameters that limit the complexity of the model during the

training process. Depending on the choice of the model, two of the most

common techniques to limit the complexity during training are regulariza-

tion with respect to the model parameters and early stopping.

When using regularization, an additional term, called the regularization

term, is added to the optimization problem. The regularization term pun-

ishes more complex models, resulting in simpler models if the performance

of the models is not significantly reduced. The learning task can be written

as

f̂ = argmin
h∈H

∑
(x,y)∈D

L(y, ŷ) + λΩ(h), (3.3)

where Ω(h) is the regularization function that penalizes complex models.

The parameter λ is the regularization parameter controlling the trade-off

between minimizing the error or the model complexity.

Early stopping makes use of an additional unseen test set and is often

used for iterative machine learning algorithms. A small part of the train

set is used as a validation set, which serves as an unseen dataset during

the training process. The model is trained on the rest of the train set and

is evaluated on the validation set at each iteration of the algorithm. If the

performance on the validation set does not increase for a predefined number

of iterations, the algorithm terminates and the iteration step is selected that

gives the maximum performance on the validation set.

Once a model has been successfully trained, it can be further validated

using performance measures other than the loss function used during train-
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ing. Here, we present the metrics used throughout the thesis to verify

performance on the task of electricity price prediction and forecasting.

The Mean Absolute Error (MAE) serves as a good intuitive performance

measure and is defined as the average distance between the prediction and

the actual value given by

MAE(y, ŷ) =
1

N

N

∑
i=1
∣yi − ŷi∣ . (3.4)

Another common performance measure for price time series is the Sym-

metric Mean Absolute Percentage Error (SMAPE). It is based on the Mean

Absolute Percentage Error (MAPE), given by

MAPE(y, ŷ) =
100

N

N

∑
i=1

∣yi − ŷi∣

∣yi∣
, (3.5)

but ensures that prices close to 0 that are incorrectly predicted do not lead

to unnecessary large errors. The SMAPE is defined as

SMAPE(y, ŷ) =
100

N

N

∑
i=1

∣yi − ŷi∣
1
2 (∣yi∣ + ∣ŷi∣)

. (3.6)

Finally, the R
2
-score is another common error metric that provides easily

interpretable results. It normalizes the quadratic error (yi − ŷi)2 of every

sample by the quadratic deviation from the mean (yi−ȳ)2. Roughly speaking,

it quantifies the variance in the data explained by the model. Therefore, a

score of 1 corresponds to a perfect prediction and a score of 0.5 would mean

that 50% of the variance can be explained by the model. The R
2
-score is

defined as

R
2
(y, ŷ) = 1 −

∑i(yi − ŷi)
2

∑i(yi − ȳ)
2
, (3.7)

where ȳ is the mean of all labels. We also use the Negative Log-Likelihood

(NLL) as a loss function. The NLL serves as a common performance measure

when the predictions of the model are given in the form of probability

distributions. The distance between prediction and true value is given in

terms of the uncertainty of the prediction. Assuming that the model predicts
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3.2. Decision Tree

a normal distribution with mean µi and standard deviation σi, the NLL is

given by

NLL(y, (µ,σ)) =
1

N

N

∑
i=1

log(2πσ2
i )

2
+
(yi − µi)

2

2σ2
i

. (3.8)

3.2. Decision Tree

Decision trees are a conceptually simple method for supervised machine

learning. They provide robust models that are largely interpretable. Tree-

based models, particularly ensemble approaches, provide decent perfor-

mance on several learning tasks and remain among the most popular ma-

chine learning models [HTF09; Kag].

Using tree-based methods, one can solve both regression and classification

problems. In both cases, the models partition the feature space into a set

of hyperrectangles, assigning each hyperrectangle a constant value or the

associated class. In the following, we will focus on regression.

R1 R2

R3

R4

R5

t1

t2

t3

t4

X1

X
2

X2 ≤ t1

X1 ≤ t2 X1 ≤ t3

X2 ≤ t4

R5R4

R3R2R1

Figure 3.2.: Two different representations of the same decision tree. (left) The

two-dimensional feature space is separated into rectangles. The

splitting points of the feature space are denoted by ti. The model

assigns each input in the rectangle the value Ri. (right) Binary

decision tree that splits the data at each node. Starting with the

full dataset, data fulfilling the observation move down the left

branch while the rest moves down the right branch. Terminal

nodes are called leaves and give the final prediction.

(Figure inspired by Ref. [HTF09].)
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In every step, the feature space is split into two regions and the variable

and split point utilized for the division are chosen to achieve the best per-

formance. In each region, the prediction is chosen as the mean of all target

values in that region. All available regions are split recursively until some

stopping rule applies. In Fig. 3.2(left), a two-dimensional feature space is

split into five regions {Ri}
5
i=1. The first split is done at t1, splitting the feature

space into two regions. The resulting regions are split again until there are

five regions.

In Fig. 3.2(right), the same process is shown as a binary decision tree. Start-

ing at the top of the tree, the full dataset is split at each node. Data fulfilling

the observation move down the left branch, while the rest moves down the

right branch. The terminating nodes, called leaves, give the resulting predic-

tion value. This representation of a decision tree is a key advantage because

it remains interpretable even for higher-dimensional feature spaces. In com-

parison, hyperrectangles lose their interpretability for higher dimensional

feature spaces.

The prediction function of the decision tree is given by

f̂(x) =
5

∑
m=1

cmI(x ∈ Rm), (3.9)

where cm is a constant value assigned for each region and I is the indicator

function defined as

I(x ∈ Rm) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if x ∈ Rm,

0 if x ∉ Rm.
(3.10)

Unfortunately, finding the best partitions is computationally infeasible.

Therefore, we use one of the most common algorithms, which constructs the

tree top-down, starting from the root node. Notably, it is possible to further

optimize a tree using algorithms such as pruning. We will skip optimization

here as we are only interested in explaining the concept of decision trees.

Consider a dataset D with N samples (xi, yi). Starting from the top node,

the data is split into two regions R1 and R2 for the feature variable j at the

split point s. The best split is found by optimizing j and s with respect to

22



3.3. Gradient Tree Boosting

the loss function L(y, ŷ) given by

argmin
j, s

⎡
⎢
⎢
⎢
⎢
⎣

min
c1

∑
xi∈R1(j,s)

L(yi, c1) +min
c2

∑
xi∈R2(j,s)

L(yi, c2)

⎤
⎥
⎥
⎥
⎥
⎦

. (3.11)

Depending on the loss function, the values of ci for the minimization task in

Eq. (3.11) can be easily obtained. For the squared loss, the optimal constant

prediction in each region is simply the mean of all target values in the

respective set Rm. This process of splitting the data is repeated until a

stopping criterion is met. The final prediction function after finding M

regions is given by

f̂(x) =
M

∑
m=1

cmI(x ∈ Rm). (3.12)

Parameters such as the tree size are crucial to obtain a complexity of the

tree suitable to the learning task. Hyperparameters like the maximum tree

depth, the maximum number of leaves or the minimal number of data points

at one leaf determine the overall size of the tree. They need to be chosen

carefully to avoid overfitting or underfitting.

Decision trees offer decent performance for some tasks while they keep

inherent interpretability and are computationally cheap. Nonetheless, they

cannot compete with recent machine learning algorithms in terms of perfor-

mance.

3.3. Gradient Tree Boosting

The goal of tree ensemble techniques like random forests and gradient tree

boosting is to aggregate numerous decision trees into a single powerful

learner. Random forests generate separate trees based on random subsets of

the training data and input attributes. Their overall prediction is given by

the average of all trees. Gradient Boosted Trees (GBTs), on the other hand,

develop the model iteratively, seeking to correct for errors in the prior model

with each consecutive tree. Their final prediction consists of the sum of all

trees.

Since finding a tree that minimizes the total loss is computationally infea-
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sible, GBTs use the concept of tree-boosting. Tree-boosting trains each new

tree based on the negative gradient of the loss function.

The GBT model is initialized with a constant prediction that minimizes

the loss function, i.e. the initial model is defined as

f̂0(x) = argmin
γ

N

∑
i=1

L(yi, γ). (3.13)

For each new tree added to the model we compute the pseudo residuals for

step m as

rim = −[
∂L(yi, f(xi))

∂f(xi)
]
f(x)=f̂m−1(x)

. (3.14)

Based on each of the targets rim, we fit a regression tree giving the terminal

regions {Rjm}
Jm
j=1, with the number of regions Jm. For each leaf Rjm we

compute the output value γjm with

γjm = argmin
γ

∑
xi∈Rjm

L(yi, f̂m−1(xi) + γ). (3.15)

Finally, the function f̂m is given by

f̂m(x) = f̂m−1(x) + η
Jm

∑
j=1

γjmI(x ∈ Rjm), (3.16)

where I(x ∈ Rjm) is the indicator function (see Eq. (3.10)) and η is the learning

rate. The learning rate controls how fast the loss is changing in the direction

of the steepest descent of the gradient. The final output of the GBT for M

fitted trees in the ensemble is given by

f̂(x) = f̂M(x). (3.17)

Optimizing the GBT model involves hyperparameter optimization. Some

of the available hyperparameters are the number of fitted trees, which can

be further controlled by early stopping, the size of the subset of training

data used to grow each tree and the learning rate. Additionally, each tree

can be optimized using the hyperparameters for a normal decision tree (see
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3.3. Gradient Tree Boosting

Sec. 3.2).

The increased performance due to gradient tree-boosting comes at the

expense of interpretability. While GBTs are able to fit complex structures

in data, their complicated ensemble prediction makes simple interpretation

impossible. Nevertheless, methods from the field of eXplainable Artificial

Intelligence (XAI) can be used to compensate for this limitation (see Sec. 5).
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This chapter aims to give a brief introduction to the basic concepts of arti-

ficial neural networks. Notation follows the work of Aggarwall [Agg+18],

Goodfellow et al. [GBC16] and Nielsen [Nie15], where a more detailed in-

troduction can be found. Additionally, we follow the explanations and vi-

sualizations of Olah [Ola15] and the notations of Staudemeyer et al. [SM19]

for recurrent neural networks. We will start with a short overview of neural

networks in Sec. 4.1. In Sec. 4.2, we explain the mathematical background

of neural networks by means of the perceptron and continue with more

complex structures, in particular feedforward neural networks in Sec. 4.3.

Finally, we will introduce the basic concepts of recurrent neural networks

in Sec. 4.4 and focus on the special architecture of long-short term memory

cells in Sec. 4.5.

4.1. Overview

Artificial neural networks or just neural networks are networks consisting of

multiple neuron-like threshold switching units, short neurons. Each neuron

takes some input x ∈ Rn
and produces a single output ŷ ∈ R.

Different approaches for training neural networks, like supervised learn-

ing, unsupervised learning or reinforcement learning, result in distinct sub-

classes of neural networks. In this thesis, we will focus on supervised learn-

ing, where the neural network approximates some function f(x) = y. The

most common types can be classified into FeedForward Neural Networks

(FFNN), Convolutional Neural Networks (CNN) and Recurrent Neural Net-

works (RNN).
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4.2. Perceptron

The first prototype of a neural network, or more precise the first neuron,

called a perceptron, was introduced by Rosenblatt in 1958 [Ros58], inspired

by the work of McCulloch et al. in 1943 [MP43]. A single perceptron is the

simplest neural network architecture. We use the perceptron to demonstrate

the underlying concepts of complex neural networks.

A perceptron consists of multiple input links, a net input function, an

activation function and a single output link (see Fig. 4.1). The input links

connect the input value x ∈ Rm
to the net input function. The net input func-

tion of the perceptron is the weighted sum of the perceptron with weights

w ∈ Rm
and a bias b ∈ R. The resulting output

wTx + b =
m

∑
i=1

wixi + b (4.1)

of the net input function is passed into the activation function which then

connects to the output link. The activation function of the perceptron is

Input

Weights

Bias

Net Input

Function

Activation

Function

Output

∑ g ŷ

1x1

x2

⋮

xm

w1

w2

wm

b

Figure 4.1.: Simple structure of a perceptron. Inputs are connected to the net

input function via weights and bias. The net input function is

passed through the activation function to produce the output.
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defined as the sign function

sgn(z) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if z > 0,

−1 else ,
(4.2)

which maps all positive values to 1 and everything else to −1. For a given

inputx the final output, often called prediction, of the perceptron is therefore

given by

ŷ = sgn(wTx + b). (4.3)

The objective of the perceptron is to learn an unknown function f(x) = y

using supervised learning, where (x, y) ∈ D are samples of a given dataset

D. During the learning process, the weights w, b are adjusted such that the

prediction ŷ approximates the real output y,

sgn(wTx + b) = ŷ ≈ y = f(x). (4.4)

For the learning process, we use the linear activation function g(z) = z

instead of the sign function for simpler updating rules. The bias b is also

redefined as w0 ∶= b, x0 ∶= 1, so the output of the perceptron is given by

ŷ =wTx, (4.5)

with w,x ∈ Rm+1
. More precise, the correct designation of the modified

perceptron is linear unit.

To quantify the performance of the perceptron we use a loss function, also

known as an error or cost function. The loss function maps the difference

between the predicted values ŷ and the real values y to a real number. For

example, the squared error is defined as

L[w] =
1

2
∑

(x,y)∈D
(y − ŷ)2 (4.6)

=
1

2
∑

(x,y)∈D
(y −wTx)2, (4.7)

where the prefactor
1
2 is added to simplify the first derivative of the error
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function.

During the supervised learning process, we use gradient descent to mini-

mize the loss function in the space of the percepton’s weightsw. The gradient

descent algorithm updates the weights of the perceptron in the direction of

fastest error reduction until a predefined stopping condition is met. In each

iteration, the weights are updated by

w ←w +∆w, (4.8)

with

∆w = −η∇L[w], (4.9)

∇L[w] = [
∂L

∂w0

,
∂L

∂w1

, . . . ,
∂L

∂wm

] . (4.10)

The parameter η regulates the degree to which the weights are altered and

is known as the learning rate.

Using the squared error from Eq. (4.6), the resulting update function for

the weights is defined by

wi ← wi + η ∑
(x,y)∈D

(y −wTx)xi. (4.11)

More advanced and complex neural networks use different activation

functions such as the sigmoid function

σ(z) =
1

1 + e−z
, (4.12)

the hyberbolic tangens

tanh(z) =
ez − e−z

ez + e−z
(4.13)

or the Rectified Linear Unit (ReLU)

g(z) =max(0, z). (4.14)
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4.3. Feedforward Neural Networks

4.3. Feedforward Neural Networks

A FeedForward Neural Network (FFNN) is a type of artificial neural network

in which information flows through the network in only one direction, from

the input layer to the output layer. Connections back to previous layers

are not possible unlike in Recurrent Neural Networks (RRNs) which have

feedback connections (see Sec. 4.4). FFNNs are the most basic and widely

used type of neural networks and serve as a building block for more complex

architectures. In an FFNN, neurons are arranged in layers, with each layer

having a specific number of neurons. A neuron is the basic processing unit in

a neural network and is mainly based on the concepts of a simple perceptron

(see Sec. 4.2). The neurons in each layer are connected to the neurons in the

next layer via a set of weights. During training, the weights are optimized to

reduce the discrepancy between the network’s predictions and the observed

output. FFNNs are not only loop-free but also fully connected, meaning that

all the neurons in one layer are connected to all the neurons in the next layer

(see Fig. 4.2). This structure forms a directed acyclic graph, where the edges

represent the connections between neurons, and the direction of the edges

indicates the flow of information through the network. The output of the

FFNN is given by

ŷ = f̂(x) = f (L) ○ f (L−1) ○ ⋅ ⋅ ⋅ ○ f (1)(x), (4.15)

where each function f (i) represents the entire mapping between two layers.

Each layer represents the output of the function with ŷ being the overall

output of the network. In the literature, the input x is often also embedded

into an extra layer called the input layer which connects all inputs to the first

layer in the network. The last layer f (L) is called the output layer, while all

layers between the input and output layer are called hidden layers, since their

output is only used inside the neural network and is therefore not directly

visible (see Fig. 4.2). The depth of an FFNN is defined by the number of

layers L, while the width of layer l is defined by the number of neurons ml

in that layer.

The most commonly used optimization algorithm for training FeedFor-
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Figure 4.2.: Layout and notation of a generalized FeedForward Neural Net-

work (FFNN) withL layers and widthml for each layer l. Outputs

of the neurons are denoted by a
(l)
j with j = {1, . . . ,ml} for each

layer. Weights connecting one layer to the next are denoted by

w
(l)
kj connecting neuron k of layer l − 1 to neuron j of layer l with

k = {1, . . . ,ml−1} and j = {1, . . . ,ml}. The bias b
(l)
j is deprecated

due to simplicity. Starting from the left, the input is embedded

into an input layer mapping x onto a(0). The input is then passed

through each layer until it reaches the output layer L which then

outputs the overall output of the network ŷ.

ward Neural Networks (FFNN) is gradient descent, very similar to the train-

ing process of the perceptron. It uses forward propagation to compute the

output of the network given an input, and backward propagation to compute

the gradients of the loss function with respect to the model’s parameters.

During the training process, the FFNN’s parameters are updated iter-

atively in the direction of the negative gradients of the loss function, to

minimize the error on the training data. This process is repeated until a

stopping criterion is met. The magnitude of the step taken in the direction

of the negative gradient is scaled by the learning rate η that controls the

degree to which the weights are changed.

Using the notation of the general FFNN in Fig. 4.2, we demonstrate the

forward propagation process in the following. Note that the bias b for each

layer is deprecated for the sake of simplicity. Furthermore, the input x is
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4.3. Feedforward Neural Networks

embedded into an input layer with output a(0) to simplify notation later on.

Therefore, the output of any layer l in the network can be written as

a
(l)
j = g (∑

k

w
(l)
kj a

(l−1)
k + b

(l)
j ) , j = {1, . . . ,ml}, (4.16)

where g is the activation function. The input of the activation function is

called the net input which is defined as

z
(l)
j ∶= ∑

k

w
(l)
kj a

(l−1)
k + b

(l)
j . (4.17)

Following Eq.( 4.16), the overall output of the network is given by

ŷj = a
(L)
j = g (∑

k

w
(L)
kj a

(L−1)
k + b

(L)
j ) , (4.18)

which can be obtained by passing the input x to the network through each

layer, starting by computing the output of the first layer.

In vector form, the output of any layer can be rewritten as

a(l) = g (W(l)Ta(l−1) + b(l)) , (4.19)

where W(l)T
is the transposed matrix of all weights mapping from layer l−1

to layer l and the function g is taken element-wise. The overall loss of the

network is then computed on the output ŷ with the loss function L(ŷ,y).

After the forward propagation, the weights are updated using the gradient

of the loss function with respect to the weights. The gradient corresponds

to the change of loss when adapting a specific weight in the network with

the update rules

w
(l)
jk ← w

(l)
jk − η

∂L

∂w
(l)
jk

, (4.20)

b
(l)
j ← b

(l)
j − η

∂L

∂b
(l)
j

, (4.21)

where η is the learning rate mentioned earlier that controls the degree to
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which the weights are changed. Formulated as vector operations for efficient

computation this gives

W(l) ←W(l) − η∇W(l)L, (4.22)

b(l) ← b(l) − η∇b(l)L, (4.23)

with W(l)
the matrix of all weights mapping from layer l − 1 to layer l and

b(l) the bias of layer l.

The computation of the gradients in Eq. (4.20) and Eq. (4.21) is based on

the backwards propagation algorithm or short, backpropagation. We use

the backpropagation algorithm to efficiently compute the partial derivatives

of the loss function. The main idea of the backpropagation algorithm is to

define a local error to each neuron which is induced to the final output. This

error can then be used to efficiently compute all partial derivatives in the

network and therefore the gradient of the loss function.

Let δ
(l)
j be the local error of the network in the jth

neuron of the lth layer

defined by

δ
(l)
j ∶=

∂L

∂z
(l)
j

. (4.24)

Focusing on the local error of the output layer δ
(L)
j , using the chain rule of

calculus, Eq. (4.24) simplifies to

δ
(L)
j =

∂L

∂z
(L)
j

(4.25)

= ∑
k

∂L

∂a
(L)
k

∂a
(L)
k

∂z
(L)
j

(4.26)

=
∂L

∂a
(L)
j

∂a
(L)
j

∂z
(L)
j

(4.27)

=
∂L

∂a
(L)
j

g′(z
(L)
j ). (4.28)

In vectorized form this gives

δ(L) = ∇a(L)L⊙ g′(z(L)), (4.29)
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4.3. Feedforward Neural Networks

for the overall error of the output layer. The operator⊙ indicates a point-wise

multiplication between two vectors, called the Hadamard product.

Using the definition of δ
(l)
j from Eq. (4.34) to (4.35) and the definition of

the net input from Eq. (4.35) to (4.36) with

z
(l+1)
k = ∑

j

w
(l+1)
jk a

(l)
j + b

(l+1)
k (4.30)

= ∑
j

w
(l+1)
jk g(z

(l)
j ) + b

(l+1)
k (4.31)

⇒
∂z
(l+1)
k

∂z
(l)
j

= w
(l+1)
jk g′(z

(l)
j ), (4.32)

the local error for any layer is then given by

δ
(l)
j =

∂L

∂z
(l)
j

(4.33)

= ∑
k

∂L

∂z
(l+1)
k

∂z
(l+1)
k

∂z
(l)
j

(4.34)

= ∑
k

∂z
(l+1)
k

∂z
(l)
j

δ
(l+1)
k (4.35)

= ∑
k

w
(l+1)
jk δ

(l+1)
k g′(z

(l)
k ). (4.36)

Finally, in a vectorized form this gives

δ(l) =W(l+1)δ(l+1) ⊙ g′(z(l)), (4.37)

which can be used to compute the local error of each layer by starting from the

output layer using Eq. (4.29) and recursively applying Eq. (4.37) to propagate

the error back to the input layer. Equation (4.37) can be interpreted as first

applying the weights backwards on the error of the previous layer, moving

the error backwards through the network. Then moving the error backwards

through the activation function.

After the local errors are computed for the whole network, they can be

used to obtain the gradients needed to update the weights. For the bias, it
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follows that

∂L

∂b
(l)
j

=
∂L

∂z
(l)
j

∂z
(l)
j

∂b
(l)
j

(4.38)

=
∂L

∂z
(l)
j

∂ (∑kw
(l)
kj a

(l−1)
k + b

(l)
j )

∂b
(l)
j

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=1

(4.39)

=
∂L

∂z
(l)
j

= δ
(l)
j , (4.40)

almost identically for the weights we get

∂L

∂w
(l)
kj

=
∂L

∂z
(l)
j

∂z
(l)
j

∂w
(l)
kj

(4.41)

=
∂L

∂z
(l)
j

∂ (∑kw
(l)
kj a

(l−1)
k + b

(l)
j )

∂w
(l)
kj

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=a(l)j

(4.42)

=
∂L

∂z
(l)
j

a
(l)
j (4.43)

= δ
(l)
j a

(l)
j . (4.44)

Once again, expressed in vectorized form, this simplifies to

∇b(l)L = δ
(l), (4.45)

∇W(l)L = δ(l)a(l)
T
. (4.46)

Equation (4.45) and (4.46) show the efficiency of the backpropagation algo-

rithm. The gradients are now only depending on two variables. The values

fora(l) are computed in the forward propagation in order to obtain the overall

output of the network, while the local errors δ(l) can be computed recursively

from the output to the input layer. In comparison, computing the gradients

without backpropagation would need exponentially many computations of

partial derivatives when starting from the input layer.
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This process of updating the weights is applied until a stopping criterion

is met. In practice, the weights are updated iteratively using only a specific

subset of the entire data, commonly referred to as batch. The batch size is

the predefined number of samples for all subsets. One possible stopping

criterion is increasing the loss function on some unseen dataset called the

validation set.

4.4. Recurrent Neural Networks

A Recurrent Neural Network (RNN) is a type of artificial neural network in

which connections between neurons can form loops, as opposed to an FFNN

which is fully connected and loop-free. These loops or circular connections

create dynamic systems with internal states at each step in time. The circular

connections allow information to flow backward in the network but forward

in time, propagating data from earlier events to current inputs (see Fig. 4.3).

This results in a temporal dynamic behaviour of the network where the

network is able to build a memory of time series events. RNNs can be fully

or partly connected, while fully connected RNNs connect all time steps while

also allowing self-feedback.

Connecting neurons via loops over time allows for much longer sequences

to be processed than it would be practical with FFNN. Therefore, RNNs are

perfectly suited for handling sequential data in speech- and handwriting

recognition, language translation and also time-series analysis.

Figure 4.3 shows the overall information flow in an RNN, where the same

A

x

h

= A

x0

h0

A

x1

h1

A

x2

h2

. . . A

xt

ht

Figure 4.3.: General information flow in a Recurrent Neural Network (RNN).

The RNN has a circular connection to itself or loop. Unfolding

the RNN in time shows how each time step of the input is in-

serted.
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tanh

ht−1

xt

ht

ht

Figure 4.4.: Internal structur of an RNN. The input xt of time step t gets

concatenated with the hidden state ht−1 of the previous time step

and passed into a tanh activation layer. The output is the hidden

state ht. The tanh layer contains all weights.

cell A is recursively used on each time step of the input x. The internal

structure of the RNN cell is simple and consists of only one unit with the

tanh activation function. In Fig. 4.4, the basic structure is shown, where ht−1

denotes the output of the same RNN cell in the previous time step, xt the

input in time step t and ht the output of the cell. The output of the previous

time step and the current input get concatenated before being passed into

the tanh layer. Therefore, the information of previous input time steps is

inherited in the state h, which is called the internal state of the RNN cell.

In theory, it should enable the use of information from many arbitrary steps

backward in time.

Because information must be propagated through recurrent connections

between steps, optimizing the weights of an RNN requires a distinct strategy

from that of an FFNN. Therefore, the standard backpropagation method

cannot compute the necessary gradients to update the network’s weights.

Nevertheless, there exist different algorithms to successfully train RNNs

for temporal supervised tasks. The most common algorithm is BackPropa-

gation Through Time (BPTT), which unfolds the network in time to construct

an FFNN. Using this technique, it is possible to use normal backpropagation
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4.5. Long Short-Term Memory (LSTM)

(see Sec. 4.3) to update the weights of an RNN. The detailed explanation

and derivation of the BPTT algorithm is out of the scope of this thesis, and

also does not add any additional understanding of RNNs. Understanding

the backpropagation algorithm and the concept of unfolding an RNN into

an FFNN is sufficient to comprehend the application of RNNs. A detailed

explanation can be found in Goodfellow et al. [GBC16] or Staudemeyer et

al. [SM19].

In practice, RNNs are unable to learn any long-term dependencies in se-

quential data due to the vanishing gradient problem [Hoc91; BSF94]. The

vanishing gradient problem occurs when connections in the network from

input to output are long, resulting in many small partial derivatives that are

multiplied together using the chain rule of calculus. As RNNs get unfolded

in time, they transform into deep FFNNs with long connections between

input and output, exacerbating the vanishing gradients in the backpropaga-

tion algorithm.

Today, there are many approaches for different structures of RNNS that

solve the vanishing gradient problem, two of the most famous ones being

the Long Short-Term Memory (LSTM) cells and the Gated Recurrent Units

(GRU). Both approaches work with some kind of internal long term memory,

allowing information from deeper layers to flow into current layers. In this

thesis, we will use LSTMs (see Sec. 4.5), because of their higher accuracy

on long sequences and therefore superior performance on time series data

[LB21].

4.5. Long Short-Term Memory (LSTM)

Long Short-Term Memory Recurrent Neural Networks (LSTM-RNNs) or

just LSTMs are a special kind of RNN introduced by Hochreiter et al. [HS96;

HS97] as a solution to the vanishing gradient problem. They are able to

handle long sequences of up to 1000 discrete time steps, making them widely

used for language processing or time series analysis. Accordingly, LSTMs

should be suitable for the field of electricity price forecasting.

Just like basic RNNs, LSTMs use connections to other time steps to pass
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Figure 4.5.: Internal structure of an LSTM cell. The cell consists of several

activation layers including sigmoid and tanh activation. The

LSTM uses the cell state c to store information about previous

time steps. The concatenation of the current input xt and the

previous hidden state ht−1 is used to update the previous cell

state ct−1 to the new cell state ct. The final output ht of the cell is

a modified version of the cell state. The activation layers contain

all weights.

(Figure inspired by Ref. [Ola15].)

information through layers in the network. Instead of using only one simple

neural network layer like the RNN, LSTMs use four layers interacting in a

special way. The key idea of LSTMs is the introduction of a cell state which

can be used as a sort of memory state, allowing information to flow for long

time scales.

Figure 4.5 shows the detailed structure of an LSTM cell. Compared to

the structure of RNNs (see Fig. 4.4), LSTMs use many internal connections

with different activation functions. The main feature is the cell state c which

passes the LSTM cell from left to right. The internal structure of the cell

allows to update the cell state according to past outputs of the cell and its

current inputs using so called gates.

The first gate is the forget gate on the left of the cell, which regulates how

much of the information in the cell state is kept. Previous output ht−1 and

current input xt are concatenated and passed through a sigmoid activation
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function, which maps to [0,1]. The resulting output is

ft = σ (Wf [ht−1,xt] + bf) , (4.47)

which is then multiplied with the cell state. Outputs ft close to 0 will thus

remove stored values while outputs ft close to 1 will keep the values in the

cell state. The second gate is the input gate which decides how much new

information is added to the cell state. The input gate consists of two parts,

the first part is a sigmoid activation of the previous hidden state and current

input like in the forget gate. The sigmoid unit decides which values in the

cell state should be updated. The second part consists of a tanh activation

layer which creates possible new values for the cell state. Both parts are

connected via multiplication, such that the sigmoid unit removes values

from the possible update that should not be updated. The resulting output

it = σ (Wi[ht−1,xt] + bi) , (4.48)

c̃t = σ (Wc[ht−1,xt] + bc) (4.49)

⇒ ĉt = it ⊙ c̃t (4.50)

then gets added onto the cell state after the forget gate was multiplied. This

results in the final cell state

ct = ct−1 ⊙ ft + ĉt. (4.51)

Finally, the output of the cell ht is given by a filtered version of the cell state

ct. The cell state gets passed into a tanh layer acting point-wise on the cell

state and is modified by a sigmoid layer. Again, the sigmoid layer acts on

the concatenation of the previous hidden state ht−1 and the current input

xt. Finally, the output of the tanh layer and the sigmoid layer get point-wise

multiplied. So to say, the sigmoid layer controls how much information of

the output of the tanh layer is used. The final output of the cell is

ot = σ (Wo[ht−1,xt] + bo) (4.52)

⇒ ht = ot ⊙ tanh(ct). (4.53)
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For the optimization of LSTMs, it is possible to use the same methods used

for classic RNNs, i.e. weights are updated using the BPTT algorithm. Once

again, this is out of the scope of this thesis and does not add any additional

understanding of the behaviour of LSTMs. A detailed explanation of the

optimization process of LSTMs can be found in Goodfellow et al. [GBC16]

or Staudemeyer et al. [SM19].
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5.1. XAI for Energy

Many machine learning approaches are based on black-box models, which

limits scientific insights [Ros+20; AB18] and may induce security risks in

critical sectors [Ahm+21; CKS19]. A promising alternative is provided

by eXplainable Artificial Intelligence (XAI) methods, including inherently

transparent models and post-hoc model explanations [Bar+20]. The field of

XAI has gained a strong interest in energy systems analysis in recent years

[Mac+22], in particular for applications to power system operation and sta-

bility. For instance, XAI was used in transient stability assessment [Che+19],

the identification of risks for frequency stability [KSW21] or load and re-

newable generation forecasts [ML22]. Furthermore, XAI has been used to

analyze factors that determine the success of large power system infrastruc-

ture projects [ATM21]. Applications of XAI methods for electricity markets

are still in their infancy. A recent study by Tschora et al. [Tsc+22] mainly

focused on the identification of relevant features in forecasting models.

5.2. SHapley Additive exPlanation (SHAP)

This section aims to give a short introduction to the concept of SHapley Ad-

ditive exPlanation (SHAP). SHAP provides insights into black-box machine

learning models. We explain the basic concept and mathematical foundation

of SHAP values in Sec. 5.2.1 and SHAP interactions values in Sec. 5.2.2 but do

not cover their implementation. We will also introduce several explanation

tools used in this thesis based on the SHAP framework.
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5.2.1. SHAP Values

SHapley Additive exPlanation (SHAP) values are a technique for providing

post-hoc explanations of machine learning models with black-box charac-

ter. The goal of SHAP values is to explain the prediction of input x =

(x1, x2, . . . , xn)
T

by computing the contribution of each feature xi. SHAP

values are based on Shapley values, a concept from cooperative game the-

ory [Sha+53]. The idea of SHAP values is to assign each feature a value that

represents its contribution to the difference between the actual prediction

and the prediction that would have been made in the absence of that feature.

We define F to be the set of all features with ∣F∣ = n. The conditional

expectation of the model’s output given a subset of features S ⊆ F is given

by

fx(S) = E[f(X)∣do(XS = xs)], (5.1)

where S is the set of features conditioned on, X is a random variable rep-

resenting the input features, x is the input sample and do(XS = xs) is the

causal do-notation [Pea00].

The SHAP value of a particular feature is calculated by averaging its

marginal contribution

fx(S ∪ {i})) − fx(S), (5.2)

i.e. the difference after introducing this feature to a subset, over all possible

subsets of features.

SHAP values are defined by satisfying the properties of local accuracy,

consistency, and missingness simultaneously. For the statement of the three

properties, we will primarily follow the work of Lundberg et al. [Lun+20].

Property 1 (Local Accuracy). The explanation of the model for a given input

x ∈ Rn
should sum up to the original output f(x)with

f(x) = ϕ0(f) +
n

∑
i=1

ϕi(f, x). (5.3)

The values of ϕi(f, x) are called the SHAP values and ϕ0(f) = E[f(x)].

Property 2 (Consistency). If a model changes such that the contribution of

a feature increases or stays the same regardless of the other inputs, the
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attribution of the input should not decrease. To be precise, for any two

models f and f ′, if

f ′x(S) − f
′
x(S / {i}) ≤ fx(s) − fx(S / {i}), (5.4)

for all subsets of features S ⊆ F , then

ϕi(f
′, x) ≤ ϕi(f, x). (5.5)

Property 3 (Missingness). All features that have no effect on the set function

fx should not have an assigned impact. That is, if

fx(S ∪ {i}) = fx(S), (5.6)

for all subsets of features S ⊆ F , then

ϕi(f, x) = 0. (5.7)

Shapley has shown that the unique measure satisfying all three properties

is given by

ϕi(f, x) = ∑
S⊆F /{i}

∣S∣!(∣F∣ − ∣S∣ − 1)!

∣F∣!
(fx(S ∪ {i})) − fx(S)). (5.8)

In general, the exact computation of SHAP values is NP-hard. The problem

resides in the computation of the contribution function fx and the exponen-

tial growth of the sum in Eq. (5.8) due to the number of feature subsets.

Nevertheless, there exist several implementations for computing SHAP val-

ues efficiently in certain special cases. The TreeSHAP approach is a method

for computing the SHAP values of tree-based models like random forests

or GBTs (see Sec. 3.3) and was introduced in [Lun+20]. Using path depen-

dence, the algorithm is able to compute SHAP values in low polynomial

order runtime. The implementation of this algorithm is used throughout

this thesis.

In the following, we will present some explanation tools based on SHAP

values that will be used throughout the thesis. Since this thesis focuses solely
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Figure 5.1.: Local explanation of the prediction of a machine learning model

using SHAP values. The model prediction for an input is initial-

ized with the mean of the overall function. Each input feature

contributes positively or negatively, which adds up to the final

prediction of the model.

on data from the German day-ahead electricity market, we use a simplified

version of the data to demonstrate the explanation tools. A detailed intro-

duction to the German electricity market can be found in Sec. 2, whereas a

detailed description of the data can be found in Sec. 6.1.1.

Using Eq. (5.3) and (5.8), we can generate local explanations of the pre-

diction of a model. Starting from the base value ϕ0(f), each feature con-

tributes positively or negatively to the final output of the model. A de-

tailed example can be seen in Fig. 5.1, where the model is initialized at

ϕ0(f) = 41.72 EUR/MWh and each feature contributes to a final prediction

of 55.81 EUR/MWh.

Because the SHAP values are generated for each input sample individ-

ually, SHAP values are fundamentally a local explanation technique. But

nonetheless, SHAP values are not confined to explaining individual sam-

ples. They may also be used to understand the global behaviour of the model

by combining numerous local explanations.

One of the global measures based on SHAP values is the feature impor-

tance. For each feature j, the feature importance is defined as the normalized

sum over all absolute values of the SHAP values. Using the overall sum of
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Figure 5.2.: Feature importance of a model using SHAP values. The figure

illustrates the contribution of each feature to the output of a

machine learning model, as calculated by SHAP values. Local

SHAP values are aggregated and normalized by the sum of all

SHAP values to obtain the relative importance of each feature.

Values are expressed as a percentage ranging from 0 to 1, with a

value of 1 indicating that the model’s output is entirely depen-

dent on that feature.

all SHAP values as normalization, we get

Ij =
∑

M
m=1 ϕ

(m)
j

∑
∣F∣
j=1∑

M
m=1 ϕ

(m)
j

, (5.9)

where ϕ
(m)
j is the SHAP value of input m for the feature j and M the number

of all inputs. Figure 5.2 shows an example of a feature importance plot. A

feature importance of 0.25 of feature j corresponds to the feature having an

impact of overall 25% on the prediction.

Another way of extracting global dependencies from the local explana-

tions is to use SHAP dependency plots. In a SHAP dependency plot, the

SHAP values of a feature k are plotted against its feature values. This pro-

vides more information than a traditional partial dependency plot could

convey, as it shows interactions as scattering. The SHAP dependency plot is

able to reveal global patterns of the feature in relation to the predictions of

the explained model. Figure 5.3a shows a dependency plot of the generation

ramp. We can see that the electricity price has an almost linear dependence
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Figure 5.3.: Global explanations of a model using SHAP values and SHAP

interaction values. (a) SHAP dependency plot of one feature for

a model. The local SHAP values are plotted against the values of

the feature. The model has an approximately linear dependency

on the feature. Strong scattering at the extremes corresponds

to feature interactions. (b) SHAP dependency plot without fea-

ture interactions from SHAP interaction values. SHAP values

without feature interactions are plotted against the values of the

feature. The linear dependency on the feature is even more ob-

vious than in the normal SHAP dependency plot. (c) SHAP

interaction plot of one feature with another feature. The SHAP

values are plotted against the value of the feature but with re-

spect to the interacting feature. The colour shows the value of

the interacting feature. Interactions with the other feature lead to

stronger (weaker) dependency on the feature for higher (lower)

values of the interacting feature.

on the generation ramp, except for some strong scattering at higher values.

The scattering results from the interactions between the features, which will

be discussed in more detail in the following section.

5.2.2. SHAP Interaction Values

SHAP interaction values enable a richer type of local explanation than nor-

mal SHAP values. They are based on the Shapley interaction index from

game theory and are able to capture local interaction effects. Instead of allo-
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5.2. SHapley Additive exPlanation (SHAP)

cating credit to only one feature, SHAP interaction values are able to assign

credit to pairs of features. Therefore, SHAP interaction values are given by a

matrix of feature attributions, unlike normal SHAP values given by a vector.

The diagonal of the matrix corresponds to the effect of the features with-

out any feature interaction. The off-diagonal shows the interaction between

every combination of two features. They show similar properties to SHAP

values but allow a separate consideration of interaction effects.

For two features i ≠ j, SHAP interaction values are defined as

ϕij = ∑
S⊆F /{i,j}

∣S∣!(∣F∣ − ∣S∣ − 2)!

2(∣F∣ − 1)!
δij(f, x,S) (5.10)

with

δij(f, x,S) = fx(S ∪ {i, j}) − fx(S ∪ {i}) − fx(S ∪ {j}) − fx(S). (5.11)

The overall output of the model is given by

f(x) =
∣F∣

∑
i=0

∣F∣

∑
j=0

ϕij(f, x), (5.12)

with ϕ00 = E[f(x)].

The SHAP interaction values can be interpreted as the difference between

the SHAP values of feature i when feature j is either present or absent.

Therefore, it is possible to implement the computation of SHAP interaction

values with the same algorithms used for normal SHAP values for tree-

based models, resulting in low polynomial order runtime. The detailed

implementation can be found in [Lun+20].

SHAP interaction values can be used to generate SHAP interaction plots,

which provide further insight into the interactions between different fea-

tures. The process of decomposing the dependency plot into feature inter-

actions can be seen in Fig. 5.3, which shows the impact of generation ramps

on the electricity price. Figure 5.3b shows the diagonal SHAP interaction

value for generation ramps, where it is visible that the scattering present in

the dependency plot was reduced. Figure 5.3c shows the most important
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5. Fundamentals of Explainable AI

interaction with another feature, which is the interaction of the generation

ramp with the load. The colour indicates the value of the interacting value,

in this case, the load. We can see that the effect of the generation ramp on the

electricity price is increased at high load and reduced at low load. Adding

up the plot without any interaction and all feature interactions results in the

normal SHAP dependency plot in Fig. 5.3a.

Combining all explanation tools based on the SHAP framework, we gain

significant insights into the contributions of the input features. The feature

importance gives an overall impact of the feature for the predictions of

the model. Using the SHAP dependency plot, important features can be

further analyzed to gain global insights about the dependency on the feature.

Additionally, the resulting scattering can be further analyzed using SHAP

interaction plots.
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6. Understanding Day-ahead
Electricity Prices

In this chapter, we aim to explain the dependencies and correlations within

the energy markets using a data based approach. We establish a machine

learning model for the electricity prices on the German day-ahead spot mar-

ket. For the model, we use gradient tree-boosting methods (see Sec. 3.3)

that outperform our benchmark model. We apply SHapley Additive ex-

Planations (SHAP) (see Sec. 5.2) to explain the model and provide insights

into which factors determine the market price. We use an extended data

set to identify driving factors which are commonly neglected in elementary

studies or machine learning models [Lag+21].

The chapter is structured as follows. In Sec. 6.1.1, we discuss how we

obtained and processed data and discuss how the machine learning model

is trained and interpreted in Sec. 6.1.2. We then continue in Sec. 6.2 to analyze

the results of the machine learning model, in particular demonstrating how

load, wind and solar generation but also fuel prices critically influences

electricity prices. The results of this chapter were previously published in

Energy & AI [Tre+23].

6.1. Methods

We develop an explainable machine learning model to understand Ger-

man day-ahead electricity prices beyond the merit order effect introduced

in Sec. 2.2.1. Our focus lies on predicting electricity prices given all other

feature values at that point in time. That is, we transparently model and an-

alyze the electricity market and the feature-price-interactions, which would
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6. Understanding Day-ahead Electricity Prices

not be fully possible in a forecasting setting.

6.1.1. Data

As our prediction target, we use the hourly day-ahead electricity prices

for Germany, which we collect from the ENTSO-E transparency platform

[ENTb]. Since European day-ahead market prices are coupled via the SDAC

explained in Sec. 2.2, we get only one price for all exchanges.

It is important to note that Germany shares its bidding zone with Luxem-

bourg and also shared it with Austria until the 1st of October 2018 [EEX18].

Throughout the thesis, German electricity prices denote the price in the bid-

ding zone of the given time period. Prices before and after the change of the

bidding zones are joined together to create one continuous time series (see

Fig. 6.1a).

As inputs for our prediction model, we use power system features and fuel

prices. Power system features are collected from the ENTSO-E transparency

platform [ENTb] and fuel prices are collected from ARIVA.DE AG [ARI22].

A full list of the features can be seen in Fig. 6.2.

Power system features include day-ahead forecasts of load, solar gener-

ation, wind generation, the day-ahead total generation and imports and

exports. The features are aggregated for the four control areas of 50Hertz

Transmission, Amprion, TenneT and TransnetBW. Wind generation is aggre-

gated from wind on- and offshore generation. Total generation corresponds

to the total scheduled generation in the day-ahead market. Import and ex-

port is aggregated from the cross-border flows between Germany and the

neighbouring bidding zones, where a positive (negative) value corresponds

to more energy imports (exports). We also supplement the power system

features with ramps for each feature, which are calculated using the formula

ramp(t) = f(t) − f(t − 1)where f(t) denotes the feature at a point t in time.

Fuel prices include oil prices and natural gas prices. Because both features

have a daily time resolution we create a linear interpolation to get an hourly

time resolution matching the time sampling of the model. Coal prices vary

only very little during the considered time span. We note that we exclude

CO2 prices, although they affect electricity prices in the long-term. During

52



6.1. Methods

Jul 2017 Jan 2018 Jul 2018 Jan 2019 Jul 2019 Jan 2020

30

40

50

60

0 10 20 30 40 50 60 70
−100

−50

0

50

100

150

7.94 8.06

5.60 5.54

Chosen
Split

Average
Performances

0

2

4

6

8

10

12
Merit Order
GBT

Low HighNumber of Events

Date

Residual Load [GWh]

El
ec

tr
ic

it
y 

Pr
ic

e 
[E

U
R
/M

W
h]

El
ec

tr
ic

it
y 

Pr
ic

e 
[E

U
R
/M

W
h]

M
A
E 

[E
U

R
/M

W
h]

a

b c

Figure 6.1.: Explainable Machine Learning for day-ahead electricity prices.

(a) Electricity price time series from the German day-ahead EPEX

spot market from January 2017 to 2020. (b) In a single-feature

benchmark model based on the merit order principle, prices are

a function of the residual load, i.e. the difference of load and

non-dispatchable renewable generation. The colormap shows a

2D histogram of the raw data, the line is a 3rd order polynomial

fit. (c) Performance of the benchmark model and a gradient

boosted tree (GBT) model, measured by the mean absolute error

(MAE) on the test set. The GBT model outperforms the single-

feature benchmark model and reveals more information about

the electricity market.

the considered time period, CO2 prices have increased almost monotonically

allowing the ML model to memorize the train set leading to immediate

overfitting. In particular, we tested models including the CO2 price and

found a high generalization error.

We use 3 years of data from the years 2017, 2018 and 2019 in order to get

enough data for training and evaluation. Hourly data points with missing
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6. Understanding Day-ahead Electricity Prices

values for any feature are dropped to prevent fitting corrupted data.

6.1.2. Model

As a benchmark model we use a model based on the merit order principle

discussed in Sec. 2.2.1. Figure 6.1b shows the price in the German day-ahead

market as a function of the residual load. Data has been collected for 3 years

and is displayed as a 2D histogram. We observe that the assumption (2.2)

provides a reasonable approximation of the actual market behavior — the

price generally increases with the residual load. We fit a third-order polyno-

mial to the data, which had the best performance among all polynomials up

to the ninth order on the test set. The third-order polynomial fit will serve

as a benchmark model in the following. We find that the data scatters quite

strongly around this fit, as various effects are not taken into account in this

approximate treatment.

To model the German electricity price, we use Gradient Boosted Trees

(GBTs) on our input data consisting of power system and fuel price features.

GBTs offer complex non-linear models which we need in order to get more

precise predictions of the electricity price than the benchmark model based

on a common approximation of the merit order principle [CG16]. We use

the LightGBM framework for our implementation in order to achieve a fast

model training [Ke+17].

While single decision or regression trees are interpretable by reporting

their decision path, ensemble methods, such as GBTs, trade a higher perfor-

mance for a harder-to-interpret model. Still, using methods such as SHAP

enables us to get a detailed explanation of the GBTs which we explain in

detail in Sec. 5.2.

For the training process, we split our data into a training (48%), validation

(32%) and test (20%) set. The reason for the unusual size of the validation set

is that overfitting represents a serious issue for the given dataset. By dou-

bling the validation set and splitting the set into four separate validation sets,

we were able to reduce overfitting to an acceptable level. Additionally, re-

ducing the train set did not cause any performance loss. The four validation

sets are used for evaluation of the performance after each training epoch,
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6.2. Results

where the training is stopped if the performance of one of the validation

sets is not improving for a predefined number of epochs. Since we focus on

explaining our model instead of forecasting electricity prices as mentioned

above, we shuffle our data before splitting. We use a weekly shuffle, where

we only shuffle the dataset by weeks instead of hours before splitting. This

gives us a more general model because we reduce the amount of similar

data points in the training, validation and test set. We use the L2
loss for

the training process and the corresponding MAE score for evaluating the

performance of the models.

We use a random search to find the best hyperparameters where we eval-

uate the performance of the fully trained models on the unseen test set. We

choose the model with best performance on the test set. For specific analysis

tasks, we need to ensure the consistency of our models. We achieve this by

analyzing the 10 best models of our random search for 10 different weekly

random splits.

6.2. Results

6.2.1. Model Performance

The developed machine learning model is capable of predicting day-ahead

electricity prices with an average performance of MAE = 5.54 (Fig. 6.1c).

Therefore, the model explains the price with an error of 5.54EUR/MWh

on average. The performance is substantially better than for the bench-

mark model based on a common approximation of the merit order principle

reaching only MAE = 8.06. Our model outperforms the benchmark model

by 2.52 EUR/MWh in absolute values, which is a relative increase in per-

formance of 31.3%. We also evaluated both models with the SMAPE and

R
2
-score for further validation of the results (Tab. 6.1). In summary, all three

metrics are within a reasonable range for predicting electricity prices. Our

model outperforms the benchmark model for all three metrics. We conclude

that the machine learning model captures several market effects which are

neglected in the single-feature benchmark model described in Sec. 2.2.1. We

will now discuss these effects in detail, interpreting the machine learning
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6. Understanding Day-ahead Electricity Prices

Table 6.1.: Summary of the performance measures on the merit order based

benchmark and GBT model. The GBT model outperforms the

merit order model for every metric up to a relative increase of

31.1% for the MAE.

MAE SMAPE R
2
-score

Merit Order 8.06 23.25 0.66

GBT 5.53 17.82 0.8

model with the SHAP framework.

6.2.2. Features Affecting the Electricity Prices

The developed machine learning model takes into account a variety of differ-

ent features beyond the residual load. The SHAP values provide a consistent

measure of the feature importance and thus reveal which factors have the

strongest influences on the prices. Cumulative feature importance are shown

in Fig. 6.2.

As expected, the main driver of the electricity prices is given by the residual

load. More precisely, the three residual load features (load, wind and solar

generation) are also the most important features in the machine learning

model. The dependency of these features will be discussed in more detail

in Sec. 6.2.3.

Fuel prices rank at position 4 and 6, with oil prices being more important

than gas prices. This dependency is not surprising as fuel prices directly

affect the variable costs of the respective power plants. However, the precise

interpretation of this finding is less clear and will be further discussed in

Sec. 6.2.6.

Prices are obviously related to cross-border trading. The import-export

balance is the fifth most important feature and will be discussed in detail

in Sec. 6.2.4. The total generation and its ramp rank at position 7 and 8.

The generation ramp is particularly interesting as it reveals the influence of

previous time steps, see Sec. 6.2.5 for details.
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Figure 6.2.: Feature importance in the GBT model for the day-ahead electric-

ity prices. Feature importances are computed from SHapley Ad-

ditive exPlanations and normalized to one (see text for details).

Features contributing to the residual load are most important as

expected, but fuel prices also rank high.

6.2.3. The Role of Wind, Solar and Load

The residual load features, i.e. load, solar generation and wind generation,

are the most important features for the machine learning model (Fig. 6.2),

in agreement with the benchmark model based on the merit order principle

explained in Sec. 2.2.1. We take a more detailed look at the contribution of the

residual load features by analyzing the corresponding partial dependency

plots and interaction plots.

The benchmark model assumes that the price depends only on the residual

load, hence the three features enter in an equal way up to a sign. Analyzing

the respective partial dependency plots in Fig. 6.3a-c, we observe a similar

dependency as expected, but also some subtle differences. For the detailed

analysis of the differences and the observed scattering we simplify the com-

parison of the three features by multiplying the renewable generations by

-1.

The dependency on load, wind and solar generation is approximately

linear (Fig. 6.3a-c), hence we use a linear fit for a quantitative analysis. We
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Figure 6.3.: Impact of the residual load features in the GBT model. (a)-

(c) Dependency plots for the residual load features load, solar

generation and wind generation (measured by mean absolute

SHAP values). The light blue line is a linear fit. (d) Slope of

the linear fits in the dependency plots. Violin plots shows the

results for the ten best models for ten different data splits. The

residual load features have slightly different linear relation to the

electricity price, which is not captured by the benchmark model

based on the merit order principle.

create linear fits for the partial dependency plots for the 10 best models after

random search of 10 different random weekly shuffled splits. Figure 6.3d

shows the slope of the linear fits on the dependency plots for the 100 different

models as violin plots. The different models seem to be consistent with their

dependencies since the violin plots show a clear distribution around the

mean value of the slope. Only the violin plot for solar generation shows

some outliers.

The benchmark model based on the merit order principle assumes an equal

contribution of all residual load features, but the machine learning model

reveals some subtle differences. The slopes of the dependency on load and
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solar are rather similar, with solar being slightly smaller. In contrast, the

slope of the dependency on wind is notably larger. The smaller influence

of solar generation may be due to the fact that solar generation is more

distributed in the German power grid, with a large fraction installed directly

at the consumers. This could lead to solar generation acting as a negative load

in the power grid, which would naturally cause load and solar generation

to have a similar impact on the electricity price. In contrast, the generation

of wind is more concentrated in the north of Germany, especially in the case

of off-shore wind generation. This could lead to wind generation acting

more like other power plants in the energy system, making the presence or

absence of wind generation more important for the electricity price.

A further reason for the different role of wind and solar may lie in their

respective market rules. While small scale PV installations typically rely

on fixed feed-in tariffs, wind turbines are incentivized to sell their power

according to the wholesale electricity market prices (‘Direktvermarktung’,

see [Ger14]).

The small scattering visible in the dependency plots can be explained by

feature interactions. Neglecting all interactions in the dependency plot in

Fig. 6.4a-c second column, scattering becomes smaller and the dependency of

the residual load features is even clearer. The dependency on load and solar

generation is approximately linear, while the dependency on wind shows

a clear non-linearity for large in-feeds above 30 GW. In this case, flexible

power plants such as natural gas or oil plants have already left the market.

Then, market equilibrium requires either an increase in exports, an increase

of the load or a reduction of generation from mostly inflexible power plants

such as lignite or nuclear. It appears plausible that these three mechanisms

are comparatively inelastic such that the price decreases rapidly.

Looking at three of the most important interacting features, we can at-

tribute most of the scattering present in the normal partial dependency

plots.

Load has its strongest interactions with the renewable generation wind

and solar. Both interactions are similar and enhance the dependency on

load. This is reasonable since these features combined serve as a good

approximation for the residual load, which is again already a good predictor
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6. Understanding Day-ahead Electricity Prices

Figure 6.4.: Dependencies and interactions for (a) the load, (b) solar gener-

ation, (c) wind generation and (d) cumulative import or export,

respectively. The first column shows the full SHAP dependency

plot, the second column the SHAP dependency plot without any

interactions. The third to fifth column show the SHAP inter-

actions of three selected features, where the color indicates the

value of the interacting feature. Fuel prices play an important

role when interacting with other features in the GBT model. Fur-

ther details are given in the text.

for the electricity price. We can also see a strong interaction with the gas

price, especially for high gas prices and high load. This is because more gas

power plants are active for higher load, which then leads to higher electricity

prices if gas prices are also high.

Wind and solar generation have a similar interaction structure, in partic-
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ular there is a strong interaction with the load but also with fuel prices. For

the load, interactions are particularly strong for high renewable generation.

If the load is small, we recover the situation discussed above for the case

of high wind generation, where market equilibrium requires the adaption

of comparatively inelastic participants and thus entails strong prices signals

which may even include negative prices. This effect is largely compensated

if the load is also high, leading to a strong increase of the price.

We also see strong interaction with the fuel prices, both amplifying the

dependency for low wind or solar generation and reducing it for high wind

or solar generation. These interactions originate from the fact that more

fuel-dependent power plants are active if renewable generation is low and

therefore the electricity price is more dependent on fuel prices in this case.

Summarizing, the residual load features have an overall strong interaction

with fuel prices, mostly due to more dispatchable generation being active for

specific values of the residual load features. Fuel prices not being included

in the single-feature benchmark model could explain its lower performance

compared to the GBT model.

6.2.4. Prices and Cross-border Trading

Electricity prices and trades are intimately related. In the machine learning

model, the import-export balance ranks at fifth place in terms of the feature

importance (Fig. 6.2). Different mechanisms can contribute to this depen-

dency. On the one hand, high prices foster imports from other countries. On

the other hand, imports provide a further source of electricity and should

thus lead to lower prices. These two interactions can be interpreted as op-

posite causal relations, where either the price or the import-export balance

is acting as the driver.

However, we stress that a causal interpretation is not that straightforward.

The prices in different bidding zones and the cross-border trades are not

determined sequentially, but simultaneously via the EUPHEMIA algorithm

[Küh+21], see also Sec. 2.2.

The SHAP dependency plot reveals a negative correlation of the import

balance and the day-ahead price (Fig. 6.4d). That is, imports are typically
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related to lower prices, while exports are related to higher prices. To under-

stand this correlation, we consider one specific market situation. Assume

that there is a high wind power generation in Germany. Typically, there are

many low price offers in the German bidding zone, leading to a low market

clearing price. However, if here is a strong demand in a neighboring country,

additional offers will be accepted for exports, leading to an increase of the

market clearing price. Hence, it appears as if the exports drive the market

price, but in fact both are driven by a common cause: the total supply and

demand in the two neighboring countries combined.

The strongest feature interactions are found for wind power generation

and load. The interaction is opposite, which is comprehensible because

the two feature enter the residual load with opposite sign. We find that

an increase of the residual load reduces the observed dependency, while a

decrease of the residual load increases it.

Since SHAP values reveal only correlations of features and targets, it is

difficult to reach a comprehensive causal interpretation. Still, based on our

results, we formulate the following hypothesis. A high demand from a

neighboring country generally leads to exports and to an increase of prices.

But if the domestic demand (the residual load) is also high, there are no

cheap offers left in the order book that would allow for exports. Hence, the

dependency of exports and prices diminishes.

Notably, there is large scatter to lower prices in the case of a vanishing

import export balance. This might be due to a temporary reduction in the

transmission capacity preventing exports, or corrupted data (see [HMB18]

for a discussion of the data quality of the ENTSO-E transparency platform).

Finally, we also see an interesting interaction of the import-export balance

with gas prices. Lower gas prices tend to reduce the overall contribution

of import-export while higher prices amplify this contribution. This could

indicate that at low gas prices, local gas generation reduces the dependency

of a country to exchange power with neighboring countries and hence the

price is influenced less by its imports and exports. In the opposite case of

high gas prices, countries will be more willing to exchange energy and the

effect of cross-border flows on prices increases.
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Figure 6.5.: Effect of generation ramps and limited generation flexibility on

electricity prices. The first column shows the full SHAP depen-

dency plot of the total generation ramp, the second column the

SHAP dependency plot without any interactions. Further panels

show the SHAP feature interactions for five selected interacting

features. The color indicates the value of the interacting feature.

Ramps affect/alter the electricity price prediction by up to 10%,

depending on factors as load and renewable generation, but also

on fuel prices.

6.2.5. Impact of Ramps

The machine learning model reveals a weak dependency of the price and the

power generation ramps (Fig. 6.2). Hence, the market outcome in a certain

hour is affected by previous hours. The partial dependency plot (Fig. 6.5

left) indicates a positive correlation of the price and the total generation

ramp. Hence, prices tend to be higher if generation is ramped up and lower

if generation is ramped down.

This finding can be attributed to a limited flexibility of conventional power

plants, in particular nuclear and lignite plants [VD15]. First, technical limits

exist for the ramping speed and the minimum generation in partial load.

Second, ramping and cycling induce additional costs, for instance due to

a wear and tear of the power plant. Hence, there is an incentive to limit

generation ramps which can affect the bidding on the market. In case of a
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decreasing total generation, operators may bid at a lower price to remain in

the market and avoid ramping downwards. Similarly, in case of an increasing

total generation, operators may bid at a higher price. As a consequence, the

price increases with the total generation ramp.

The role of generation ramps depends on several other factors. The SHAP

dependency plot is strongly scattered which can be attributed to the presence

of feature interaction. A high value of the load amplifies the impact of

generation ramps. If the load is high, more conventional generation is needed

in general, such that ramping limits and costs are more important. Vice versa,

high values of wind and solar generation mitigate the impact of generation

ramps as less conventional plants are needed. Furthermore, high oil and gas

prices amplify the impact of generation ramps, too. Oil and gas power plants

typically have a higher flexibility than nuclear or coal power plants. Higher

fuel price penalize these plants, such that nuclear or coal power plants may

have to contribute more strongly to the ramping process.

6.2.6. Impact of Fuel Prices: Correlation or Causality?

Looking at the feature importance in Fig. 6.2 we note that the machine

learning model is critically dependent on fuel prices. The oil price is the

4th most import feature, i.e. the most important feature after the residual

load features, while the gas price is the 6th most important. We analyze the

dependency on oil and gas prices in detail.

The dependency plots for the fuel prices in Fig. 6.6a-b are strongly non-

linear, with an almost step-like behaviour. The dependency of the electric-

ity price on the oil price is approximately constant below a threshold of

69 [USD/bbl]. Above this threshold, the dependency increases until it sat-

urates. While the change in dependency is almost linear for oil prices, the

dependency for gas prices shows a step-like behaviour, with a threshold at

2.75 [USD/mmBTu], albeit with a stronger scattering. A causal interpreta-

tion is comprehensible as an increase in fuel prices leads to an increase in the

operational costs of the respective power plants and thus to offers at higher

prices.

For further analysis, we focus on the time series of the electricity price
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Figure 6.6.: Impact of oil and gas prices on the electricity price predictions.

(a)-(b) SHAP dependency plot of the oil price (gas price), where

the colored area marks a change for the dependency in the GBT

model. (c) Electricity price time series from the German day-

ahead EPEX spot market from January 2017 to 2020. Dark (light)

blue areas mark the time periods with oil (gas) prices above

the dependency threshold. We observe a clear change in the

dependency on fuel prices in the model, but it cannot be asserted

whether this is a causal relation.

in Fig. 6.6c, highlighting the time periods with oil and gas prices above the

dependency threshold respectively. High oil prices seem to be correlated

with high electricity prices, especially for the maximum of electricity prices

at the end of 2018. In contrast, in the middle of 2019, electricity prices stay

low while oil prices are above the threshold. For gas, the dependency is even

less clear. Lower prices seem to be a proxy for low electricity prices in 2019.

Meanwhile, high gas prices do not display a clear correlation with overall

electricity prices in the time series. We further note that a delayed relation

could also be possible, if power plants purchase fuel well before the usage.

In general, it is difficult to pinpoint the relation of fuel prices to the electric-
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ity price beyond statistical correlations. Although we find a strong change

in the dependency on the fuel prices in the machine learning model, it is still

possible that the machine learning model is using the fuel prices to remem-

ber specific time periods where electricity prices are higher or lower than

expected from the other features. Nevertheless, we find reasonably strong

interactions of the residual load features with fuel prices, as discussed in

Sec. 6.2.3. This points to a causal interaction, but a confounding effect is

also possible. Overall, fuel prices are correlated with electricity prices which

could be one of the reasons the machine learning model outperforms the

benchmark model.
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In this chapter, we move from the ex-post analysis of electricity prices to the

extrapolation and forecasting. We aim to achieve maximum performance on

the task of forecasting day-ahead electricity prices. We establish deep neural

networks using LSTMs that are able to achieve state-of-the-art performance.

Furthermore, we investigate the level of model complexity necessary for

LSTMs to capture important system dynamics.

In contrast to other works such as Lago et al. [LDD18; Lag+21] or Tschora

et al. [Tsc+22], we attempt to optimize the model for the German market

only. This enables us to demonstrate the capabilities of LSTMs for real-

world scenarios, which would also always be optimized for specific markets.

We use an extended dataset based on the results of Chap. 6 but also add

additional features based on system knowledge.

The chapter is structured as follows. In Sec. 7.1.1, we discuss how we

obtained and processed the dataset in detail. Furthermore, the models and

the associated learning processes are discussed in Sec. 7.1.2. We then proceed

in Sec. 7.2 to analyze the results of the machine learning model. In the first

part, we focus on the model complexity and present the best performing

model. The best model is further analyzed in the second part. We discuss its

overall performance during different time periods and investigate the added

value of a probabilistic forecast.

7.1. Methods

7.1.1. Data

For the task of forecasting electricity prices in the day-ahead market we try

to stay as close to a real world scenario as possible. This means, that we try to
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only include features that would be available right before the market closure

at 12:00. For the exact timings in the day-ahead market see Sec. 2.2. The

features used for this study are primarily based on the information we gained

from the XAI model in Sec. 6.2. Furthermore, we include features based on

system knowledge about meaningful data for the day-ahead market.

Since we are only interested in the prediction of the day-ahead electricity

price in the German market, the data is also optimized for the forecasting

of the German electricity prices. The target we use is the electricity price

in the day-ahead market of the German bidding zone given by the SDAC

(see Sec.2.2.2) for each hour. Notably, Germany shares its bidding zone

with Luxembourg and also shared it with Austria until 1st of October 2018

[EEX18]. Throughout the thesis, German electricity prices denote the price

in the bidding zone of the given time period. Prices before and after the

change of the bidding zones are joined together to create one continuous

time series (see Fig. 7.2). Furthermore, we will refer to different countries

using the ISO 3166-1 alpha-2 codes assigned by ISO [ISOa] which can be

found at [ISOb]. A full list of all country codes used throughout this thesis

can be found in Appendix A. Shared bidding zones will be denoted by both

country codes, e.g., DE-LU denotes the German-Luxembourg bidding zone.

The collected data can be categorized into different classes of features,

presented in detail in Fig. 7.1. First we collected power system features for

DE-LU the and the neighbouring bidding zones, which are detailed below.

Additionally we collected fuel prices for different assets. In the following we

will highlight the data preprocessing in detail. Data is used from 01.01.2016

until 01.01.2023.

For all power system features we use data available at the ENTSO-E trans-

parency platform [ENTb]. Data is retrieved via the restful API provided

by ENTSO-E [ENTf] using the entsoe-py open-source implementation for

python available at GitHub [PB].

Electricity prices are collected from DE-AT-LU and DE-LU for their respec-

tive time period and concatenated into one single price time series. These

prices will usually be referred to as the day-ahead prices. The full price time

series can be seen in Fig. 7.2.

For DE-LU and all neighbouring bidding zones AT, BE, CH, CZ, DK1,
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Day-ahead Prices

Load Forecast

Wind Forecast

Solar Forecast

Power System DE-LU

Nuclear DE

Nuclear FR

Available Generation

Residual Load AT

Residual Load BE

Residual Load CH

Residual Load CZ

Residual Load DK1

Residual Load DK2

Residual Load FR

Residual Load NL

Residual Load PL

Residual Load SE4

Residual Load NO2

Power System Neighbours

Gas Price

Oil Price

Coal Price

CO2 Price

Fuel Prices

Figure 7.1.: Overview of the dataset used for electricity price forecasting.

The data can be categorized into the subclasses of German power

system features, neighbouring power system features and fuel

prices. Day-ahead prices for DE-LU are used as a target.

DK2, FR, NL, PL, SE4 and NO2, we collected day-ahead forecasts for load,

wind generation and solar generation. Note that the bidding zones DK2, SE4

and NO2 are not direct neighbours of DE-LU, but are connected via High

Voltage Direct Current (HVDC) lines. Also only neighbouring bidding zones

of DE-LU are included, not of the former bidding zone DE-AT-LU.

Load forecasts are published two hours before the closure time of the

corresponding market, which is 10:00 for the SDAC. The load forecast is

calculated based on historic load profiles including weather changes and

social factors [ENTa]. Unfortunately, forecasts for wind and solar generation

are published at 18:00 the day before delivery [ENTc]. This makes the data of

wind and solar forecast not suitable for the study in the sense of real scenario

forecasting. Nevertheless, we use this data for two reasons. First, there is no

available alternative and all comparable studies use the same data sources

[Lag+21; Tsc+22; LB21]. Changing our data source would therefore result

in the loss of comparability. Second, using forecasts published after market

closure should not increase forecasting performance but at most deteriorate

it. This is because the market behaves according to the information known at

market closure time. Since market participants do not know what forecasts at
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Figure 7.2.: Electricity price time series from the German day-ahead market

from January 2016 to 2023. We observe a strong increase of

electricity prices at the end of 2021, with a simultaneous increase

of the volatility due to the unfolding European energy crisis.

Prices continue to stay high during 2022.

18:00 will look like, these forecasts differ from the information known to the

model with respect to a real scenario, but not for the better. Wind forecasts

are available separately for on-shore and off-shore wind. We aggregate both

types of wind into one feature for wind forecasts.

In order to use the same target and features for the whole time period of

this study we create a virtual bidding zone for DE-LU before the 1st October

2018. Since load, wind generation and solar generation forecasts are also

available for AT separately in this period, due to AT being a control area

(CTA), we can subtract data of AT from DE-AT-LU. The resulting virtual

bidding zone of DE-LU from 01.01.2016 until 30.09.2018 is concatenated

with the real bidding zone DE-LU. The resulting data can be seen in Fig. 7.3,

where outliers of the data were removed.

For SE4, the data of solar generation forecasts are missing before 2022.

Since there also exist no data about the installed capacity of solar generation

on the ENTSO-E transparency platform, we decided to remove SE4 from the

dataset entirely.

PL suffers the same problem, having no data of solar generation forecasts

before 10.04.2020. But since the ENTSO-E transparency platform offers

additional data about the installed solar generation capacity of PL, we were
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Figure 7.3.: Power system features of the German bidding zone from 2016

until 2023. (a) Time series of the load forecast of DE-LU. (b)

Time series of wind generation forecasts of DE-LU. The feature

is aggregated from forecasts of on-shore and off-shore wind gen-

eration. (c) Time series of the solar generation forecast of DE-LU.

able to model the missing data points. Using the solar generation forecasts

from neighbouring bidding zones as input features, we trained a simple

FFNN to predict the capacity factor of the solar generation in PL. The model

was trained on data after 10.04.2020 and yielded a R
2
-score of 0.87. We used

the model on the features before 10.04.2020 and rescaled the resulting data

with the installed capacity of PL. The simulated and available data can be

seen in Fig. 7.4.

For the neighbouring bidding zones, load, wind generation and solar

generation forecasts are combined into a single feature per bidding zone,

the residual load,

Residual Load = Load − (Wind + Solar). (7.1)

71



7. Electricity Price Forecasting

2016 2017 2018 2019 2020 2021 2022 2023

0

2k

4k

6k

Simulated Data
Real Data

Date

S
ol

ar
 G

en
er

at
io

n
Fo

re
ca

st
 [

M
W

h]

Figure 7.4.: Solar generation forecast of the Polish bidding zone. The real

data (dark blue) was only available from 10.04.2020. Data before

was simulated using the yearly capacity of solar generation of

PL and the solar forecasts of neighbouring bidding zones.

The final dataset includes only the residual load of all neighbouring bid-

ding zones.

We remove outliers that are obviously erroneous datapoints for all fea-

tures.

As an additional feature, we use a lagged price time series of the day-ahead

prices of DE-LU. The prices are shifted by 24 hours which guarantees the

data to stay valid for realistic price forecasting. More sophisticated shifting

of prices is also possible with respect to the market timings, but are beyond

the scope of this thesis and will be discussed as outlook.

Based on [Rin19], we comprehend the power system data with available

nuclear capacity for each respective trading hour, other generation is ex-

pected to be of minor importance. We restrict the data to DE-LU and FR,

as France has by far the largest installed nuclear capacity in Europe. For

both bidding zones, we create data on the installed capacity and subtract the

planned unavailability of nuclear power plants afterwards. Planned unavail-

ability relates to the data published on the ENTSO-E transpency platform

for the planned and unplanned unavailabilities of power plants [ENTg].

For both DE-LU and FR, we get the data for installed nuclear capacity

from ENTSO-E [ENTd]. For DE-LU, we additionally back up the data using

Marktstammdatenregister [Marc]. Afterwards, we get data from [ENTg] for
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Figure 7.5.: Available nuclear generation capacity for each hour from January

2016 until 2023. For both bidding zones DE-LU and FR the

available capacity is computed from the installed capacity minus

the planned maintenance.

planned unavailabilities and subtract from the installed capacity. The final

data can be seen in Fig. 7.5. Notably, the data of planned unavailability

seems to have a low quality. Nevertheless, we use the data since no reliable

alternatives exists.

In addition to power system features, we include several fuel prices in

the dataset. Fuel prices are collected from different sources which will be

addressed in the following. Notably, fuels are traded on markets similar

to the stock market, where trading is continuous during trading hours. As

opposed to the electricity market, fuel markets are only open during the

day on weekdays, resulting in opening and closing prices for the markets.

To ensure a realistic forecasting approach, we only take the opening price

for each trading day and shift them by exactly 24 hours. Afterwards, we

forward fill all hours of the respective day, resulting in constant fuel prices

for each day. More sophisticated techniques for shifting and interpolation

of the fuel prices are possible, but are not the focus of this thesis and will

only be addressed in the outlook.

Gas prices are taken from two separate data sources, since the Dutch
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Figure 7.6.: Periods of missing data in days for the full dataset. We observe

several days without data at the end of 2018.

TTF gas price was only available from 23.10.17. Dutch TTF gas prices were

taken from Investing.com [Inv]. Data before the 23.10.2017 was taken from

MarketWatch [Marb] and was scaled to match the price level of the rest of

the price time series. Oil prices are taken from FRED [Fed] and coal prices

from MarketWatch [Mara] for the whole time period. We also include the

price of carbon emission certificates in the dataset. Data was taken from

EEX [EEX] for the whole time period.

The final dataset had to be cleaned with respect to missing data points.

Especially the data from the ENTSO-E transparency platform misses many

hours of data for several features, see [HMB18] for a discussion of the data

quality. Since sophisticated approaches to recover missing data points are

beyond the scope of this thesis, we discard any hour with at least one missing

feature. This results in several periods without any data, presented in detail

in Fig. 7.6. Nevertheless, we gathered enough valuable data suitable for

neural networks even with many missing hours.

7.1.2. Model

To forecast the day-ahead electricity price in Germany we use long short-

term memory (LSTM) networks. From the dataset, we use data with a fixed

sequence length of 96 hours as input and the electricity price of a single hour

as target. Even though most related studies try to forecast all 24 hours of the
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next day simultaneously (e.g. [Lag+21; Tsc+22]), we decided to use single

point forecasts to enable a larger dataset. Additionally, we use a probabilistic

forecast to increase usability of the model in real world scenarios, explained

in detail below.

We address two different tasks for the LSTM networks. First, we explore

the impact of model complexity on the performance. Aftwerwards we try to

achieve best performance using LSTMs to validate the concept of LSTMs for

electricity price forecasting. Therefore we use different structures to change

the complexity of the models. We change the two hyperparameters depth

and width in the study of the complexity. For the best model, we additionally

change the early stopping parameter.

Depth changes the number of LSTM cells that are stacked in each step of

time. We use LSTM networks with a depth of one layer up to a depth of five

layers. The width changes the size of the hidden layer inside the LSTM cells.

For networks with multiple layers we use the same width for all layers. All

networks use two FFNN layers to map the output of the LSTM layers to the

final output of the model. They map from the width to a hidden layer with

size 32 and then to the output of the model.

As output of the networks we use two values to create a probabilistic fore-

cast assuming a normal distribution with the probability density function

f(x∣µ,σ) =
1

σ
√
2π

e−
1
2
(x−µ

σ
)2

(7.2)

for the sake of simplicity. The first output value is used as the mean µ of the

distribution and the second value as the standard deviation σ. We impose

a lower bound for the standard deviation, σ ≥ 0.01, to prevent the neural

network to predict negative values.

In LSTM networks, we use a dropout layer at each hidden state. Dropout

layers are used as a regularization parameter in deep neural networks. They

prevent overfitting by setting values of the hidden states to zero with a

certain probability [Sri+14]. We set the probability of the dropout layers to

0.2 in all LSTM networks.

Mean and volatility of the data is changing over time which can decrease

model performance after a certain time. Additionaly, new regulations or ex-

75



7. Electricity Price Forecasting

Train Test

Train Test

Train Test

⋮⋮ ⋮⋮

Week 1

Week 2

Week N

Figure 7.7.: Schema of the recalibration process used for all models. The

overall testing period is covered by iteratively shifting the train

and test set by one week. We train a new model for each train

and test split.

ternal factors may alter feature dependency. Therefore, retraining the model

after each prediction would be optimal. Since recalibration is computation-

ally expensive, we restrict our models to be retrained only after one week

instead of one day or even one hour. Retraining refers to the training process

of a completely new model that is trained on the same amount of data, but

shifted for one week. In analogy to a real-world forecasting scenario, the

model would be used for one week until it gets updated on recent data. See

Fig. 7.7 for a schematic representation of the recalibration process.

For each week in the evaluation period, we train a new model based on a

train, validation and test set. The test set corresponds to the week we evaluate

the final performance on. Notably, we removed every week with less than

120 hours from the evaluation process. We use 17000 hours before the test

set as the train and validation set, which corresponds to approximately two

years of data. Depending on the density of missing values, this creates

train and validation sets with different time ranges. Since most values are

highly non-stationary, it is essential to include most recent data points in the

training set. We decided to shift the validation set, which is usually at the

end of the training set, to older data. The validation set uses 1000 hours and

ranges from hour 15500 until hour 16500. This leaves 500 hours of the most

recent data points for the training set. Figure 7.8 shows a visualization of
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Figure 7.8.: Train, validation and test split of the dataset. The test set consists

of one week corresponding to 168 hours. The initial train set

includes all 17000 hours before the test set. The validation set

consists of 1000 hours and is not taken from the end of the train

set but shifted by 500 hours. Therefore the most recent data is

included in the train set.

the data split.

To ensure a normalization of the data with no look-ahead bias, we nor-

malize all data points according to the train set. All data points are divided

by the maximum feature values in the train and validation set. Additionally,

we scale all values by a factor of 0.8 to ensure that most of the values of the

test set lay between -1 and 1. The target is normalized in the same way and

gets rescaled before performance evaluation.

For all models we adjust the maximum number of epochs such that no

model stops training before the early stopping condition is triggered. For

models that reached the maximum number of epochs allowed, we repeated

the process with a larger number of epochs.

As usual for probabilistic predictions, the neural network is trained in a

maximum likelihood fashion. That is, the network should maximize the

likelihood of the observations xi,

∏
i

f(xi∣µi, σi), (7.3)

where the product is taken over all time steps i in the training set. In practice,

one rather minimizes the Negative Log-Likelihood (NLL) (see Eq. (3.8)), as

the likelihood is prone to numerical instability. We use the Adam optimizer

for the training process, which computes individual adaptive learning rates

for different parameters and is more efficient than the standard stochastic

gradient descent [KB14]. For the model and the optimization we use the

PyTorch implementation [Pas+19].
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7.2. Results

7.2.1. Complexity of LSTM Networks

The performance of machine learning models strongly depends on the initial

choice of complexity. Different regularization parameters try to control

the trade-off between underfitting and overfitting but cannot rectify large

mismatches of complexity. Therefore we analyze LSTM models for different

complexities, changing the depth and the width of the layers.

First evaluations were made on the entire testing period from 2019 until

2023. Because performance for the years was correlated, we decided to test

only on one year of test data to reduce computation time. The price time

series can be separated into two regimes of low prices until 2021 and high

prices starting in late 2021 (see Fig 7.2). Since the year 2021 is the only year

that includes both regimes, we chose 2021 as the year of evaluation.

For every set of hyperparameters, the models were evaluated using the

Mean Absolute Error (MAE) and the Negative Log-Likelihood (NLL) (see

Eq. (3.4) and Eq. (3.8) in Sec. 3.1). The MAE enables comparison to models

from other works that do not use probabilistic forecasting and also enables

easier interpretation than the NLL. Nevertheless, since the NLL was used

during training, we include the NLL for interpretation of underfitting and

overfitting during training. Notably, since our models were trained using

NLL, performance measures based on the mean prediction give lower results

than possible when solely optimizing the mean.

Using the recalibration method presented in Sec. 7.1.2, we fit a new model

for each week of test data. We fit 50 different models for 2021, after removing

weeks with too many missing values. Therefore we analyze the complexity

with respect to the mean performance of all 50 models trained for 2021.

To ensure a fair comparison between different model complexities, we

analyze the impact of the early stopping parameter first. Early stopping

is the main regularization parameter of deep neural networks. It tries to

makes sure that the training process stops when the generalization error

starts to increase. In theory, LSTM models with a higher complexity may

need more epochs to adapt weights into optimal regions, while models with
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Figure 7.9.: Impact of early stopping on the model performance. The fig-

ure shows the mean absolute error (MAE) and negative log-

likelihood (NLL) for two LSTM models with depth 2 and 3 for

different values of the early stopping parameter. The width of

both models is fixed at 32. We observe that performance in-

creases for more epochs but starts to decrease again at a certain

threshold. This is probably due to overfitting.

lower complexity are expected to start to overfit after less epochs.

We evaluated the performance of two LSTM models with fixed complexity,

e.g. fixed depth and width, using early stopping from 10 to 200 (see Fig. 7.9).

Both models have a width of 32 for each layer and a depth of 2 and 3

respectively. Performance for both models starts to converge after a value of

50 for early stopping. A higher early stopping parameter results in a small

increase in performance but does not seem to result in strong overfitting.

We conclude that the regularization of the models is stable and stops the

training process before strong overfitting can take place.

For further analysis of the complexity, we establish models for the early

stopping parameters 25, 50 and 100. This should ensure a fair comparison

of all LSTM models.

The analysis of the depth of LSTM models was conducted using depths

ranging from 1 to 5, results are shown in Fig. 7.10. The width for all models

and every LSTM layer is fixed at 32.
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Figure 7.10.: Impact of depth on the LSTM model performance for different

values of early stopping. The error metrics used are the mean

absolute error (MAE) and the negative log-likelihood (NLL).

Every layer has the same width fixed at 32. We observe that

higher complexity does not result in better predictions. The best

model for both early stopping parameters consists of 2 layers.

We see that MAE and NLL show the same dependency. Differences

between MAE and NLL can be explained by the predicted standard deviation

of the model. Even though the NLL decreases, the MAE can increase if the

model only optimizes the standard deviation while deteriorating the mean

prediction.

LSTM models with two layers achieved the best performance for all early

stopping parameters. Models with only one layer seem to lack the com-

plexity to model market behaviours. This is likely due to underfitting as a

single layer cannot enable sufficiently rich feature extraction necessary for

electricity price forecasting.

In contrast, LSTM models with more layers seem to have problems to use

the complexity for generalization. For the MAE, the performance decreases

monotonically with greater depth of the model. Using the NLL, models with

5 layers seem to increase in performance again. This effect is probably due

to bad initialization of the weights for models with a depth of 4, but needs

further investigation. However, it does not seem that models with more
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Figure 7.11.: Impact of width on the LSTM model performance for different

values of early stopping. The error metrics used are the mean

absolute error (MAE) and the negative log-likelihood (NLL).

Every model has the same depth fixed at 2. We observe that the

best model depends on the performance measure used. While

a width of 32 achieves the best MAE, a width of 64 achieves the

best NLL. Models with not enough complexity seem to have

difficulty predicting a suitable standard deviation.

than two layers are able to achieve comparable performance than models

with only two layers.

To investigate the impact of network width on complexity, we conducted

a series of experiments using LSTM models with a fixed depth of 2 and

varying widths from 16 up to 128. Results are presented in Fig. 7.11.

The optimal model width differed depending on the performance measure

used. Specifically, a width of 32 produced the best results for the MAE while

a width of 64 was optimal for the NLL. We conclude that models with higher

complexity are better suited for probabilistic predictions while models with

smaller width focus more on mean prediction. This can be explained by the

fact that models with lower complexity are unable to separate the prediction

of mean and standard deviation due to limited amount of neurons per

layer. This forces them to prioritize mean prediction which results in better

performance in terms of MAE but worse performance in terms of NLL.
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7. Electricity Price Forecasting

Overall, models with width below 32 perform poorly. Only the model for

largest early stopping achieves a performance in range of other widths. The

models with lower early stopping had several weeks with no convergence at

all. Training was stopped after only a few epochs since the model was not

able to leave the initial local minimum. We conclude that this results from

underfitting due to a lack of parameters in each layer. Assuming that each

neuron is able to capture only one feature characteristic, a hidden size of 16

is not enough to efficiently analyze all 20 features. Adding dropout to the

hidden states amplifies this lack of complexity even more.

In theory, models with a higher width should be able to achieve at least

the same performance then less wide models by using less of the available

neurons. In practice, the search space used for optimization becomes too

large and the model converges to local minima which usually leads to over-

fitting. Our result reproduced this behaviour where more complex models

were not able to achieve comparable performance. Especially a width of 128

lead to overfitting for early stopping of 100.

Comparing the analysis of depth and width, extracting more features

with wider models seems more important than enabling richer features

using deeper models. For the electricity price features this means, that

a lot of feature characteristics are prominent, but dependency on these is

rather simple. This is consistent with the feature analysis in Sec. 6.2, where

features showed several interactions but dependencies were simple. Most

dependency plots showed approximately linear or step-wise behaviour.

7.2.2. Model Performance

We now evaluate the final model performance based on the insights pre-

sented above. For a detailed analysis, the best LSTM model was fitted for 4

years, ranging from the 01.01.2019 until 31.12.2022. This allows to validate

that the complexity of the model is not only suitable for 2021 but for the

general electricity market. The best model in terms of MAE had a depth of

2, a width of 32 and an early stopping parameter of 200.

Figure 7.12 shows the overall performance of the model for 4 years. The

real time series of the day-ahead electricity price can be seen in Fig. 7.12a
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Table 7.1.: Performance of the LSTM model for several years. For proba-

bibilistic forecasting, the negative log-likelihood (NLL) and ac-

curacy scores for the first and second standard deviation (ACC1,

ACC2) are used. For point prediction, the model is evaluated by

the mean absolute error (MAE) and the symmetric mean absolute

percentage error (SMAPE) using its mean prediction.

NLL MAE SMAPE ACC 1 ACC 2

2019 2.94 3.73 15.12 0.67 0.93

2020 2.97 3.93 20.71 0.72 0.94

2021 3.83 10.32 15.41 0.76 0.96

2022 5.01 29.85 18.21 0.71 0.94

19-23 3.69 11.92 17.42 0.71 0.94

Table 7.2.: Comparison of the performance of the presented LSTM model

and the model of Tschora et al. [Tsc+22] evaluated on 2020 until

2022. The LSTM model outperforms the compared model for both

MAE and SMAPE.

MAE SMAPE NLL

This work 7.08 18.09 3.39

Tschora et al. 7.66 18.79 -

plotted in dark blue. The light blue values correspond to the mean predic-

tions of the LSTM model. We observe that the model is able to adapt to the

overall pattern and trend of the price time series but seems to miss several

extreme events like price peaks or negative prices. Especially for high price

peaks, the model is unable to scale the prediction into higher price regions.

This may be caused by the rare occurring of these events, which results in

an unbalanced dataset according to extreme events. Therefore, the model

focuses on more general price scenarios rather than extremes.

In Fig. 7.12b, the MAE and NLL are evaluated for each day and plot-

ted over time to enable a time dependent analysis of the performance. In

general, we observe that both performance measures are highly correlated.

Compared to the MAE, the NLL seems more stable over the years, which

is reasonable due to the fact that the NLL is the loss function used during

training. Furthermore, we observe that both measures increase at the end

of 2021 simultaneous to the increase of electricity prices. The performance
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Figure 7.12.: Overall performance of the best LSTM model for price forecast-

ing. (a) Time series of the true day-ahead electricity price (dark

blue) and the model’s prediction (light blue) from 01.01.2019 to

31.12.2022. (b) Time dependent error measures of the model’s

prediction. Both measures are evaluated for each day and plot-

ted against the time. The light blue line shows the negative

log-likelihood (NLL). The dark blue line corresponds to the

mean absolute error (MAE). The model is able to model general

price trends but misses some extreme values. Additionally, we

observe an increase of both error measures at the end of 2021,

corresponding to the European energy crisis.

does not recover to previous levels until the end of the dataset. We suspect

that forecasting electricity prices has become more difficult in general due

to the European energy crisis and rising inflation.

To improve comparability of the LSTM model to future works, the yearly

and overall performance of the model is presented in Tab. 7.1. We included

the negative log-likelihood (NLL) used as a loss function and accuracy scores

for the first and second standard deviation (ACC1, ACC2) for probabilistic
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forecasting performance. For pointwise predictions, we also included the

mean absolute error (MAE) and the symmetric mean absolute percentage

error (SMAPE). We note that the SMAPE does not seem reasonable for

electricity prices because of their high amount of almost zero values but is

included for completeness.

To confirm the good performance of the LSTM model, we use the model

presented by Tschora et al. [Tsc+22] as a benchmark. The presented model

is trained on similar features and also uses neural networks. Furthermore,

Tschora et al. include prices from CH published before German market

closure in the feature set. We did not include this feature, since we wanted

the model to predict electricity prices only from their driving features not

from a correlated feature. The benchmark was evaluated for 2020 and 2021

at once.

In Tab. 7.2, we present a comparison of the LSTM model to the model

of Tschora et al. The LSTM model outperforms the benchmark for both

performance measures and achieves an increase in MAE performance by

7.6%. Notably, our model achieved a lower MAE than the model of Tschora

et al. despite the fact that we do not use the Swiss price and focus on

probabilistic instead of point predictions.

A more detailed analysis of the model prediction is presented in Fig. 7.13.

Each panel shows exactly one week of the electricity price time series with

the model prediction and its predicted standard deviation. All three weeks

are chosen to demonstrate the prediction of rather difficult patterns in the

time series. In general, the model follows the daily pattern closely and

catches price movements throughout the week. Most values stay within the

first standard deviation and almost all values within the second standard

deviation. The accuracy scores can be seen in the bottom left corner of each

panel.

Figure 7.13a shows a scenario with several following days achieving neg-

ative prices. The model is able to predict all four price dips and increases

the standard deviation during the dips. This is a strong indicator, that the

model utilizes the standard deviation for difficult forecasting scenarios. In

Fig. 7.13b, we observe that the model increases the standard deviation not

only for negative prices but also for price peaks. Additionally, we see that the
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Figure 7.13.: Electricity prices and predicted values of the model for multi-

ple weeks. (a)-(c) Time series of the true day-ahead electricity

price (blue) and the model’s prediction (dark blue). The grey ar-

eas around the prediction corresponds to model’s uncertainty.

Dark grey shows one standard deviation and light grey two

standard deviations. The accuracy of the model for the time

period is shown at the bottom left corner of each plots with

respect to the standard deviation. We obverve that the model

has no problem in forecasting the overall pattern of the electric-

ity price time series. Even small fluctuations are forecasted by

the model. Most of the true values lie in the first confidence

interval and almost all values in the second.
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mean prediction misses the negative prices on the 7th of February but the

model was able to increase the standard deviation accordingly. Figure 7.13c

presents a week of generally high prices after the energy crises. The model

adapts to the high price regimes but overestimates prices over almost one

day at the end of the week.

We continue the analysis of the model by focusing on the forecasted stan-

dard deviation. For this, we only use the prediction of the model for 2021

to simplify analysis. Prices during 2021 increased at the end of the year,

changing also the market behaviour due to the European energy crisis. As

expected, the standard deviation increases as well after the start of the energy

crisis (see Fig. 7.14a).

Earlier results in Fig. 7.13 showed that the standard deviation not only

increases for higher prices but also for prices close to zero or negative prices.

The week from 1st to 9th of February can be seen in Fig. 7.14b with the corre-

sponding value of the predicted standard deviation presented in Fig. 7.14c.

Figure 7.14d confirms the dependency on the price for both negative price

and high prices.

The standard deviation of the model follows a piece-wise linear function

in dependence of the predicted price centered around 50 EUR/MWh (see

Fig. 7.14d). Nevertheless, scattering within the curve suggest that the model

is not only setting the standard deviation according to the predicted price

but according to the predictability of the input sample. The same effect can

be seen in the section of the price time series presented in Fig. 7.14b+c. The

predicted price at the 4th of February and the 6th of February are within

the same range, while the standard deviation for the second prediction is

substantially higher. The model is able to adapt the standard deviation if

the probability for low prices is higher than usual.

Using the predicted standard deviation for electricity price forecasting

enables further strategies compared to normal point predictions. Forecasts

can be seen with respect to the uncertainty of the model and evaluated with

an accuracy score. The accuracy score of the model (see Tab. 7.1) is stable

throughout all years which makes the model uncertainty reliable during all

price regimes. Overall, around 75% of the true values lay within the first

standard deviation of the model. Furthermore, almost all true values lay
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withing the second standard deviation of the model, achieving a accuracy

score of almost 95%.

Overall, the LSTM model is able to outperform the DNN model of Tschora

et al. [Tsc+22] while enabling the use of probabilistic forecasting. LSTM

models are well suited to electricity price forecasting because they can deal

with time-dependent patterns in features. They also mitigate the need for

an exhaustive search for optimal lagged feature values, as they are able to

self-select important information from the full time series.
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Figure 7.14.: The use of probabilistic forecast for electricity prices with focus

on the predicted standard deviation. (a) Predicted standard

deviation over time from 01.01.2021 until 01.01.2022. (b) Time

series of the electricity price and the prediction of the model

from 01.02.2021 to 09.02.2021. (c) Predicted standard devia-

tion over the same time period as in b. (d) Predicted standard

deviation against the predicted electricity price. The standard

deviation depends on the predicted electricity price. Neverthe-

less, it enables additional information about the uncertainty of

the model, especially for negative prices.
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8. Conclusion

In this thesis, we analyzed the German day-ahead electricity market. We

studied the impact of different features on electricity prices and developed

a forecasting model to accurately predict future prices. We employed two

different machine learning techniques to achieve these objectives. We used

XAI methods for explaining market behaviour and LSTM models for fore-

casting electricity prices.

In the first part of this thesis, we have developed a machine learning model

based on gradient boosted trees and demonstrated how it accurately esti-

mates electricity prices, outperforming a single-feature benchmark model

based on a common approximation of the merit order principle. Using

SHAP to interpret our black-box model, we obtained deeper insights into

the characteristics of the day-ahead market. SHAP values quantify how

the price depends on the input features and thus reveal drivers beyond

the benchmark model. Our analysis confirmed that high load leads to high

prices, while large shares of wind or solar generation reduces prices. Beyond

these expected dependencies, the model quantified the role of fuel prices,

imports and exports, as well as load and generation ramps.

We saw that the SHAP analysis of our model is limited when it comes to

a deeper causal interpretation of feature impacts. Nevertheless, the SHAP

values provide detailed insights into the working of the model by revealing

how and which features are mostly used and by quantifying dependencies

and interactions. Only by including domain knowledge of market mecha-

nisms and power systems we can hypothesize to causal relations. Estimating

causal models directly from data is in principle possible, e.g. using Causal

SHAP [Hes+20] or causal representation learning [Sch+21] but requires more

explicit assumptions about the underlying causal structure than we wanted
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to employ in this first exploratory study.

Concluding the market analysis using XAI, we have demonstrated the

usefulness of XAI models to analyze electricity price dynamics in the German

market. These insights may contribute to the improvement of mechanistic

models of electricity markets as well as data-driven forecasting models by

identifying the relevant features to be included [Cra+22]. For instance, our

results suggest slightly different roles of wind and solar power, while they

enter the residual load equally. Furthermore, the SHAP analysis quantifies

the role of generation ramps, which are subject to strong feature interactions.

There remain many open questions and starting points for further re-

search. It would be interesting to investigate how XAI price models differ

between electricity markets in different countries. Similarly, XAI models

may also be used to compare markets at different times to quantify changes.

For instance, the phase-out of nuclear power in Germany or changes of the

regulatory framework should impact the dependencies of prices and fea-

tures. Furthermore, XAI methods may also be used to analyze the impact

of exceptional events such as the energy crisis after the Russian invasion of

Ukraine once sufficient data is available.

In the second part of the thesis, we developed a proof of concept using

long short-term memory (LSTM) models to forecast electricity prices accu-

rately. We analyzed different model complexities by varying the depth and

width of the LSTM networks. We obtained a detailed overview of how dif-

ferent levels of complexity of the LSTM models affect the performance of

forecasting electricity prices.

We found that LSTM models do not need high complexity to successfully

forecast electricity prices. Models with higher complexity seem unable to

adapt weights for the limited training data available. In particular, models

with depth of 3 or higher showed no comparable performance even for higher

early stopping. Furthermore, early stopping can improve performance but

does not need to be optimized carefully. Regularization through dropout

and early stopping seems to prevent overfitting very efficiently.

The best LSTM model was able to outperform comparable models on

similar data. The model achieved excellent point predictions of the electricity
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prices while enabling the use of a predicted standard deviation. On small

time scales, the model is able to follow the price time series very closely and

is able to stay within its standard deviation most of the time. Overall, we

saw that electricity price forecasting has become increasingly difficult since

the start of the European energy crisis.

Our analysis of the predicted standard deviation showed that probabilistic

forecasting can give more useful forecasts. Even though the uncertainty

is directly correlated with the overall electricity price, we gain valuable

information from it. Usually, prices close to zero and below are hard to

predict but lay within the standard deviation of the model. Probabilistic

forecasting is especially valuable in the energy industry, where accurate

but also certain forecasts can help to make decisions regarding allocation,

pricing strategies and energy trading. Using uncertainty allows for more

robust forecasting and prevents possible wrong decision based on imprecise

predictions.

Concluding the second part, we showed that LSTM models are able to

outperform comparable models when forecasting electricity prices. The

main advantage of LSTM models is their ability to self-select important

information from the full time series. This facilitates the exhaustive search

for optimal lagged feature values where each feature combination needs to

be tested in advance. Furthermore, the prediction of a standard deviation

enables additional use cases for the forecasting models.

There are many unanswered questions and directions for future research

on LSTM models and probabilistic forecasting. Starting with the data, we

could deploy additional methods to improve the quality of the dataset. The

feature set could be improved by analyzing the importance of current fea-

tures or introducing new features based on system knowledge, e.g. genera-

tion and transmission capacities, storage capacities or economic features like

inflation rates or stock market development. Existing features could also be

improved by deploying more sophisticated methods for interpolation and

shifting. Fuel prices for example are shifted by one day but could be shifted

to the exact times when information is available for the day-ahead market.

The same goes for lagging prices. Furthermore, the data could be normal-

ized using more advanced techniques, e.g. methods that also normalize the
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volatility.

For the LSTM models, several hyperparameters were not optimized in this

study, which could further improve their performance. Additional research

for an optimal sequence length could reduce computation time significantly

while keeping the same performance or improving performance. Using

shorter recalibration intervals could also lead to better performance. Opti-

mizing dropout, learning rate or other parameters for the learning process

would probably result in better LSTM models when combined with optimal

values for depth, width and early stopping. Overall, hyperparameters could

also be optimized individually for each recalibration period instead of using

the same parameters for the entire period.

Furthermore, the output of the LSTM models could be improved by in-

vestigating the added value of the simultaneous forecasting of all 24 hours.

The prediction of the standard deviation could be improved by allowing for

more complex probability distribution.

In summary, LSTM models could be used as powerful forecasting meth-

ods for electricity prices but should be analyzed in more detail to ensure

optimal utilization of the available resources.

Overall, our research provides valuable insights into the factors that drive

electricity prices and presents a methodology for accurate price forecast-

ing. The combination of XAI and LSTM models provides a comprehensive

framework for analyzing and predicting electricity prices. By utilizing this

methodology, energy companies and policymakers can make informed de-

cisions that improve energy market efficiency and benefit consumers.
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A. Country Codes

Code Country

AT Bidding zone of Austria

BE Bidding zone of Belgium

CH Bidding zone of Swiss

CZ Bidding zone of Czech Republic

DE-AT-LU Shared bidding zone of Germany, Austria and Luxembourg

DE-LU Shared bidding zone of Germany and Luxembourg

DK Bidding zone of Denmark

FR Bidding zone of France

NL Bidding zone of the Netherlands

PL Bidding zone of Poland

NO Bidding zone of Norway

SE Bidding zone of Sweden
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warst. Schön, dass es dich gibt.
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