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Abstract

Realizing and understanding topological superconductors that can host exotic quasiparticles
such as the Majorana fermions is currently an exciting challenge in condensed-matter
physics. However, not many materials have been conclusively identified as topological
superconductors. Here, we examine topological superconductivity in two different systems
- the family of doped Bi2Se3 superconductors and in the heterostructure of a conventional
superconductor [Pb(111) thin film] grown on a topological insulator (TlBiSe2). We do
so by using the surface-sensitive technique of scanning tunneling microscopy (STM) and
spectroscopy (STS) under ultra high vacuum (UHV) and down to 350 mK.

We present the growth and characterization of three different members of the doped
Bi2Se3 family [Cu𝑥Bi2Se3, Sr𝑥Bi2Se3, and Cu𝑥 (PbSe)5(Bi2Se3)6 (CPSBS)]. In this class of
materials, bulk superconducting properties consistently show a peculiar twofold symmetry
that is only compatible with a gap structure that has odd-parity and hence is considered to
be topological. However, we find that superconductivity on the surface of these crystals is
not robust and this constitutes a formidable challenge for our goal. Nevertheless, we have
made several unexpected observations in each case.

On the superconducting area on the surface of Cu𝑥Bi2Se3, we measure a tunneling
spectrum that suggests that the density of states around the Fermi energy is gapped but with
a twofold anisotropy. This anisotropy also manifests in a 10% difference in the average
superconducting gap measured as a function of the orientation of the in-plane magnetic
field with respect to the crystal lattice. The minima in the gap structure is found to coincide
with a a crystallographic mirror plane. However, contrary to expectation that one should
find a mirror-symmetry protected pair of point nodes, we find a minima and not a node in
the gap structure since zero integrated density of states at the Fermi level is measured in
the absence of a magnetic field.

For a superconducting region on CPSBS, we observe elliptical areas of enhanced quasi-
particle density of states due to magnetic vortices penetrating the sample when the external
magnetic field is applied normal to the sample plane. The anisotropy in the vortex profile
is shown to be a consequence of the anisotropic gap structure. However, we discover that
the orientation of the gap minima here is rotated by 60◦ compared to the point nodes in the
bulk and that the expected gap nodes are most likely lifted in this case as well.

The above results are understood by employing a symmetry-based phenomenological
analysis, work of A. Ramires. Her work shows that to find out the expected gap structure
on the surface one must consider the effective symmetry, in particular the broken inversion
symmetry at the surface as well as any other differences in crystal symmetry on the surface
in comparison to the bulk. Any change in the effective symmetry on the surface will allow
for a change in the superconducting gap structure. In this case the observed lifting of the
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Abstract

gap nodes and the rotation of the gap minima are consistent with the symmetry changes.
Among the three members of the doped Bi2Se3 family considered here, Sr𝑥Bi2Se3 is

the only one to show a near 100% superconducting volume fraction in the bulk. However,
on the surface of these crystals no gap in the density of states is observed around the
Fermi energy, as long as clean metallic probe tips are used. Only when micron-sized
flakes of the sample are transferred onto the STM probe tip during prolonged scanning a
superconducting gap in the density of states appears. To rationalize this observation we
have claimed that superconductivity in Sr𝑥Bi2Se3 crystals does not extend to the surface
when the topological surface state (TSS) is intact. The existence of the TSS causes the
charge distribution to be different near the surface compared to the bulk, leading to band
bending and a consequential local electric field, which can kill superconductivity at the
surface. Therefore, in micro-flakes, where the TSS is likely destroyed due to strain from
the mechanical transfer, superconductivity can be observed on the surface.

The above hypothesis applies on the surface of Cu𝑥Bi2Se3 as well since no evidence
for the TSS is found in the superconducting regions, hinting at the absence of any surface
band bending or local electric field. Moreover, majority of the surface on Cu𝑥Bi2Se3 and
CPSBS turned out to be nonsuperconducting, and for such areas we propose that band
bending at the surface is tied to the suppression of the superconducting order parameter.
Band bending and its impact on the superconducting properties have been discussed for
cuprate superconductors where the relevant parameters of the Thomas-Fermi screening
length (∼nanometers) and carrier density (∼1021 cm−3) are similar to that of doped Bi2Se3.

In parallel to our efforts on the doped Bi2Se3 superconductors, the heterostructure
of Pb(111) thin film on TlBiSe2 is also investigated for signatures of two-dimensional
topological superconductivity. In particular, we searched for a localized Majorana mode
inside vortex cores as well as a dispersive one-dimensional Majorana mode at the physical
edge of the two-dimensional system. However, no signature of such modes is detected for
this system.
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Introduction

Topological superconductors (TSC) [1] can be imagined as superconducting analogues of
topological insulators (TI) [2, 3]. Just like the non-trivial topology of the bulk gives birth
to a surface state in a TI that lives inside the bulk band gap, a surface state1 is expected to
appear inside the superconducting (SC) gap of a TSC. This surface state, which has a Dirac-
like dispersion, is special because its zero energy fermionic state is its own antiparticle
and hence serves as the condensed-matter version of the Majorana fermion (MF)- spin-1/2
particle that Ettore Majorana proposed in his 1937 paper [4]. Common spin-1/2 particles
such as electrons and holes are not Majorana fermions since they have opposite charge
and therefore cannot be their own antiparticle. In recent years, theoretical prediction that
localized zero-energy Majorana fermions [also referred to as Majorana zero mode (MZM)]
can find potential application in quantum computing [5, 6] has lead to intense search for
these quasiparticles in different condensed matter systems.

TSCs can host MFs due to the particle-hole symmetry inherent in a superconductor,
i.e., quasiparticle excitations of a superconductor (known as Bogoliubov quasiparticles,
see Appendix A.4 for its mathematical structure) are superpositions of electrons and holes.
At Fermi energy (𝐸F) a Bogoliubov quasiparticle is described by an equal superposition
of electron and hole-like states, meaning that it is equal to its own antiparticle and has a
chance to be a Majorana state. Despite this, the Bogoliubov quasiparticles of a conventional
𝑠-wave superconductor are not exactly their own antiparticles since they do not have the
same spin. The spin degree of freedom is eliminated by taking a spinless superconductor,
i.e., a spin-triplet state where paired electrons have parallel spin. At the same time, having
the same spin pairing (symmetric state) constrains the orbital part of the Cooper pair
wavefunction since the total wavefunction must be anti-symmetric under interchange of
the two electrons (fermionic). The simplest solution for the orbital part is found in a
𝑝-wave-like state for which the momentum dependent superconducting gap function Δ(k)
= −Δ(−k). Such a spinless, p-wave superconductor can host MFs as excitations and is
another way of describing a TSC. However, in the presence of spin-orbit interaction in the
system separate classification of the spin and orbital part is not possible. In that case a
TSC superconductor is identified by two other criteria [7]: (1) An inversion symmetric
superconductor2 can be a TSC if it has odd-parity pairing symmetry - this is possible when
pairing takes place between different orbitals and the inversion operator (𝑃) interchanges
electrons from the two orbitals such that 𝑃Δ(k)𝑃 = −Δ(−k) (see cartoon in Fig. 1); for a

1For a three dimensional (3D) TSC this implies a two dimensional (2D) surface state. For different
dimensionality of the TSC it may also be a 1D/0D state.

2Referring to centrosymmetric materials which have points of inversion symmetry in their unit cell such
that every point (𝑥, 𝑦, 𝑧) in the unit cell is indistinguishable from the point at (−𝑥,−𝑦,−𝑧).
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Introduction

Figure 1: Pairing symmetry in superconducting topological insulators. Spin-orbit cou-
pling in topological insulators leads to a helical spin structure for the Fermi surface. Further,
due to inversion symmetry in the system, the two orbitals which make up the conduction
band have opposite spin helicity as depicted above. Inter-orbital electron pairing leads to a
spin-triplet like state for the Cooper pairs. Concept from Ref. [1].

single-orbital superconductor this condition is equivalent to spin-triplet pairing, and (2) the
Fermi surface encloses an odd number of time reversal invariant momenta in the Brillouin
zone.

To give examples, 𝐵-phase of superfluid Helium-3 with a spin-triplet, 𝑝-wave, odd-parity
pairing is so far an undisputed TSC [8]. Other intrinsic TSC candidates include Cu𝑥Bi2Se3
[7], FeTe𝑥Se1−𝑥 [9, 10], and UTe2 [11]. TSCs can also be engineered. A common approach,
based on a theoretical proposal [12], is to induce 𝑠-wave superconductivity in nondegenerate
spin states as found for the surface state of a TI [13] or a quantum anomalous hall insulator
[14]. Pairing takes place on a spinless Fermi surface and therefore can be 𝑝-wave-like.
The same idea can be applied to semiconducting materials with strong spin-orbit coupling
(SOC) and a large 𝑔-factor [15]. Here, SOC helps to spin-split the surface state and then
an external magnetic field opens a Zeeman gap at the crossing point of the bands. If the
chemical potential lies inside the Zeeman gap then there is only one Fermi surface with the
same spin polarization/helicity as that of a TI, i.e., one is back to the spinless regime. This
approach is also applicable for the superconductor-semiconductor nanowire experiments
[16–18] which realizes a 1D TSC. Also, instead of having to apply an external magnetic
field one may simply start with an intrinsic ferromagnetic material as done in Refs. [19–21].
Interestingly, Refs. [20, 21] have addressed topological superconductivity in van der Waals
(vdW) heterostructures.

Since the MZMs localize at appropriate boundaries of the TSC, it is desirable that they
are probed using a local spectroscopic technique such as scanning tunneling microscopy
(STM). The first STM observation of topological superconductivity and MZMs was made
by Nadj-Perge et al. [22] who grew ferromagnetic iron (Fe) atomic chains on the surface
of superconducting lead (Pb) with spin-orbit coupling. 𝑝-wave superconductivity was
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expected in the odd number of spin-polarized Fe 𝑑-bands crossing 𝐸F and localized zero-
bias conductance peaks (ZBCP) at the ends of the chain were identified as signatures of
Majorana quasiparticles. Since the Fe chains in this case were obtained via self-assembly
of Fe on the Pb surface, there was no control over the length of the chain, the latter being a
relevant parameter for obtaining MZMs in the topological phase that are non-interacting.
More recently, a modified and well-controlled version of this experiment was realized by
Schneider et al. [23, 24]: chains of Mn atoms were built on a Nb(110) substrate in an
atom-by-atom fashion using STM-tip-assisted atom manipulation. Here, the low-energy
bands are formed from hybridizing Yu-Shiba-Rusinov (YSR) states that arise from the
interaction of the magnetic atom (Mn) with the superconductor (Nb). For a chain length
of 35 nm (corresponding to 70 atoms in this case), a topological gap of 50 𝜇eV is expected
with MZMs localized at both ends of the chain3. The longest chain the authors managed
to create consisted of 45 atoms. This chain did show localized states at both ends and were
rationalized to be precursors of MZMs due to possible coupling between the modes at both
ends. Key advantages of this experimental approach was the defect-free, perfect geometry
of the atoms chains which made it possible to observe the ZBCP from the MZM for both
ends of the chain, in contrast to the Fe chains on Pb where the ZBCP was observed at only
one end. Moreover, after manipulating only one end of the chain (by placing or removing
an atom), both end states were equally affected which proved that the states were a product
of the entire 1D structure and not a spurious observation.

In practice, the different routes to topological superconductivity outlined above still
suffer from different material complications and are under active research. Both theoretical
and experimental work are required to understand if and how the MZMs found in some
of the platforms can be adequately manipulated in a device geometry and thereby store
information.

In this work, we have examined the intrinsic TSC candidate doped Bi2Se3, in particular
Cu𝑥Bi2Se3 (Chapter 1), Sr𝑥Bi2Se3 (Chapter 2) and Cu𝑥 (PbSe)5(Bi2Se3)6 (Chapter 3),
with an aim towards addressing existing open questions and conflicting experimental re-
ports. Early experiments on Cu𝑥Bi2Se3 were controversial and contradicted each other.
Several experiments indicated topological superconductivity in the material, for example,
point-contact spectroscopy [26] found a ZBCP on the surface which was attributed to the
topologically protected MZMs and upper critical field measurements [27] showed absence
of Pauli limiting behavior which suggested spin-triplet superconductivity. More recently,
nuclear magnetic resonance (NMR) measurements [28] confirmed a spin-triplet bulk super-
conducting state due to an unchanged Knight shift (𝐾s) across the SC transition temperature
for magnetic field applied perpendicular to the (001) sample plane. On the other hand,
scanning tunneling spectroscopy (STS) [29] data pointed to an s-wave-like trivial SC gap
in the material and Andreev reflection spectroscopy found the lineshape of the ZBCP on
the surface to change as a function of the tunnel barrier strength [30] implying that the

3MZMs must appear in pairs since two together form a single fermion. This is a consequence of how these
quasiparticles are written mathematically [25].
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origin of the ZBCP must be different from MFs4. Even more surprisingly, experiments
done using the same experimental technique but by different groups had different reports:
no ZBCPs were observed in the vortex core by Levy et al. [29], while the more recent STM
study of Cu𝑥Bi2Se3 by Tao et al. [32] resolved elliptically-shaped vortices on the surface
hosting ZBCPs.

The apparent discrepancy between the point-contact spectroscopy [26] and STS mea-
surement [29] regarding the presence of MF surface state may be remedied by taking into
account the quasi-2D Fermi surface of Cu𝑥Bi2Se3, as suggested by the angle-resolved pho-
toemission spectroscopy (ARPES) and quantum oscillation experiment [33], which can
only support a quasi-2D TSC and not a 3D TSC. For such a TSC MF surface state is
expected only at step edges and on the side surface of the (001) plane [34]. In order to
unambiguously identify such edge states, it is desirable to use a technique that has both
spatial and spectroscopic access such as STM [35]. The sub-nanoscale spatial and (sub-
)meV energy resolution of low-temperature STM is ideally suited to measure localized
states, such as the MZM, and correlate their presence or absence with the simultaneously
acquired topography. Furthermore, with regards to superconductivity, the STS measured
on the surface can be analysed to understand the possible symmetry of the SC gap struc-
ture. Complementary information maybe obtained from the internal structure of imaged
vortices [36, 37]. Via quasiparticle interference (QPI) imaging, STM can provide informa-
tion regarding the bands in which pairing takes place [38] as well as the symmetry of the
electronic states [39, 40], when acquired at energies close to or within the SC gap.

An open question in the family of doped Bi2Se3 TSCs is the unit-cell location and charge
state of the dopant. In principle, any near surface dopant gives rise to a change in the local
density of states (LDOS) at the surface, which can be probed by STM. Indeed, Refs. [41,
42] have identified defects in pristine Bi2Se3 as deep as five atomic layers below the surface
based on their characteristic appearance in STM images and by comparison with first
principles calculations. Similar ideas can be used to identify the dopant-induced defect.
Further, ab initio simulations of the STM images should identify the bonding configuration
of the defect and thereby its charge state. The latter tells us the number and type of carriers
contributed by the defect. The density of these defects multiplied by the number of carriers
from each defect gives the increase in charge carrier concentration expected.

Among the three members of the doped Bi2Se3 family investigated in this thesis,
Cu𝑥 (PbSe)5(Bi2Se3)6 is the only member where topological superconductivity with gap
nodes is realized in the bulk but no STM experiments to directly probe the superconducting
gap has been performed so far. This is largely because this system is more difficult to grow
as compared to Cu𝑥Bi2Se3 or Sr𝑥Bi2Se3 and only a handful of groups in the world have
attempted to grow this material. For this system, we want to not only clarify the struc-
ture of the superconducting gap on the surface, but also its relation to the superconductor
Cu𝑥Bi2Se3.

4Theoretical work [31] could later show that the particular lineshape in a conductance experiment depends
on the type and the energy dispersion of the MF and could mimic a typical Andreev reflection spectrum.
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Apart from the intrinsic route to topological superconductivity as for doped Bi2Se3,
we attempted to obtain a TSC by a different route, namely via the topological proximity
effect [43]. Here an 𝑠-wave SC (Pb) was grown on a bulk TI film (Chapter 4). If the 2D
surface state of the TI migrates into the SC Pb and is proximitized, one obtains a 2D TSC.
Signatures of 2D topological superconductivity include appearance of dispersive in-gap
Majorana states at the 1D boundary of the 2D superconductor [19]. MZMs are expected
inside vortex cores of a 2D TSC as discussed in the theoretical works [12, 44], localized at
the two ends of the vortex line. The MZM at each end arises due to the proximitization of
the TSS on the top and bottom surface of the TI, respectively. However, the present case
may differ from the scenario considered in Refs. [12, 44], since only the TSS of the top
surface of the TI is expected to migrate in the SC and be proximitized. Hence we consider
the other possibility that an odd number of MZMs appear inside the vortex cores and their
partner MZMs appear at the physical edge of the system [45], since MZMs must always
appear in pairs.

(This thesis is written by me in the first person plural form. All contributions to the
experimental work is specifically indicated at the beginning of each chapter.)
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1 Cu doped Bi2Se3: a quasi-2D TSC

Y. Ando proposed the experiments on which this chapter is based. M. Bagchi grew the
crystals and performed bulk characterization. STM data was acquired primarily by J.
Brede with contributions from M. Bagchi. STM data was analyzed by M. Bagchi under the
supervision of J. Brede.

1.1 Introduction

In the year 2010, Hor et al. [46] were the first to observe superconductivity in Cu doped
Bi2Se3 crystals (Cu𝑥Bi2Se3, 0.12 ≤𝑥≤0.15) below a critical temperature 𝑇c of 3.8 K. How-
ever, these samples, grown using the melt-growth technique, had a low superconducting
shielding fraction (SF) of ∼20% and did not show zero resistivity. A year later, Kriener
et al. [47] found that upon electrochemical intercalation of Cu into Bi2Se3, followed by
annealing and a quenching process, Cu𝑥Bi2Se3 crystals with higher SF ∼50% and zero re-
sistivity below 𝑇c can be obtained. Although superconductivity was observed for 𝑥 values
between 0.09−0.6, maximum SF was obtained only between 0.3 − 0.5, with a 𝑇c of 3.4 K.
Note that while 𝑇c is robust and reproducible for all 𝑥 values, the SF is different and can
even differ for samples with same 𝑥 value.

It is common belief that the dopant leads to superconductivity in the material by increas-
ing the carrier density1. However, superconducting Cu𝑥Bi2Se3 typically shows a carrier
density of around 1020 cm−3 only and it does not change much with the Cu concentration
[47]. Kriener et al. [47] pointed out that this carrier density was too low in view of the
high 𝑇c. They also found that the Cu concentration varied on a sub-mm scale suggest-
ing that superconductivity would occur in small regions with optimum Cu concentration.
At present more evidence exists regarding the inhomogeneity of Cu concentration in the
crystals based on transmission electron microscopy measurements [49]: different layered
structures with nonuniform low-Cu content and high-Cu-content were identified. Kriener
et al. [47] came to the conclusion that the inhomogeneous nature of superconductivity in
the material could be responsible for the high 𝑇c [50]. We add that disorder in the material
can also lead to an enhancement in the 𝑇c due to Anderson localization [51, 52].

Later, in the year 2015, Sr [53] and Nb [54] were also found to induce superconductivity
in Bi2Se3 upon doping, with a 𝑇c of around 3 K. These samples were not air-sensitive,
like Cu𝑥Bi2Se3, and had large SF close to 100%, even when melt-grown. Around the

1ARPES [48] results support this notion; they report that even after doping the band structure of Bi2Se3 is
intact and only the Fermi level moves deeper inside the conduction band, ∼0.25 eV above the conduction
band minimum.
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1 Cu doped Bi2Se3: a quasi-2D TSC

Figure 1.1: Crystal structure of Bi2Se3. (a) Crystal structure of Bi2Se3. t1,2,3 are the lattice
vectors of the rhombohedral unit cell. The hexagonal unit cell is indicated on the side. (b)
Top view along the 𝑧-direction. The hexagonal lattice in one layer is rotated with respect to
the next and the stacking follows an ABC order. (c) Side view of the QL stacking. A QL
is inversion symmetric about the Se2 layer. (d) The conduction (valence) band around the Γ

point is formed by the symmetric (antisymmetric) superposition of 𝑝𝑧 orbitals from the top
(bottom) Se-Bi layers inside a QL. Figure and text assembled using Refs. [56, 57].

same time, Sasaki et al. [55] used the same scheme (intercalating Cu) to make a related TI
heterostructure (PbSe)5(Bi2Se3)6, also superconducting.

For superconductivity in these doped Bi2Se3 systems to be considered as 3D topolog-
ical superconductivity, we can use the simple criterion discussed before, i.e., the Fermi
surface must enclose an odd number of time-reversal-invariant momenta points. In case of
Cu𝑥Bi2Se3, ARPES and quantum oscillation experiments [33] have shown that the shape
of the Fermi surface changes as function of carrier density. For carrier density ∼1020 cm−3,
the Fermi surface is open cylindrical in shape that encloses two time-reversal-invariant
momenta points (Γ and 𝑍) which disqualifies it as a 3D TSC. However, there is still the
possibility of weak quasi-2D topological superconductivity. On the other hand, Sr𝑥Bi2Se3
was reported to have a carrier density lower than Cu𝑥Bi2Se3, ∼2×1019 cm−3 [53, 58],
meaning that the Fermi surface could be closed, enclosing only the Γ point, and hence be a
3D TSC. However, recent ARPES and quantum oscillation experiments [59] conclude that
the Fermi surface in this case too is cylinder-like with a carrier density of ∼1020 cm−3.
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1.1 Introduction

Figure 1.2: Band structure around 𝚪 and evolution of Fermi surface with carrier density.
(a) Schematic representation of the topological surface state (TSS) and bulk bands [bulk
conduction band (BCB) and bulk valence band (BVB)] near the Γ point for doped Bi2Se3 based
on ARPES data [48], which show that the band structure of undoped Bi2Se3 is preserved. (b)
Brillouin zone for Bi2Se3 from Ref. [56]. The blue hexagon is the 2D Brillouin zone of the
projected (001) surface. (c,d) Calculated Fermi surface, scaled with respected to the Brillouin
zone, for a carrier density of ≃1019 cm−3 (c, closed Fermi surface) and ≃1020 cm−3 (d, open
Fermi surface), from Ref. [33].

In the next two subsections we attempt to give further insight into why the family of
doped Bi2Se3 are considered as TSCs.

1.1.1 Crystal structure

We start with the crystal structure of the mother compound of doped Bi2Se3 supercon-
ductors, i.e., Bi2Se3, the pristine TI. The structure of Bi2Se3 is shown in Fig. 1.1(a). The
unit cell is indicated in the rhombohedral (black lines) and hexagonal notation (blue paral-
lelepiped on the side). It is easier to follow the latter. It consists of three quintuple layers
(QLs) where each QL has an alternating stacking of Se and Bi hexagonal atomic layers.
The unit cell has threefold rotational symmetry about the 𝑧 axis, three mirror planes along
the 𝑦𝑧 and equivalent planes, inversion symmetry with Se2 site as the inversion center
and other symmetry operations belonging to the 𝐷3𝑑 point group. The atomic layers are
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1 Cu doped Bi2Se3: a quasi-2D TSC

strongly coupled to each other whereas between two QLs the coupling is weak- of the van
der Waals type, meaning that this and any derived material can be simply cleaved to obtain
a fresh surface.

1.1.2 Phase diagram of possible superconducting states

The valence electronic structure of Bi2Se3 is governed by the outermost 𝑝 orbitals of
Bi(6𝑠26𝑝3) and Se(4𝑠24𝑝4). After considering hybridization between the orbitals and
effect of crystal field (energy splitting between 𝑝𝑥 , 𝑝𝑦 and 𝑝𝑧 orbitals), the states that are
closest to the Fermi level are 𝑃+

1𝑧 from Bi orbitals in the bonding state (+ or even parity) and
𝑃−

2𝑧 from Se orbitals in the antibonding state (- or odd parity). With the additional ingredient
of spin-orbit coupling these orbitals of opposite parity intersect, i.e., band inversion takes
place. This inversion occurs at the Γ point and as a consequence a topological surface state
appears around this point inside the bulk bandgap [56, 60].

The low-energy Hamiltonian of Bi2Se3 in the normal state [56, 60], taking into account
spin-orbit coupling and crystal symmetries, in the (𝑃+

1𝑧, 𝑃
−
2𝑧) basis near the Γ point is given

by

𝐻0(k) = −𝜇 + 𝑚𝜎𝑥 + 𝑣𝜎𝑧 (𝑘𝑥𝑠𝑦 − 𝑘𝑦𝑠𝑥) + 𝑣𝑧𝑘𝑧𝜎𝑦 (1.1)

where 𝜇 is the chemical potential, 2𝑚 is the bulk band gap, 𝑠𝑖 (𝜎𝑖) are the Pauli matrices
in the spin (orbital) space. 𝑠𝑧=±1 denotes electron spin parallel (antiparallel) to the 𝑧
direction. 𝑣 is the Fermi velocity in the 𝑥, 𝑦 plane of the Bi/Se layers and 𝑣𝑧 is the Fermi
velocity in the 𝑧 direction. The third term on the right indicates the spin-momentum locking
for the bulk Fermi surface giving it a helical in-plane spin texture. For this Hamiltonian
the low-energy spectrum of the bulk states is given as

𝐸± = −𝜇 ±
√︃
𝑚2 + 𝑣2𝑘2

𝑥 + 𝑣2𝑘2
𝑦 + 𝑣2

𝑧 𝑘
2
𝑧 (1.2)

The surface state together with the bulk bands are sketched in Fig. 1.2(a). In going
from undoped to the doped Bi2Se3 crystal the surface state and the bulk bands remain well
defined. Doping primarily leads to an increased carrier concentration (rise in 𝜇) according
to ARPES results [48]. However, this in turn can trigger a transition in the shape of the
Fermi surface. Based on the ratio of 𝜇/𝑚 the Fermi surface can be closed (ellipsoid) or
open (cylindrical) [sketch in Fig. 1.2(c,d)]. In Ref. [60] the ratio is calculated to be ≥1.4.

It is important to note that 𝐻0(k) is rotationally isotropic around the 𝑧 axis while
the crystal has only threefold rotational symmetry. This is an artifact of the theoretical
description considered. This is remedied by considering an additional term, 𝐻𝑤 (k) - the
hexagonal warping term. This term is typically small but finite for Bi2Se3 and its derivatives
[61]. It has the form:
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1.1 Introduction

Figure 1.3: Phase diagram of superconducting order parameters for different values of
hexagonal warping. (a) - (c) The order parameters Δ̂1, Δ̂2 and Δ̂4 are represented by the blue,
light gray and red areas, respectively. The different values of the hexagonal warping term for
(a-c) are 0, 0.3, and 1, respectively. Image modified from Ref. [63]. 𝜇 = chemical potential,
2𝑚 = bulk band gap,𝑈 (𝑉) = intraorbital (interorbital) electron interaction.

𝐻𝑤 (k) = 𝜆
(
𝑘3
𝑥 − 3𝑘𝑥𝑘2

𝑦

)
𝜎𝑧𝑠𝑧

where 𝜆 is the spin-orbit coupling parameter. The origin of this term is the spin-orbit
interaction in presence of crystalline anisotropy. The term will affect surface and bulk
bands modifying the band dispersion such that it is hexagonally distorted in the 𝑘𝑥𝑘𝑦 plane.
Further, this term gives an out-of-plane spin component to the otherwise completely in-
plane spin texture of both the surface state and bulk conduction band. The term vanishes
along mirror-symmetric directions (since 𝑠𝑧 is odd under mirror operation [62]) and this
has implications for the superconducting pairing states of the system, as will be discussed
shortly.

Superconductivity in doped Bi2Se3 materials is described in the theoretical work of Fu
et al. [7] using the above bulk Bi2Se3 Hamiltonian and the Bogoliubov–de Gennes (BdG)
Hamiltonian for a superconductor. Attractive interaction between electrons is discussed
using a𝑈-𝑉 model where𝑈 describes attraction between electrons in the same orbital and
𝑉 describes attraction between electrons from different orbitals. The relevant orbitals for
Cooper pairing of electrons are the ones from the top and bottom of the QL since they
form the conduction band. Moreover, due to the TI-spin-orbit-coupling term in the normal
state Hamiltonian and inversion symmetry inside the QL, these two orbitals have opposite
spin helicity. If pairing of electrons takes place within the same orbital we obtain Cooper
pairs with antiparallel spins (spin-singlet 𝑠-wave like) whereas inter-orbital pairing results
in a spin-triplet state2, illustration of Fig. 1. So far only phonon mediated pairing has been

2The description of spin is for visualization only since spin in not a good quantum number here.
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1 Cu doped Bi2Se3: a quasi-2D TSC

Figure 1.4: Symmetry of the 𝚫4𝒙 and 𝚫4𝒚 states with respect to the crystal lattice. The
ab-plane crystal structure of Cu𝑥Bi2Se3 (left) and superconducting gap structure (right) -
solid lines depict the superconducting gaps and dashed lines are the Fermi surfaces. (a) Three
rotationally equivalentΔ4𝑥 state with twofold symmetry and gap nodes along a crystallographic
mirror plane. (b) Three rotationally equivalent Δ4𝑦 state with twofold symmetry and gap
minima along a Se-Se direction.

discussed for this system both theoretically [64] and experimentally [65], since electron-
electron interaction in the system is weak. The identified phonon modes propagate along
the Γ𝑍 direction and have small momenta. The inelastic neutron scattering experiment
[65] found that the phonons along the Γ𝑍 close to the zone center have a much broader
linewidth as compared to other modes as well as compared to undoped Bi2Se3. A broader
linewidth indicates a shorter lifetime, i.e., they are very active and likely play a part in the
formation of Cooper pairs. They also suggest that the broadening of the phonons could
promote interorbital pairing.

Discussion of details of the pairing symmetry of doped Bi2Se3 is done using the crys-
talline symmetry group 𝐷3𝑑 since the presence of spin-orbit coupling in the system makes
the notion of spin-singlet or triplet state not well defined. Based on the 𝐷3𝑑 point group
symmetry of the crystal there are four possible pairing states [7, 34] (the link between crys-
tal symmetry and superconducting gap structure is discussed in Appendix A.4.1). They
are referred to as Δ1(𝐴1𝑔), Δ2(𝐴1𝑢), Δ3(𝐴2𝑢), and Δ4(𝐸), with their point group symmetry
representation in brackets. Out of the four, only Δ1 is of conventional kind, i.e., a spin-
singlet with a isotropic full gap. The other three can be considered as topological since
they are found to be odd-parity states.

Using Ref. [63] we now discuss the phase diagram of the system in the (𝑈/𝑉, 𝜇/𝑚) plane
(see Fig. 1.3). They have calculated the 𝑇c and the condensation energy at zero temperature
for the different pairing states. Since the Δ3 state always has a lower 𝑇c in comparison to
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1.1 Introduction

the others it is disregarded. Instead, the ground state of the systems is formed by either Δ1,
or Δ2 or Δ4. From Fig. 1.3(a) we see that singlet pairing Δ1 is possible when intraorbital
interaction is larger than intraorbital one (𝑈>𝑉). Moreover, in the absence of any hexagonal
distortion eitherΔ1 orΔ2 forms the ground state depending on the chemical potential. In the
presence of hexagonal warping, large chemical potential and strong interorbital attraction,
Δ4 forms the ground state [Fig. 1.3(b-c)].

The Δ4 state again is a linear superposition of two degenerate pairing states, the Δ4𝑥
and Δ4𝑦. We can write Δ4(k) = 𝜂1Δ4𝑥 + 𝜂2Δ4𝑦, where the the vector 𝜼 = (𝜂1, 𝜂2). Both
Δ4𝑥 and Δ4𝑦 break the threefold rotational symmetry of the crystal structure of Bi2Se3,
they are twofold symmetric in the xy plane having either two point nodes or gap minima,
respectively. They are differentiated based on whether the gap nodes or minima lie along
a mirror plane of the crystal lattice (Δ4𝑥) or normal to it (Δ4𝑦) [see sketch in Fig. 1.4(a,b)].
The gap anisotropy in either case depends on the warping term and the details of the pairing
interaction [34]. Note that it is the warping term that lifts the nodes in Δ4𝑦 but since the
gap nodes for Δ4𝑥 lie on a mirror plane of the crystal they are unaffected3. Sketch of the
superconducting gap structures for all the pairing states can be found in the review article
by Yonezawa [66].

Experimentally it was found that the Δ4 state is realized for samples with doping level
∼0.3. However, the gap node/minima was always found to lie either along a mirror plane or
in-between. This means that instead of a superposition of the Δ4𝑥 and Δ4𝑦 states, the system
chooses one of them, i.e., 𝜼 = (1,0) or (0,1). Further, each of the two states are themselves
superpositions of three rotationally equivalent ones, due to the threefold symmetry of the
lattice. Again selection of one out of the three equivalent ones bestows a special nematic
character to the superconducting state. Since 𝜼 dictates the orientation of the gap in k-space
it is also called the nematic director.

In support of the early experiments which found the nematic director to be oriented
along the Se-Se direction in one case, i.e., a Δ4𝑥 state [28], and rotated by 90◦ in another,
i.e., a Δ4𝑦 [67], recent experiments [68] show the director to be different from sample to
sample for similar doping levels and that it does not change into a equivalent direction
upon thermal cycling. The pinning of the nematic director is likely due to the sample
dependent local environment that is created as a result of dopant intercalation following
by quenching during growth [68]. The resulting strain provides the necessary in-plane
crystalline anisotropy that is needed to pin the direction of 𝜼 as predicted theoretically [69,
63, 70]. Although a high-resolution x-ray diffraction (XRD) experiment did report a tiny
(∼0.02%) in-plane lattice distortion [71], this has now been contradicted [72] and requires
further clarification.

Interestingly, a non-trivial SC state other than the Δ4 maybe realized in this system, as
suggested by theoretical calculations [34, 60]. It is a chiral superconducting state which

3The reflection symmetry associated with the mirror plane necessitates that any quantity that is odd under
this symmetry, must go to zero at the position of the mirror plane. This holds for the warping term as
well as for the odd-parity pairing state. In other words, the mirror plane protects the gap nodes of the
odd-parity pairing state.
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1 Cu doped Bi2Se3: a quasi-2D TSC

is fully gapped and does not break the rotational symmetry of the underlying lattice. This
state may have been observed in recent experiments [68] where the samples measured were
of doping levels higher than the optimum value of 0.3.

1.1.3 STM experiments

Tao et al. [32] provided the first direct visualization of the nematic director on the surface
of Cu𝑥Bi2Se3. They observed elongated vortices for an out-of-plane magnetic field. These
vortices were elongated in a direction that coincided with one of the three equivalent
mirror planes of the Bi2Se3 lattice and were twofold symmetric. Since a vortex elongates
along the direct of the gap node or minima and its anisotropy reflects the anisotropy in the
superconducting gap structure, a Δ4𝑥 SC state was deduced. Although the gap nodes in this
case lie along a mirror plane and are expected to be robust, the SC gap spectra in the region
revealed otherwise. The latter was only consistent with a twofold anisotropic gap function
with lifted nodes. The twofold symmetry of the gap function was also demonstrated by
the angular dependence of the SC gap as a function of magnetic field rotated in-plane with
respect to the crystal lattice. Interestingly, they also observed a ZBCP inside the vortex
cores while an earlier measurement by Levy et al. [29] did not show any.

Our STM experiments on Cu𝑥Bi2Se3 were done on the heels of the arXiv publication by
Tao et al. [32]. We have reproduced their observations partly, in particular the STS spectra
which suggest an anisotropic gap function and the twofold symmetry of the SC gap as a
function of the orientation of an in-plane magnetic field. Going beyond their work, we
find an edge mode at the side surface of the (001) plane. Such an edge mode as a possible
signature of 2D MF suggests quasi-2D topological superconductivity [34]. Moreover, by
measuring samples of different doping level and growth technique we have identified the
common defect that occurs as a result of Cu doping.

1.2 Sample growth and bulk characterization

Cu𝑥Bi2Se3 (𝑥= 0.25 - 0.35) crystals were grown primarily by the method of electrochemical
intercalation following the recipe of Kriener et al. [47]. Crystals with higher doping levels
(𝑥= 0.6) were also synthesized. Additionally, a small number of samples were grown using
the melt-growth technique of Hor et al. [46].

It is important to note that the samples do not superconduct directly after the Cu in-
tercalation process in the electrochemical technique or if the starting materials (Bi, Se,
Cu) are made to react at temperatures above their melting point and then cooled down
to room temperature in the melt-growth process. To establish superconductivity, the Cu-
intercalated or melt-grown sample must be quenched from a high temperature of ∼560◦
by quick immersion into cold water. This requirement suggests that Cu takes a metastable
position in the Bi2Se3 unit cell. The possible Cu (dopant) sites for this material discussed
in Chapter 2.
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Figure 1.5: SC shielding fraction of different Cu0.3Bi2Se3 crystals as determined by
SQUID magnetometry. (a) Temperature dependence of superconducting shielding fraction
for zero-field-cooled (ZFC) and field-cooled (FC) magnetization data in a magnetic field of
0.2 mT, applied parallel to the sample plane, for three as-grown samples, S-I, S-II and S-III. (b)
ZFC curves showing SF of three samples measured directly after growth and after annealing
at RT under argon atmosphere. A significant increase in the SF of the samples is observed
upon annealing.
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Bulk characterization of the samples were done by measuring the dc magnetization
𝑀 (magnetic moment per unit volume, units: emu/cm3) using a commercial SQUID
magnetometer. The sample was zero-field-cooled (ZFC) down to 1.8 K, thereafter a
magnetic field (𝐻) of 0.2 mT was applied parallel to the sample plane and the magnetization
was measured upon increasing the temperature. We calculate the superconducting shielding
fraction (SF) (the fraction of the sample volume from which the magnetic field is expelled
due to superconductivity) using the expression SF (%)= (-4𝜋𝑀/𝐻)*100. Note that due
to a diamagnetic signal expected from a superconductor, the magnetization in this case
is negative. Figure 1.5(a) shows the SFs for three samples out of more than 50 that
were grown. The superconducting transition temperature 𝑇c, defined as the onset of the
diamagnetic or Meissner signal, was found to be between 3.3 and 3.5 K for the different
samples. This Meissner 𝑇c corresponds to the midpoint of the transition observed in a
resistivity measurement.

The SF of the samples were found to improve significantly after they were kept in
an argon atmosphere at room temperature over an extended period of time [Fig. 1.5(b)],
although such an increase was accompanied by a lowering of the 𝑇c by ∼0.2 K. A possible
explanation for this effect is that with time under an inert atmosphere more Cu atoms
acquire the site that induces superconductivity.

A small kink around 2.2 K [see Fig. 1.5(b)] can be found in the magnetization data
sometimes which likely originates from the transition of normal fluid helium to superfluid
helium in the cryostat space close to the SQUID coils and is not intrinsic to the measured
sample. This temperature is known as the lambda point of helium since around this point
the specific heat capacity as a function of temperature resembles the Greek letter (lambda).

1.3 Results from STM characterization

We characterized the Cu𝑥Bi2Se3 samples using STM and STS. The samples were mechan-
ically cleaved under UHV conditions to expose clean surfaces. However, large portions
of the surface were found to be not atomically flat and unsuitable for characterization by
surface-sensitive probes. Among the areas that were found to be suitable for scanning,
most of them were nonsuperconducting (NSC). In other words, the probability to find
superconducting regions on the sample is surprisingly low4. We have arrived at this con-
clusion based on experiments done on several samples (also cleaved multiple times) and
are supported by Tao et al. [32].

In the next two subsections we report on the superconductivity that was found for a
particular area on the sample.
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1.3 Results from STM characterization

Figure 1.6: Zero-bias conductance peak on a step edge separating SC and NSC region;
SC gap as a function of in-plane field orientation. (a) 3D rendered topograph of a crater
with a maximum height difference of 48 nm between top and bottom terraces. Both terraces
further show smaller crystallographic steps and is atomically resolved (right panel). Scale bar
corresponds to 100 nm (left) and 2 nm (right). (b) Normalized d𝐼/d𝑈 spectra taken on the
bottom (blue trace), sidewall (red trace) and top (green trace) of the crater showing a SC gap, a
zero-bias conductance peak and no features in the DOS, respectively. Positions of the spectra
are marked in (a). A sketch (cross-sectional view) of the region is given below. The interpreted
SC character of the different layers is indicated. (c) Normalized d𝐼/d𝑈 spectra measured in the
region marked with a dashed white square in (a), with an in-plane magnetic field (𝐵//) of 0.5 T
for different orientations. Inset shows the definition of the field orientation with respect to the
top Se lattice, represented by blue spheres. The definition of Δexp is indicated and is obtained
from the fit. (d) Angular dependence of Δexp/Δmax under 𝐵//=0.5 T (blue open circles). The
solid line is a guide to the eye to highlight a twofold symmetry. Corresponding variation in
Γ/Γmax (yellow open circles), also obtained from the fit, shows a twofold symmetry phase
shifted by 90◦ in comparison to Δexp/Δmax. Scan/stabilization parameters: (a) 𝑈 = 900 mV,
𝐼 = 20 pA (left); 𝑈 = 3 mV, 𝐼 = 200 pA (right); (b) 𝑈 = 3 mV, 𝐼 = 100 pA (blue, red);
𝑈 = 3 mV, 𝐼 = 200 pA (green); (c)𝑈 = 3 mV, 𝐼 = 200 pA.𝑈mod = 100 𝜇Vp for (b) and (c).
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1.3.1 Zero-bias conductance peak on a side surface

We examine a topographically unusual region, as shown in Fig. 1.6(a), where a∼48 nm high
step separates two flat terraces. Atomic resolution images taken on both terraces show a
sixfold symmetric lattice indicating Se termination for both. Additionally, several triangular
defects can be seen for the image taken on the lower terrace. We have characterized the
area using spectroscopy. Normalized d𝐼/d𝑈 point spectra measured for three locations
[blue, red and green spot in Fig. 1.6(a)] are shown in Fig. 1.6(b). Based on these and other
measured spectra we find a full SC gap (blue trace) on the lower terrace while no gap or
a flat DOS (green trace) is measured on the upper terrace. We interpret the data as: the
SC layers are encapsulated by NSC layers. The NSC layers are locally ripped off, thereby
forming a crater that leads down to the SC region, which was created by chance during the
cleaving process. A sketch can be found in Fig. 1.6(b) (lower panel). Since the NSC layers
are in direct contact with the SC layers, superconductivity must extend into the NSC layers
for a limited thickness forming what is indicated as the proximitized SC layers. Upon taking
spectroscopy on the edge/sidewall of the proximitized region (highlighted with red color
in the sketch) we find a ∼50% increase in conductance around zero-bias in comparison
to the normal-state conductance (red trace). This ZBCP, which is observed for different
points along the sidewall, may have a non-trivial origin such as the 2D dispersive Majorana
mode running along the side surfaces5 of a quasi-2D TSC [34]. Ideally one would expect a
corresponding 1D mode to exist along the atomic step edges6 that can be seen at the bottom
of the crater in the SC region. However, we do not observe any in-gap states in those step
edges, most likely since the small step height and its orientation makes it impossible to
probe the side of the step adequately. Additionally, the peak feature inside the gap cannot be
directly associated with a 2D linearly dispersing state for which a linearly increasing DOS
is expected as a function of energy. In this case one must consider differences between a
measured d𝐼/d𝑈 spectrum which is taken to be proportional to the sample DOS and the
simplistic picture of sample DOS at 𝑇=0.

We must also point out that the observed ZBCP can have a trivial source in the form of
an Andreev reflection peak. A way to distinguish between the sources would be to measure
conductance spectra as a function tunneling barrier strength, which in an STM experiment
is easily done by using different STM setpoint current. The conductance lineshape is
expected to change as a function of tunneling barrier strength only in case of Andreev
reflection [73]. Unfortunately this simple experiment could not be done since stabilizing
for higher setpoint currents on the sidewall area turned out to be not possible.

Next, we performed further characterization of the superconducting area marked by the
dashed white square in Fig. 1.6(a). We applied an in-plane magnetic field (𝐵//) of 0.5 T
and measured the superconducting gap as a function of the orientation of 𝐵// with respect

4There are two possibilities: (i) superconductivity on the surface of these samples is not homogeneous or
(ii) some intrinsic mechanism does not allow superconductivity to be observed on the surface using STM.

5This is the side surface of the (001) plane. This is a 2D boundary.
6This forms a 1D boundary.
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to a Se-Se direction [angle is denoted as 𝜙, see inset of Fig. 1.6(c)]. A noticeable difference
between spectra taken for 𝜙= 30◦ and 120◦ can be found in Fig. 1.6(c) by comparing
the experimental gap size (indicted as 2Δexp). For all spectra taken between 𝜙= 0◦ and
360◦ we have extracted Δexp using the Dynes fit routine (fit expression and meaning of
the fit parameters is explained in Appendix A.4.2). Although the quality of the fit was
found to be dependent on the values of 𝑇eff and Γ, the gap value was weakly sensitive
for a range 𝑇eff and Γ (discussion on 𝑇eff in Appendix A.3). The angular dependence of
normalized Δexp is summarized in Fig. 1.6(d) and shows a clear twofold symmetry with
maxima around 𝜙= 30◦ and 210◦ (in-between Se-Se direction) and minima for 𝜙= 120◦
and 300◦ (along Se-Se direction)7. This variation in SC gap or smearing of the gap edge
and filling up of the gap bottom under a 𝐵// field is consistent with the Volovik effect
which is pronounced in the case of nodal superconductors [74]. The effect arises due to
the Doppler shift in the quasiparticle energy from the presence of a supercurrent which
flows to shield the bulk of the superconductor from the applied field. The Doppler shift in
the quasiparticle energy can lead to the generation of maximum number of broken Cooper
pairs or quasiparticles, leading to a smaller gap, when the field is perpendicular to the
direction of the nodes. We have visualized the presence of quasiparticles by tracing the
variation of the fit parameter Γ while keeping 𝑇eff and the gap size Δ fixed [Fig. 1.6(d),
orange circles]. A twofold symmetry is visible, only phase shifted by 90◦ with respect to
Δexp. A maximum amount of quasiparticles are generated for 𝐵//= 120◦ and 300◦ which
should be the direction perpendicular to the gap nodes/minima. A more detailed discussion
on this topic can be found in the additional data section B.1 on Cu𝑥 (PbSe)5(Bi2Se3)6 where
similar observations were made.

We point out that we did not observe any vortex lattice in this region likely due to the
area being unsuitable for geometric reasons such as the area being too small for a vortex
lattice. In summary, we have deduced a twofold symmetry in the SC gap structure with
gap node/minima along a direction in-between the Se-Se directions. Our observations
are consistent with those of Tao et al. [32] who also observed the gap minima/nodes to
coincide with one of the three equivalent mirror planes of the Bi2Se3 lattice. To ascertain the
presence of a node or a minima in the gap structure we further examine the superconducting
gap spectrum in the following section.

1.3.2 Fitting of superconducting gap spectra

We evaluated the SC gap spectrum from two different spots [Fig. 1.7(a,b)], taken in the
SC area of Fig. 1.6. Fits to three different gap functions: isotropic, twofold-nodal and
twofold-anisotropic are shown (discussion on the Dynes fitting routine can be found in
Appendix A.4.2). They are obtained by fixing the temperature to 𝑇eff=0.7 K and varying Γ

and Δk for fit optimization. Here Δk= Δ0, Δ1|cos𝜃k| and Δ0 + Δ1|cos𝜃k| for isotropic, nodal
and anisotropic gap functions, respectively. Δ0 corresponds to the purely isotropic part of

7A jump in the datapoints can be observed for 𝜙= 335◦ to 355◦. This could be due to a instability in the
magnet or a change in the tip apex conditions.
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Figure 1.7: Fitting of superconducting gap spectra and peaks outside the superconduct-
ing gap. (a,b) High-resolution gap spectra obtained in the SC region described in Fig. 1.6
for different locations, spot-1 (a) and spot-2 (b). Fits to the spectra assuming three different
gap functions [isotropic (cyan), nodal (blue), and node-lifted anisotropic (red)] are overlayed
on the data. (c) Zoom-in around coherence peaks of gap spectra over a larger bias range for
𝐵=0 T (black trace) and 𝐵//=0.5 T (violet traces). The violet traces are averaged over 13
spectra each. Two peaks (indicated with 1 and 2) are identified on positive and negative bias
outside the coherence peaks ('0') in each case. Inset shows the energy of the peak positions
versus the peak index 𝑛. Orange triangles (black open circles) correspond to peaks at positive
(negative) bias. Stabilization parameters: 𝑈 = 3 mV, 𝐼 = 100 pA (a), 𝐼 = 200 pA (b,c). (d)
Schematics (top view) of the region from Fig. 1.6 where a SC region of ∼600 nm in diameter
(dimension of the crater) is surrounded by NSC region.
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the gap function and the cos𝜃k accounts for the anisotropy in Δ1. Upon comparing the
quality of the three fit curves in Fig. 1.7(a,b) (see inset) we conclude that the anisotropic
gap best describes the data. While the nodal fit fails entirely due to the presence of a hard
gap around zero-bias (𝐸F), the isotropic gap fits the data well near the coherence peaks but
fails near the bottom of the gap. In comparison, the anisotropic gap results in a good fit
both near the coherence peaks and the gap bottom. The parameter values obtained from the
anisotropic gap fit to the SC gap of spot-1 are Δ0=0.27 meV, Δ1=0.17 meV, Γ=1 𝜇eV; for
spot-2Δ0=0.21 meV,Δ1=0.23 meV, Γ=4 𝜇eV. This gives an anisotropy ratio of (Δ0+Δ1)/Δ0=
1.63 and 2.1 for spot-1 and spot-2, respectively. Similar values of 1.8 and 1.2 were reported
by Tao et al. [32] on the surface of Cu𝑥Bi2Se3. Note that in both spot-1 and spot-2 we have
measured a total gap, i.e., Δ0+Δ1 of 0.44 meV.

The above analysis precludes the presence of nodes in the gap function of Cu𝑥Bi2Se3.
Instead it consists of gap minima along with a twofold symmetry in the surface plane.
Additionally, adjacent to the coherence peaks of the SC gap we observe oscillatory features
in the d𝐼/d𝑈 spectra, both for positive and negative bias voltage [Fig. 1.7(c)]. Depending
on the spatial position where the spectrum is taken these features appear more or less
pronounced-ruling out the possibility that they are part of the background density of states,
i.e., a tip artifact. Moreover, application of a magnetic field does not particularly change
the bias positions or lead to further broadening of the features [compare black and violet
trace in Fig. 1.7(c)].

To understand the possible origin of the above features it is helpful to have an idea of the
geometric configuration of the area under consideration. The topograph of Fig. 1.6(a) is
approximated schematically in Fig. 1.7(d): a SC region of diameter ∼600 nm is surrounded
by a NSC region. Such a configuration may result in quasiparticles (unpaired electrons)
inside the SC which have a energy higher than the gap energy to undergo Andreev reflections
at opposing boundaries. Constructive interference between the incident and Andreev
reflected particle leads to oscillations in the local density of states which can be observed in
the tunneling spectra in the form of multiple peaks and are known as Tomasch oscillations
[75, 76]. A intuitive picture of the Tomasch effect can be found in Refs. [77, 78]. The
energy of the 𝑛th conductance peak for the effect is given by the expression [79]:

𝐸𝑛 ≃
(
Δ2 +

[
𝑛ℎ𝑣′F
2𝑑

]2
)1/2

(1.3)

where Δ is the SC gap, 𝑣′F is the renormalized Fermi velocity, 𝑛 is the peak number, and
d is the thickness of the superconductor. For the three spectra given in Fig. 1.7(c) we
have indexed the peaks, with 𝑛=0 being the coherence peaks of the gap. Upon plotting the
energy of the peaks versus the peak index [inset of Fig. 1.7(c)] we find that the positive and
negative bias/energy peaks for a given index are not perfectly symmetric and do not occur
at the exact same energy position across different spectra (the orange triangles and open
circles do not overlap). However, considering the average of the data points for each peak
index, 𝐸𝑛 vs. 𝑛 and 𝐸2

𝑛 vs. 𝑛2 can be fit to a straight line. From the fit we have extracted
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1 Cu doped Bi2Se3: a quasi-2D TSC

Δ and 𝑑, based on Eq. 1.3. Assuming a Fermi velocity of 5.8×105 m/s8 [80] we obtain
Δ= 0.74±0.2 meV and 𝑑=1 𝜇m±50 nm. These values are comparable to the extracted gap
size of 0.44 meV and exposed SC region of diameter 600 nm. Moreover the larger value
𝑑 obtained from this analysis lends support to the picture we presented earlier that the SC
region extends beyond the exposed region of the crater going underneath the NSC layers.

Sometimes peak features in the form of a 'dip-hump' are observed in the conductance
spectra outside the SC gap. They are attributed to phonon structure where energy of the
phonon mode (Ω) is given as, Ω = 𝐸dip − Δ. Such features were reported for cuprates,
iron-based and heavy fermion superconductors [81, 82] and more recently in magic-angle
twisted trilayer graphene [83]. In the present case we rule out this possibility since such
phonon modes were not reported in the measurements of Tao et al. [32]. Moreover, a clear
'dip' preceding the peak, which is unique to inelastic tunneling processes that are involved
in phonon mode excitations, is not resolved in our spectra.

1.3.3 Structural defects: Non-QL step height and atomic defects

In this section we provide an overview of the topographic variations on the surface of
Cu𝑥Bi2Se3, summarized in Fig. 1.8. We will not provide any correlation between particular
topographic features and the observation of superconductivity since the data quality is
insufficient for any systematic analysis.

The doped samples are expected to cleave along the vdW gap to expose an atomically flat
Se layer of Bi2Se3. However, large flat terraces corresponding to such a layer were found
only for limited scan regions on the sample. As an example two such areas are shown
in Fig. 1.8(a,b). While region-I (R-I) shows moderate coverage, the steps in region-II
(R-II) are heavily covered with atom clusters with signs of irregular growth along the steps.
Further, steps with little or moderate coverage usually show the Bi2Se3 quintuple layer step
height of ∼1 nm while higher coverage leads to different values, as observed in the case
R-I and R-II, respectively [Fig. 1.8(c)].

The observed atom clusters on the surface reside in the vdW gap of the crystal and are left
behind on the surface after cleaving. Assuming that the clusters are made of Cu, we note
that the coverage of these atoms clusters is highly inhomogeneous. For example, for an area
of 230 nm by 230 nm [Fig. 1.8(a)] and 30 nm by 30 nm [Fig. 1.8(d)], we expect ∼100000
and ∼1800 Cu atoms, respectively9. While the former case matches our expectation, the
latter is far from it.

Apart from the vdW gap, Cu atoms may occupy various positions in the Bi2Se3 quintuple
layer giving rise to structural defects. This defect will have a unique appearance in the
STM image as it perturbs the LDOS on the surface. Proper identification of the defect

8Renormalized Fermi velocity would be lower, hence it is an upper bound.
9In the unit cell area of 0.148 nm2, on the surface we expect 0.3 Cu atoms (doping value). Based on this we

calculate the amount of Cu atoms expected for the area of the two images. For the actual amount of Cu
atoms in Fig. 1.8(a), we find a lower bound (143000 atoms) from the area covered by the atoms clusters
and assuming that the Cu atoms here are arranged similar to the Se lattice.
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1.3 Results from STM characterization

Figure 1.8: Non-QL step height and atomic defects. (a,b,c) Typical topographic images on
the surface of Cu𝑥Bi2Se3 (a,b) with corresponding terrace heights (c) obtained along the green
line in (a) and blue line in (b). (d,e,f) Two kinds of defects are marked by red solid and dashed
circles. These defects can be seen in samples grown using the electrochemical intercalation
method for 𝑥=0.3 (d) and 𝑥=0.6 (e) as well as the sample obtained using melt-growth (f). (g)
Zoom image of defect marked with solid red circle is compared with simulated image from
Ref. [84], both for positive bias. Scale bars: (a) 50 nm; (b) 10 nm; (d) 6 nm; (e) 3 nm, 1 nm;
(f) 5 nm. Scan parameters:(a)𝑈 = 4 V, 𝐼 = 20 pA; (b)𝑈 = 900 mV, 𝐼 = 100 pA; (d)𝑈 = 1 V,
𝐼 = 20 pA; (e)𝑈 = 1 V, 𝐼 = 100 pA; (f)𝑈 = 1 V, 𝐼 = 2 nA.
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is possible after comparison with ab initio simulated images [85]. Figure 1.8(d-f) show
images, that were obtained on samples which differ in doping level and growth technique,
with considerable amount of defects. The two common ones are encircled with red solid
and dashed lines. With the help of Ref. [84], the former is identified to be substitutional
Cu defect in the second Bi layer. However, the density of this defect (∼8.1×1019 cm−3) can
account for only 4% of the expected nominal Cu dopant concentration (2.1×1021 cm−3).
Experimentally we have ascertained that this defect is indeed associated with Cu doping
since we have observed this defect on Bi2Se3 after thermally evaporating Cu onto it under
UHV conditions and at room temperature (data not presented). At present we have no
reason to believe that this defect is associated with superconductivity since the Bi2Se3
crystal did not turn superconducting. Moreover, it is known that a Bi substitution defect
leads to 𝑝-type doping [86] and hence the presence of this defect conflicts with the notion
that electron doping induces superconductivity in the material.

The second most abundant defect (marked with a dashed circle) with a density of∼4×1019

cm−3 is a substitution of the Se atom on the top layer by Bi (Bi antisites). The presence of
this defect may be indirectly related to the Cu dopants, i.e., the Cu atoms replace Bi atoms
and the Bi atoms in turn replace Se atoms, thereby creating Bi antisites defects. Any other
defect found in the images, are not unique to Cu𝑥Bi2Se3 and typically found in undoped
Bi2Se3 as well [58].

1.3.4 Measuring LDOS over a large bias range

d𝐼/d𝑈 spectrum, which is proportional to the LDOS of the sample, when taken for a larger
bias range can be used to identify the underlying band structure close to the Γ point. A
typical d𝐼/d𝑈 spectrum on Bi2Se3 [as found in Refs. [42, 87] and our data in Fig. 1.9(a)]
shows a minimum in the LDOS which is identified as the Dirac point (DP) of the TSS. The
onset of the BCB and BVB are identified from the change in slope of the d𝐼/d𝑈 signal
on either side of the DP and such that the difference in energy corresponds to the bulk
bandgap of ∼0.3 V. The spectrum obtained in a NSC area of Cu𝑥Bi2Se3 closely resembles
the spectrum on undoped Bi2Se3 [Fig. 1.9(a)]. It is possible that the true position of the DP
is obscured by some tip-states or that the DP has moved in comparison to undoped Bi2Se3.
In literature, ab initio calculations predict the latter in case of stacking faults in the crystal
[88].

Moving to the spectrum acquired on a superconducting region of Cu𝑥Bi2Se3 [Fig. 1.9(b)]
we find that it is rather atypical, i.e., we cannot assign the different parts of the Bi2Se3
band structure in a manner that we have discussed in the last paragraph. Or in other words
this method of assignment of the onset of the BCB and BVB gives us uncharacteristically
large bandgap values. Interestingly, our spectrum bears similarity to the one obtained by
Tao et al. [32] on Cu𝑥Bi2Se3, in a SC area [Fig. 1.9(b), gray trace]. In both spectra clear
signatures of the TSS is missing. In this regard, ab initio calculations show that expansion
of the vdW gap due to dopant intercalation can cause the TSS to move to lower QLs [89]
and in that case it will not show up in our d𝐼/d𝑈 spectrum.
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Figure 1.9: Large-scale spectroscopy on Bi2Se3 and Cu𝒙Bi2Se3. (a) Normalized d𝐼/d𝑈
spectra on the surface of undoped Bi2Se3 (red trace) and NSC region of Cu𝑥Bi2Se3 (blue
trace). Inset shows a cartoon of the Bi2Se3 band structure. Vertical dashed line indicates
that the minimum in the LDOS is identified as the DP. (b) d𝐼/d𝑈 spectra on the SC region
of Cu𝑥Bi2Se3, our data (blue trace) and data from Ref. [32] (gray trace). Inset shows a
topographic image of the SC region with previously identified defects, scale bar is 10 nm.
Stabilization parameters: (a) 𝑈 = −900 mV, 𝐼 = 1 nA (red trace); 𝑈 = 900 mV, 𝐼 = 200 pA
(blue trace); (b) 𝑈 = 950 mV, 𝐼 = 200 pA (blue trace). Scan parameters: (b) 𝑈 = 900 mV,
𝐼 = 200 pA (blue trace);𝑈 = 1 V, 𝐼 = 100 pA (gray trace).
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1.4 Conclusion

We now summarize the main points of our experiment. For carrier concentrations of ∼1020

cm−3, the Fermi surface of Cu𝑥Bi2Se3 is shown to be open cylindrical in shape. Such a
Fermi surface can support a quasi-2D TSC with dispersive Majorana modes only at step
edges and at the side surface of the (001) plane. By examining such a side surface of
a proximitixed SC region we have found in-gap states as possible evidence of Majorana
modes. Moreover, we did not find any in-gap states on the top surface.

Regarding the SC state itself, our spectroscopy data show an anisotropic gap structure
on the surface of Cu𝑥Bi2Se3: it is twofold symmetric with gap minima lying on one of the
three equivalent mirror planes of the Bi2Se3 unit cell. According to the theory of Fu [34]
this observation is compatible with the Δ4𝑥 SC state but with lifted nodes. Such mirror
symmetry protected nodes can be lifted on the surface due to the breaking of inversion
symmetry which allows for different gap functions in the same symmetry channel to mix;
an understanding which is presented in detail in the theoretical section of Chapter 3.

Note that for the above nematic state to be realized, based on the phase diagram of the
superconducting order parameter, the chemical potential should be atleast 2.3 times half
the bulk bandgap (150 meV), meaning that the chemical potential is ∼350 meV away from
the center of the bulk bandgap or atleast 195 meV inside the conduction band. We are
unable to confidently identify the onset of the BCB from our spectroscopy data taken in a
SC region and hence cannot comment on where the chemical potential lies with respect to
the BCB.

In terms of topographic characterization of these samples, we have found structural de-
fects in the form of non-quintuple-layer step heights and step bunching, which are indicative
of strains in the sample. A point defect induced by Cu doping was identified. However, its
density can only account for 4% of the expected nominal Cu dopant concentration.

28



2 Dopant position and absence of surface
superconductivity in Sr doped Bi2Se3

This chapter discusses results from two publications:
(1) Y. R. Lin*, M. Bagchi*, S. Soubatch, T.-L. Lee, J. Brede, F. C. Bocquet, C. Kumpf, Y.
Ando, and F. S. Tautz, "Vertical position of Sr dopants in the Sr𝑥Bi2Se3 superconductor",
Phys. Rev. B 104, 054506 (2021) (*equal contribution).

(2) M. Bagchi, J. Brede, and Y. Ando, "Observability of superconductivity in Sr-doped
Bi2Se3 at the surface using scanning tunneling microscope", Phys. Rev. Mater. 6, 034201
(2022).
The second publication is included as a part of this thesis. My contribution to this publica-
tion includes sample growth, bulk characterization, STM characterization, data analysis,
preparation of all figures and a first draft of the description of the experimental section of
the paper.

2.1 Overview

Sr𝑥Bi2Se3 is a another member of the family of doped Bi2Se3 superconductors showing a
pronounced twofold symmetry in bulk measurements of upper critical field [90], calorime-
try [91] and specific heat [92] under a rotating magnetic field in the ab-plane which is then
related to the symmetry of the superconducting gap. By examining the in-plane symmetry
of the gap with respect to the crystal lattice a Δ4𝑦 gap structure was found in each case.
Interestingly, Sun et al. [92] also observed this twofold symmetry in the specific heat signal
measured in the normal state, which they have explained by considering the Zeeman shift
of bulk states with opposite spins for different orientations of the in-plane magnetic field.
A finite contribution of the Zeeman shift in the form of increased amount of quasiparticles
for certain field direction is possible only if there is an anisotropy in the normal state bulk
density of states itself. Note that this observation of an anisotropy in the density of states
prior to the superconducting transition was found only in case of Sr𝑥Bi2Se3 and in particular
in the specific heat measurement. Other exciting experiments on Sr𝑥Bi2Se3 include those
performed by Kostylev et al. [93] where the orientation of the SC state with respect to the
lattice could be controlled through the application of an external uniaxial stress .

Such challenging experiments on Sr𝑥Bi2Se3, as opposed to Cu𝑥Bi2Se3, were possible due
to the samples being insensitive to air and showing a significantly better superconducting
SF of more than 90%. Moreover, Sr𝑥Bi2Se3, which can only be grown via the melt-
growth technique [46], tends to be 'harder' than the Cu𝑥Bi2Se3 samples obtained using
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Figure 2.1: Transfer of SC Sr𝒙Bi2Se3 flakes onto the STM tip. (a) A SC gap of 0.5 meV is
observed on the sample surface at a system temperature of 0.35 K and no magnetic field. Its
reaction to increasing temperature (top right) and magnetic field (bottom left) confirms that
the gap is SC in nature. (b) SEM image of the W-tip that was used to measure the data in (a),
showing a flake that is several microns in size. Scale bar corresponds to 5 𝜇m. (c) The flake
from (b) is imaged at a different angle; the flake is shaded in red and the tip part in blue. EDX
analysis shows the chemical species of Bi and Se on the flake region and W in the tip region
(white color corresponds to high intensity).
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electrochemical intercalation and therefore easier to handle. These positive attributes
motivated us to select this member, among other doped Bi2Se3 materials, to elucidate the
position of the dopant in the unit cell using STM and the technique of normal incidence x-
ray standing wave (NIXSW) [publication (1)]. The STM measurements could not identify
any unique defect that could be assigned to the Sr dopant. Furthermore if we summed over
the defect densities for all observed defects we are more than an order of magnitude lower
than the defect density expected to be observed in a STM image for a nominal doping level
of 𝑥=0.06 (1 Sr atom in ∼6 unit cell). On the other hand the NIXSW data provided strong
constraints on the position of the dopant. It excluded the possibility that the dopants reside
in the vdWs gap and suggested that they are instead located inside the quintuple layer,
close to the mirror symmetric Se layers on the top and bottom. Our interpretation is in
agreement with those of Li et al. [94] (TEM studies on Sr𝑥Bi2Se3) and Froehlich et al. [95]
(neutron-scattering experiments on Cu𝑥Bi2Se3).

We performed further spectroscopic experiments on the surface of Sr𝑥Bi2Se3 with our re-
sults presented in publication (2). While STS characterization on the surface of Sr𝑥Bi2Se3
had been performed by Du et al. [97] and Kumar et al. [98], closer inspection of their
data showed inconsistencies between the bulk and surface values of 𝑇c and 𝐻c2. Similar
inconsistencies were noted by Wilfert et al. [99] for Tl-doped Bi2Te3 and Nb-doped Bi2Se3
who pointed out that nominally normal conducting tips can become unintentionally super-
conducting during the course of the experiment. In this regard we are able to provide hard
evidence by performing scanning electron microscopy (SEM) and energy-dispersive x-ray
analysis (EDX). For example, in Fig. 2.11 we have measured a superconducting gap of
0.5 meV, much larger than the expected size from the bulk 𝑇c of 2.6 K. Its reaction to tem-
perature and magnetic field is different from the expectation for a bulk crystal; a sizable gap
is measured at𝑇 of 2.25 K or for a magnetic field of 5 T at base temperature. Upon imaging
the W tip apex used for the measurement we find a several micron large flake [Fig. 2.1(b)].
By performing an EDX analysis [Fig. 2.1(c)] we have ascertained that this flake was picked
up from the sample and is not part of the tip material, proving that contamination of the
STM tip with sample flakes can cause spurious observation of superconductivity.

With the above knowledge we performed careful spectroscopy measurements on the
surface of Sr𝑥Bi2Se3 using clean metallic tips (atleast 10 fresh W-tips were used on 5
different Sr𝑥Bi2Se3 samples for multiple cleaves) and came to the conclusion that a SC gap
is never observed on the surface even though bulk measurements show a SC SF greater than
75%. To explain this peculiar observation we proposed that intrinsic electric field near the
surface of doped Bi2Se3 leads to the suppression of the superconducting gap. The electric
field arises due to the negative carriers present in the surface state of an n-type Bi2Se3 crystal
being screened out only after a length scale of ∼1 nm from the surface (can be estimated
based on the Thomas-Fermi screening model). The strength of the electric field can be
estimated from the experimentally observed upward band bending of ∼100 meV, a measure

1This particular dataset was obtained on the CPSBS sample [Ch. 3] but our observations can be reproduced
on any superconducting doped Bi2Se3 sample.
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Figure 2.2: Upward band bending at the surface and electric field induced breaking of
Cooper pairs. (a) Schematics showing the upward band bending of the conduction band (CB)
in going from the bulk to the surface due to the presence of a local electric field over a length
scale of∼1 nm. (b) Transition scheme for the Sauter-Schwinger effect in BCS superconductors
in presence of an intense electric field, as depicted in Ref. [96]. Γ𝑔𝑒 and Γ𝑒𝑔 are the transition
rates between the ground and excited states. This is a double excitation which 'preserves the
coherent interaction of the pair'. Cooper pairs are destroyed through single excitations whose
transition rates are denoted as Γ𝑠𝑒, Γ𝑒𝑠, Γ𝑠𝑔, and Γ𝑔𝑠.
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of the surface potential which exists over a distance of ∼1 nm, giving a value of 108 V/m
[Fig. 2.2(a)]. Electric fields of this order can lead to a double excitation of the ground state
Cooper pair (the Sauter-Schwinger Effect) or single excitations which break the Cooper
pairs [96]. All possible transitions are depicted in Fig. 2.2(b). Effectively such excitations
or quasiparticles fill up the gap and no SC gap is observed in an averaging technique such as
STS, even though the ground state and the doubly excited state still possess superconducting
properties, i.e., a finite pair potential. However, we have confirmed that a superconducting
gap is reproducibly observed when micron size Sr𝑥Bi2Se3 flakes are picked up by the tip.
The superconducting gap on these flakes persist when redeposited onto the sample surface.
To explain this phenomenon we proposed that mechanical strain experienced by the flake
during transfer could destroy the topological surface state which in turn should lead to the
disappearance of the local electric field and allow for superconductivity to extend to the
surface. The discrepancies in the SC properties observed in earlier STM studies [97, 98]
can now be easily reconciled by assuming that a flake was present on the tip. Importantly,
the measured superconducting properties of the flake on the STM tip is dictated by the
specific geometry of SC material (see Ref. [100]) and needs to be taken into account when
interpreting the measured values. However, such a constraint should not apply when the
flake is measured by redepositing on the sample. The superconducting properties of the
flake should then reflect those of the bulk of the sample.

It may be possible to restore superconductivity on the surface of Sr𝑥Bi2Se3. For this
purpose one must get rid of the electric field. Metals screen out the electric field the fastest,
meaning that we must increase the bulk carrier density or heavily n-dope the sample. To
this end we grew PdTe2 and deposited Cu atoms on the surface. Unfortunately, only a
weak n-doping was observed in the latter case. Significant n-doping may be achieved by
depositing alkali metal atoms on the surface of Sr𝑥Bi2Se3.
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The superconducting materials family of doped Bi2Se3 remains intensively studied in the field of condensed
matter physics due to strong experimental evidence for topologically nontrivial superconductivity in the bulk.
However, at the surface of these materials, even the observation of superconductivity itself is still controversial.
We use scanning tunneling microscopy (STM) down to 0.4 K to show that on the surface of bulk superconducting
SrxBi2Se3, no gap in the density of states is observed around the Fermi energy as long as clean metallic probe
tips are used. Nevertheless, using scanning electron microscopy and energy-dispersive x-ray analysis, we find
that micrometer-sized flakes of SrxBi2Se3 are easily transferred from the sample onto the STM probe tip and that
such flakes consistently show a superconducting gap in the density of states. We argue that the superconductivity
in SrxBi2Se3 crystals does not extend to the surface when the topological surface state (TSS) is intact, but in
microflakes, the TSS has been destroyed due to strain and allows the superconductivity to extend to the surface.
To understand this phenomenon, we propose that the local electric field, always found in electron-doped Bi2Se3

in the presence of the TSS due to an intrinsic upward band bending, works against superconductivity at the
surface.

DOI: 10.1103/PhysRevMaterials.6.034201

I. INTRODUCTION

Shortly after the discovery of superconductivity in Cu-
doped Bi2Se3 crystals [1], Fu and Berg [2] proposed that
any electron-doped Bi2Se3 is a viable candidate for hosting
topological superconductivity with spin-triplet-like pairing.
The spin-triplet-like nature of the pairing was successively
confirmed by temperature-dependent nuclear magnetic res-
onance Knight shift (Ks) experiments [3], which found no
change inKs below Tc for magnetic fields applied parallel
to the c axis. Moreover, the same experiments found that
the threefold-symmetric Bi2Se3 lattice showed a two-fold
anisotropy ofKs when the magnetic field was rotated in the
ab plane. This indicates a spontaneous rotational symmetry
breaking of the superconducting state. The twofold symmetry
of the superconducting state was also observed in specific heat
[4], which indicates that this symmetry breaking is due to an
anisotropy in the superconducting gap amplitude and points
to nematic superconductivity [5]. A recent high-resolution
x-ray diffraction (XRD) experiment clarified [6] that a tiny
(∼0.02%) lattice distortion dictates the nematic axis. Theo-
retically, this nematic superconductivity is expected in doped
Bi2Se3 superconductors for the superconducting gap function
havingEu symmetry [2,7,8], which is topologically nontrivial.

Concurrently with the bulk characterization, surface sensi-
tive techniques, in particular scanning tunneling microscopy
(STM) and spectroscopy (STS), were used to study the super-
conducting properties at the surface of doped Bi2Se3 crystals.

* brede@ph2.uni-koeln.de
†ando@ph2.uni-koeln.de

Already in 2013, Levyet al. [9] reported the observation of
both normal-conducting and superconducting (SC) domains
at the surface of Cu-doped Bi2Se3. These SC domains showed
a fully gapped local density of states (LDOS) at the Fermi
level that could be well-described within the Bardeen-Cooper-
Schrieffer (BCS) theory. The observed gap width was� =
0.4 meV at the surface and bulk resistance versus temper-
ature measurements showed a superconducting transition at
around 3.65 K. Moreover, vortices with a diameter of about
30 nm were observed at the surface under an applied out-
of-plane magnetic field of more than 0.5 T, and the upper
critical field was determined to beμ0Hc2 ≈ 1.65 T. Interest-
ingly, no zero bias conductance peaks were observed in the
vortex core by Levyet al. [9], while a more recent STM
study of Cu-doped Bi2Se3 by Tao et al. [10] resolved an
Abrikosov lattice consisting of elliptically-shaped vortices on
the surface, which also hosted a zero bias conductance peak.
However, Taoet al. [10] also documented two different SC
domains with largely different gap sizes of 0.46 and 0.77 meV,
and 96% of the surface areas they studied did not show
any superconductivity.

Such differences in the superconducting properties ob-
served at the surface of Cu-doped Bi2Se3 may be related to the
comparatively poor superconducting volume fraction of only
about 40%–50% [11] and associated inhomogeneity of the
superconducting phase throughout the sample. In this regard,
SrxBi2Se3 is better suited to STM studies since the supercon-
ducting volume fraction reaches more than 90% [12] and thus
one expects to avoid the ambiguity between local probe and
bulk measurements that arises due to inhomogeneity.

However, at the surface of a SrxBi2Se3 crystal with a bulk
Tc of 2.4 K, Hanet al. [13] observed a superconducting gap
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which only dropped to 75% of the normal state conductance
at the Fermi energy despite a gap size of� ≈ 0.5 meV. The
authors attributed their observation to their relatively high
measurement temperature of 1 K. In 2017, Duet al. [14]
observed on the surface of a SrxBi2Se3 crystal with a bulk
Tc of 3 K, SC domains with the gap size of� ≈ 0.42–
1.15 meV. Moreover, for a domain with� ≈ 0.8 meV aTc

= 5 K andμ0Hc2 ≈ 5 T was reported. Note that in the bulk of
SrxBi2Se3, μ0Hc2 amounts only to about 1.5 T [15]. A recent
work by Kumaret al.[16] reported a superconducting gap of
� ≈ 0.19–0.31 meV on the surface of a SrxBi2Se3 crystal
with the bulkTc of 2.9 K.

With regards to such inconsistencies, Wilfertet al.[17]
recently showed that for Tl-doped Bi2Te3 and Nb-doped
Bi2Se3, the superconducting gaps on the surface were ex-
clusively observed due to the nominally normal conducting
probe tips becoming unintentionally superconducting during
the experiments. Similar experimental pitfalls were also re-
ported for Cu-doped Bi2Se3 by Levy et al. [9]. Interestingly,
Wilfert et al. [17] concluded that for Tl-doped Bi2Te3 and
Nb-doped Bi2Se3, superconductivity does not extend to the
surface where the topological surface state resides.

Here, to clarify this complicated situation, we use trans-
port measurements to characterize the bulkTc and the carrier
concentration of high-quality single crystals of SrxBi2Se3 and
subsequently perform high-resolution studies of STM and
STS on the surface of crystals which are cleaved under ul-
tra high vacuum conditions (UHV). Our base temperature is
0.4 K.

II. EXPERIMENTAL METHODS

Crystal growth. Single crystals of SrxBi2Se3 (nominal
x = 0.06) are grown from high-purity elemental Sr chunk
(99.99%), Bi shots (99.9999%), and Se shots (99.9999%) by
a conventional melt-growth method. The raw materials with
a total weight of 4.0 g are mixed and sealed in an evacuated
quartz tube. The tube is heated to 850◦C for 48 h. It is then
slowly cooled from 850◦C to 600◦C within 80 h and finally
quenched into water at room temperature.

Transport measurements. Resistivity and Hall measure-
ments on the samples are performed in a Quantum Design
Physical Properties Measurement System (PPMS) in the stan-
dard four-terminal configuration using a low-frequency ac
lock-in technique.

STM measurements. STM experiments are carried out un-
der UHV conditions with a commercial system (Unisoku
USM1300) operating at 0.4 K. Data are acquired at 0.4 K
unless mentioned otherwise. Topograph anddI/dU maps are
recorded in the constant-current mode. Point spectroscopy
data is obtained by first stabilizing for a given set-point con-
dition and then disabling the feedback loop.dI/dU curves
are then recorded by means of a lock-in amplifier by adding a
small modulation voltageUmod to the sample bias voltageU .
High resolutiondI/dU spectra of superconducting gaps were
normalized by fitting a second degree polynomial to the data
outside the SC gap and dividing by the fitted polynomial. We
have used both PtIr and W probe tips. All PtIr tips used are
commercially obtained from Unisoku. The W tips are made
in-house. Both types are electrochemically etched. The PtIr

FIG. 1. (a) Temperature dependence of the resistivity (ρxx) of a
SrxBi2Se3 crystal used for this work. The inset shows the supercon-
ducting transition with the mid-pointTc = 2.8 K. (b) Magnetic-field
dependence of the Hall resistivity (ρyx) measured at 10 K, which
gives the carrier density of 3.4 × 1019 cm−3. The inset shows a
picture of the SrxBi2Se3 sample with contacts for resistivity and Hall
measurements.

tips are either fresh new tips or they have been prepared by
Ar ion sputtering (at an argon pressure of 3× 10−6 mbar and
a voltage of 1 kV), followed by repeated heating by electron
bombardment (∼15 W) for 20 s. Further tip forming is done
by scanning on the Cu(111) surface until a clean signature of
the surface state is obtained in spectroscopy. The absence of a
superconducting gap on Cu(111) is also verified prior to mea-
surements on SrxBi2Se3. For STM measurements, SrxBi2Se3

crystals are cleaved at room temperature and under UHV
conditions. The crystal is cleaved by breaking off a 10 mm
sized pole glued on the sample. The two-component epoxy
glue (EPO-TEK H21D) is hardened by heating to 373 K under
high vacuum conditions. STM data are processed using the
WSXM software [18] andIGOR PRO9.0.

SEM and EDX analysis. Scanning electron microscope
(SEM) image of the tip is obtained using the Raith Pioneer
II system and the Jeol JSM-6510 SEM. Elemental chemical
analysis of the material on the tip apex is done by energy-
dispersive x-ray (EDX) analysis, performed using an Oxford
Instruments AztecOne system with an x-act silicon drift de-
tector that is combined with the Jeol SEM.

III. RESULTS AND DISCUSSION

A. Bulk properties

We have characterized the bulk properties of our SrxBi2Se3

single crystals using resistivity (ρxx) and Hall resistivity (ρyx)
measurements. An optical image of a typical sample (5mm×
4mm× 0.7mm) including the electrical contacts is shown in
the inset of Fig.1(b). The temperature dependence of the
resistivity is metallic [Fig.1(a)] with the onset of supercon-
ductivity and zero resistivity occurring at 2.90 and 2.65 K,
respectively [inset of Fig.1(a)]. The superconducting transi-
tion temperatureTc, defined by the mid-point of the resistive
transition, is 2.8 K. The residual resistivity of 0.56 m� cm,
which points to a high scattering rate that is always present in
doped Bi2Se3 superconductors, is unusually large for an un-
conventional non-s-wave superconductor; nevertheless, it has
been elucidated that in doped Bi2Se3 superconductors where
the orbital degrees of freedom play an important role, the
generalized Anderson’s theorem protects the unconventional
pairing from disorder [22,23].

034201-2



OBSERVABILITY OF SUPERCONDUCTIVITY IN … PHYSICAL REVIEW MATERIALS6, 034201 (2022)

TABLE I. Summary of bulk carrier densityn reported for
SrxBi2Se3.

Reference nominal Sr doping carrier density
n (1019 cm−3)

Liu 2015 [12] 0.062 2.65
Shruti 2015 [15] 0.1 1.85
Huang 2017 [19] 0.066 2.75
Kuntsevich 2019 [20] 0.064, 0.068 2.2, 2.1
Li 2018 [21] 0.05 5.7–10
Li 2018 [21] 0.08 6.8–9.2
this work 0.06 3.4–6.2

The carrier density in our samples is determined fromρyx

measured at 10 K as a function of perpendicular magnetic
field B [Fig. 1(b)]. The ρyx(B) behavior is strictly linear in
B and can be described by a single band, yielding a carrier
density ofn = 3.4 × 1019 cm−3, which is extremely low for
a superconductor withTc of the order a few Kelvin. TableI
gives an overview of the carrier density of SrxBi2Se3 samples
(varying nominal doping) as reported in literature along with
the values observed for our samples. From Shubnikov-de Haas
investigations by Köhleret al. [24] it is known that a carrier
density of n ≈ 4 × 1019 cm−3 in Bi2Se3 corresponds to a
Fermi energy ofEF ≈ 160 meV, which we use as a lower
bound for the Fermi energy in the bulk of our SrxBi2Se3 crys-
tals. As an upper bound one can assume a simple parabolic
dispersion for the bulk conduction band (BCB). Here, a carrier
density ofn ≈ 4 × 1019 cm−3 corresponds toEF ≈ 270 meV
for an effective mass ofmeff = 0.15me [24,25], with me the
free electron mass.

The shielding fraction of our samples estimated from the
zero-field-cooled magnetization measurement lies between
75% to 100% [26]. The actual data of one of the samples
measured here, which showed the shielding fraction of 76%,
were previously shown in Ref. [26].

B. Surface properties

A typical topograph of the cleaved SrxBi2Se3 surface
is shown in Fig.2(a). The surface is atomically flat with
some characteristic native defects, which we have previously
discussed in detail [26]. A representative (dI/dU )/(I/U )
spectrum, which is proportional to the local density of states
(LDOS), is shown in Fig.2(b). The minimum of the LDOS
is at −310 mV and corresponds to the Dirac point (DP).
Based on the band structure of Bi2Se3, which is well-known
from ARPES experiments [13,25,27,28] and schematically
depicted in Fig.2(c), we assign the increase in slope at around
−400 mV and below to the onset of the bulk valence band
(BVB), and the increase at−100 mV and above to the BCB,
respectively. Therefore, at thesurface of this sample, the
Fermi energy lies about 100 meV above the bottom of the
BCB, which is much lower than the estimate ofEF ≈ 160–
270 meV based on transport measurements. However, this
apparent disagreement is straightforwardly reconciled if we
consider band bending to be present at the surface of electron-
doped Bi2Se3.

FIG. 2. (a) Typical STM image of the (001) surface of SrxBi2Se3

crystal directly after cleaving. Only a small number of native defects
(discussed in Ref. [26]) are visible. Scan parameter:U = +100 mV
and I = 20 nA. (b) Representative (dI/dU )/(I/U ) spectrum taken
far away from any defect; inset shows a magnification of the range
indicated by the gray dashed box to highlight a slight change in
slope across−100 mV (red and blue lines with different slopes are a
guide to the eye). Stabilization parameter:U = −900 mV,I = 2 nA,
andUmod = 10 mVp. (c) Schematic diagram of the band structure of
SrxBi2Se3: zero energy is set at the bottom of the bulk conduction
band (BCB). Grey, red, and blue lines from (b) to (c) mark the
Dirac point (DP) of the topological surface state (TSS), bottom of
the conduction band, and the Fermi level, respectively. The Fermi
level at the surface lies at∼100 meV in the BCB.

Band bending occurs due to charge transfer caused by the
equilibration of the Fermi level at an interface. The charge
transfer creates an electric field and the associated potential
shifts the bands in the vicinity. In the case of a topological in-
sulator, the existence of the TSS causes the charge distribution
to be different near the surface compared to the bulk. When
the TSS is electron-doped, the electrons in the TSS can be
viewed as a negative surface chargeσs. This surface charge is
related to the surface potentialV0 = V (z = 0) ∝ −σs through
Poisson’s equation and the condition of overall charge neu-
trality. Hence, the surface charge in the TSS causes a positive
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potential leading to upward band bending of the BCB when
going from the bulk to the surface. In other words, at the sur-
face, charge equilibration causes fewer electrons in the BCB
than in the bulk. For highly doped semiconductors, the decay
of the potential into the bulk may be estimated within the
Thomas-Fermi screening model asV (z) = V0 exp (−z/rTF),
whererTF ≈

√
(ε0π2h̄2)/(kFmeffe2) ≈ 0.6 nm is the Thomas-

Fermi screening length andkF ≈ 0.7 Å−1. Interestingly,
calculations within the density functional theory (DFT) in
Refs. [29,30] show that even for pristine Bi2Se3 an intrinsic
upward band bending of the BCB of the order of∼100 meV
takes place due to charge equilibration between bulklike states
and the TSS when the Fermi energy lies above the DP. In these
calculations, the BCB has recovered its bulk value at 2 or 3 nm
below the surface.

To further validate our assignment of the spectral features
in our (dI/dU )/(I/U ) data, we have performed additional
spectroscopic characterization of the surface electronic struc-
ture by mapping the spatial variations of the LDOS. Typical
dI/dU maps taken at the indicated bias voltages are shown in
Figs.3(a)and3(b). The spatial modulation of the LDOS due
to quasiparticle interference (QPI), as opposed to structural
effects, is evident due to the decrease of the wavelength of
the QPI patterns as the bias voltage is increased. Based on the
band structure depicted in Fig.2(c), the QPI at the indicated
bias voltages can be due to scattering of carriers in the BCB
or TSS. While contributions of scattering bulk carriers can not
be ruled out, we will show in the following that the dominant
contribution is due to the TSS.

For the TSS, the largest possible scattering vectorq is
related to the wavevectork through q = 2k. However, the
conditionq = 2k corresponds to 180◦ backscattering, which
is strongly suppressed for a TSS with spin-momentum lock-
ing. Therefore the dominant scattering vectors of the TSS will
be smaller [31–33]. Even for Bi2Se3, it has been predicted
that the hexagonal warping of the TSS [34] will open new
scattering channels at energies sufficiently above the DP [32].
Since the strength of the warping term in SrxBi2Se3 is un-
known, we simply useq ≈1.5k (which is known for the more
strongly warped TSS of Bi2Te3 [33]) as a lower bound for
the expected scattering vector length andq = 2k as the upper
bound. These twoq-vectors are indicated by semicircles in the
Fourier transform (FT) of thedI/dU maps [insets of Figs.3(a)
and3(b)] by taking |k| at the relevant energy from the TSS
dispersion depicted in Fig.2(c).

We only observe clear QPI at bias voltages� 100 mV,
i.e., more than 400 meV above the DP. At this energy the
iso-energy surface of the TSS of Bi2Se3 has a hexagonal shape
[32] and the TSS acquires a significant out-of-plane spin-
polarization, enabling scattering vectors connecting opposite
sides of the iso-energy surface mainly through the vertical
spin component [31,34]. For the hexagonal iso-energy surface
the expectedq vector is still close to 2k, which is in agreement
with the substantial intensity in the FT of Fig.3(a) nearq
= 2k. Extrapolating the iso-energy surface to 700 meV above
the DP by considering the simple warping term [34] extracted
from the data for Bi2Se3 [32], one expects a snowflakelike
shape which is better known for Bi2Te3 [31,33,34]. The scat-
tering vectorq ≈1.5k would dominate in such an isoenergy
surface, which is in agreement with the FT of Fig.3(b).

FIG. 3. [(a) and (b)] Differential conductance images at the
sample bias of+100 (a) and+400 mV (b); the insets provide the cor-
responding Fourier-transform images. Blue and white semi-circles
mark the expected positions of the scattering vectorq with q = 2k
and 1.5k, respectively, withk the wave vector of the TSS. Set-point
current: 20 nA. (c)dI/dU spectra recorded in the perpendicular
magnetic field from 8 to 8.7 T with 0.1 T interval. Spectra are
shifted vertically for clarity. All spectra are taken with stabilization
parameters ofU = 50 mV, I = 2 nA, Umod = 1 mVp, and averaged
over 20 repeated measurements. The bottom-most curve (black) is
the background-subtracted Landau-level (LL) spectrum at 8 T. The
background for the 8.0-T curve is shown in violet. In the background-
subtracted LL spectrum, six peaks can be clearly identified and give
the energy positions of the LLs. The LL peak marked with a blue
circle can be tracked for different fields in the raw data shown in
red. The peak position, which gives the eigenenergyEN of each
LL, is determined by fitting a single Gaussian to each peak and the
error in EN from the fit is always less than 0.2 meV. The combined
fitting result is shown in thin grey line. (d) The eigenenergyEN

of the six LLs identified in the STS data for allB-field values are
plotted as a function of

√
NB, whereN is the LL index (top axis);

the corresponding momentumk on the TSS is shown on the bottom
axis. A linear fit (red line) with Eq. (1) givesED = −306 mV and
vF = 5.8 × 105 m/s.

However, we note that at these high energies above the DP
hybridization of the TSS with bulk bands certainly needs to
be considered explicitly and will lead to modification of the
dispersion relation of the TSS that go beyond what is captured
by a simple warping term. Moreover, since at these energies
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the isoenergy surfaces not only have contributions from the
TSS but also from the BCB [32], scattering of bulk electrons
and interband scattering between TSS and BCB may also
contribute to the observed QPI.

Given these difficulties in interpreting the observed QPI,
we have also examined the response of the LDOS to an exter-
nal magnetic field of more than 8 T applied along the surface
normal. Under these conditions, electrons are quantized into
Landau levels. In the case of Dirac electrons of the TSS, the
energyEN of theN th LL is to first approximation given as

EN = ED + sgn(N )vF

√
2eBh̄|N |, (1)

whereN is the Landau level index,vF is the Fermi velocity,B
is the magnetic field andED is the Dirac point energy.

In Fig. 3(c), a set of Landau levels is visible in the LDOS
in a range of−25 meV to+25 meV around the Fermi en-
ergy. In order to extract the energy positions of the peaks,
we subtracted the background from the STS curves using a
cubic spline fit for the background (in violet), and each peak
was fitted using a single Gaussian function. The background-
subtracted data (black) are shown for 8.0 T along with the
raw data with fits (grey). We identified the positions of six
LLs and plotted their energy positions as a function of

√
NB

(in the range of 8.0 to 8.7 T) in Fig.3(d). By assigning the
LL index of 28 to the highest peak, we can fit all the peak
positions to Eq. (1) with reasonable values ofED (−306 mV)
andvF (5.8 × 105 m/s). The close-up of the fit near the data
points is shown in the inset of Fig.3(d); although the data
points are very linear in this plot ofE vs

√
NB, one cannot

definitely tell from the data alone if the dependence onN
is linear (which is expected for BCB) or

√
N (expected for

TSS). Nevertheless, the constraint of the DP energy andvF

allows us to elucidate that the
√

N dependence gives a more
consistent analysis (see AppendixB). Therefore we conclude
that the observed LLs confirm that the spectral features at
these energies are dominated by the TSS.

C. Superconductivity of the surface

With our understanding of the electronic structure at the
surface of SrxBi2Se3 established in the previous subsection,
we now turn to the superconducting properties. All spec-
troscopy experiments to this end were done at a nominal
system temperature of about 0.4 K and spectra were acquired
on defect-free parts of the surface such as the one depicted in
Fig. 4(a).

Surprisingly, high resolution spectroscopy taken around
the Fermi energy shows substantial variations. Representative
spectra are gathered in Fig.4(b)where each trace corresponds
to a spectrum taken with a different tip. Some spectra exhibit
a flat LDOS [red trace in Fig.4(b)], while others show a
superconducting gap but with various gap sizes [black, blue,
violet and green traces in Fig.4(b)]. We have quantified the
superconducting gap by fitting the spectra using the Dynes
formula [35]. The differential conductance is given by

GN
∂

∂V

∫ ∞

−∞
NS(E )[ f (E , Teff ) − f (E − eV, Teff )]dE , (2)

with GN the normal-state conductance,f (E , Teff ) the Fermi
function, andNS(E ) the density of states in the BCS theory

FIG. 4. (a) Atomic-resolution image on the topmost Se layer.
(b) Representative high resolution spectra (solid circles) taken with
different tips at different positions on the surface: Substantial vari-
ations ranging from a flat LDOS at the Fermi level (red curve) to
a full gap (blue curve) were observed. Spectra are offset vertically
for clarity. Fitting of the data to the Dynes formula [35] yields the
superconducting gap� of 0.39 (black), 0.54 (blue), 0.26 (violet), and
0.72 meV (green). Scan/stabilization parameters: (a)U = −900 mV,
I = 200 pA; (b)U = 5 mV (red, black, green, and violet),U = 3 mV
(blue), I = 200 pA (red),I = 200 pA (black),I = 500 pA (blue),
I = 100 pA (violet),I = 25 nA (green), andUmod = 50μVp. Except
for the green curve taken at 1.7 K, all the spectra were taken at 0.4 K.
The effective temperatureTeff in the fit for the black, blue, and violet
fit is 0.7 K, while that for the green curve is 2 K. The	 value for the
fits are 0.02, 0.0001, 0.05, and 0.0003 meV for black, blue, violet,
and green curves, respectively.

given as

NS(E ) = Re

(
(E − i	)√

(E − i	)2 − �2

)
, (3)

where	 is an effective broadening parameter and� is the
superconducting gap. The effective temperatureTeff is deter-
mined independently (see AppendixA). We have used a total
of 10 different new or freshly prepared PtIr tips and one W
tip. Across all tips, the minimum and maximum� values
observed were 0.19 and 0.73 meV, respectively. Our best fits
yield 	 values that are always below our energy resolution of
about 100μeV.

The large scatter in the superconducting gap size at the
surface is unexpected for a sample with a sharp bulk super-
conducting transition. Indeed, the sharp transition observed in
the bulk suggest homogeneity in the sample and therefore a
more or less uniform gap size of� ≈ 1.76kBTc ≈ 0.4 meV is
expected. As already mentioned in the introduction, a similar
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TABLE II. Overview of surface studies on superconducting doped Bi2Se3 materials.

XxBi2Se3 Tip Bulk Tc (K) � (meV) Surface SC confirmeda SC material on tip TSS confirmed

Cu0.2 [9]* Ir 3.65 0.4/ 0.6b Yes/ - No / Yes No
Cu0.31 [10]* PtIr 3 0.46/ 0.77 Yes/ No No/ - No
Nb0.25 [46]* - 3.5 0.24–0.76c No - No
Nbx [17]* W - 0.79 No Yes Yes
Nb0.25 [47]** - 3.4 - - - Yes
Tl0.06Bi2Te3[17]* W 2.3 1 No Yes Yes
Sr0.08 [13]** - 2.4 0.52 No - Yes
Sr0.2 [14]* - 3 0.42–1.15c No - Yes
Sr0.1 [16]* - 2.9 0.19–0.31c No - No
Sr0.06*d PtIr 2.8 0.19–0.73 No Yes Yes
Sr0.06*d W 2.8 0.26–0.37 No Yes Yes

Experimental technique: *STM, **STM and ARPES.
aObservation of a vortex lattice along with identification of NSC/SC boundary with the same tip apex.
bThe gap of 0.6 meV was attributed to a superconducting tip.
cAll SC gaps presented are taken into consideration.
dThis work.

discrepancy between the superconducting gaps measured by
STM and that expected from the superconducting transition
temperature of the bulk has been reported in several publica-
tions on doped Bi2Se3 compounds, a summary is shown in
TableII .

To make sure that superconducting gaps measured at
the surface with STM are related to the superconducting
state of the bulk, we applied an external magnetic field.
Since SrxBi2Se3 is known to be a type-II superconduc-
tor [15], vortices are expected to be generated in applied
fields greater than the lower critical fieldμ0Hc1. In the in-
set of Fig. 5, we show a 200 nm by 200 nm topography

FIG. 5. NormalizeddI/dU spectrum taken with a PtIr tip on
SrxBi2Se3 showed a superconducting gap (red curve) after prolonged
scanning. The same gap was observed on Cu(111) surface (black
curve) demonstrating that the tip must be superconducting. Stabiliza-
tion parameters areU = 5 mV, I = 200 pA (red),I = 25 nA (black),
Umod = 50 μVp. The inset shows a topograph superimposed with a
spectroscopy grid of 20 by 20 points, taken at a sample bias of 0
mV, at an applied magnetic field of 0.3 T. A homogeneousdI/dU
signal close to zero is observed even in the presence of a magnetic
field, which points to the absence of vortices and suggests that the
superconducting gap originates not from the sample surface but from
the probe tip.

overlaid with a mapping of normalized differential con-
ductance at zero bias taken in an applied field of 0.3 T.
One can infer that the LDOS is completely uniform in
this area, i.e., no vortex is observed in the entire field
of view.

The absence of any vortex formation strongly suggests that
the superconducting state probed by STM differs from the one
in the bulk of SrxBi2Se3. Before addressing the origin of this
difference, we first need to establish whether the supercon-
ducting gaps observed by STM are an intrinsic property of the
surface or an artifact due to the probe tip. For this purpose,
we have first taken a high resolution spectrum on SrxBi2Se3

(red trace in Fig.5), and thereafter exchanged the sample
against a nonsuperconducting copper sample and repeated the
measurement with the same tip on the Cu(111) surface (black
trace in Fig.5). It is evident that the superconducting gap ob-
served with this tip is essentially identical for both SrxBi2Se3

and Cu(111) surfaces, thereby establishing unambiguously
that the superconducting gap originates not from the sample
surface but from the probe tip.

Having clarified that the superconducting gaps repro-
ducibly observed on SrxBi2Se3 are due to superconducting
probe tips andnot due to superconductivity of the SrxBi2Se3

surface itself, we now address the mechanism by which
the tips made out of nonsuperconducting PtIr (or W) turn
superconducting.

To this end, we have characterized a probe tip which
showed a superconducting gap during STM experiments in
more detail. Figure6(a) shows an SEM image of the PtIr
tip apex that is found to be covered with micrometer-sized
flakes. The EDX spectrum [Fig.6(b)] taken on a micro-flake
marked by a dashed green circle shows prominent Bi and
Se peaks, thus establishing that materials from the SrxBi2Se3

crystal have been transferred onto the tip. Combined with the
observation that a superconducting energy gap was measured
with this probe tip prior to SEM characterization, one may
conclude that the micrometer-sized SrxBi2Se3 flakes found on
the PtIr tip are superconducting.

To further support this conclusion, we have performed ad-
ditional STM experiments in which we attempted to redeposit
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FIG. 6. (a) SEM image of the apex of a PtIr tip after scanning on the sample. The apex is found to be covered with several micrometer-sized
flakes. The dashed green circle marks the flake on which the EDX measurement shown in (b) was performed. (b) Result of the EDX analysis of
the flake showing the Se peak at 1.379 keV and the Bi double peaks at 2.423 and 2.526 keV. (c) 3D-rendered STM image of a flake deposited
on the flat Se layer by a very mild collision between the tip and sample. The deposited material has an apparent height of 23 nm and covers
an area of roughly 0.2 μm2. The red box marks the area where the atomic-resolution image (e) of the flake was obtained. Scan parameter:
U = −3 V, I = 10 pA for (c);U = −900 mV,I = 100 pA for (e). The dashed white square in (e) encloses the area where the current image
(f) was taken. (d) Black curve shows the superconducting gap measured prior to the deposition of the flake; the area where the spectrum was
taken [shown in the image (g)] presents unstrained Se lattice. After the deposition of the flake, the point STS (blue curve) taken on the area of
the Se layer marked by blue circle in (c) shows only a weak proximity-induced gap, indicating that the tip LDOS is not gapped under the apex
configuration after the flake has left. Nevertheless, the same tip apex measures a superconducting gap (red curve) on the deposited flake in the
area marked by the red box in (c). Stabilization parameter for (d):U = 5 mV, I = 100 pA,Umod = 50 μVp. Scan parameters for the current
images:U = −900 mV,I = 100 pA for (f);U = 5 mV, I = 100 pA for (g).

a flake onto the sample surface. Although no reproducible
procedure could be established to this end, we found that
mild tip-sample interactions sometimes lead to an acciden-
tal redeposition of a flake as shown in Fig.6(c). This flake
has an apparent height of∼25 nm and it extends by about
one micrometer. High-resolution imaging on a flat area of
the flake [red square in Fig.6(c)] clearly shows atomic
resolution. The resolved hexagonal lattice locally has a lat-
tice constant of about 0.4 Å in agreement with the Se layer
of SrxBi2Se3. However, one may also recognize nano-scale
modifications of the surface height. We have thus compared
the average in-plane atom densities of the flat part of the
flake [Fig. 6(f)] with the SrxBi2Se3 surface prior to redepo-
sition of the flake [Fig.6(g)]. Specifically, we have counted
613 atoms/100 nm2 in Fig. 6(f) and 627 atoms/100 nm2

in Fig. 6(g). This yields a reduction of about 2%. Note that
the observed difference in average in-plane packing den-
sity only demonstrates that there must be some strain in
the flake and it does not mean a homogenous tensile strain
of 2%. Indeed, a detailed analysis of grain boundaries in
Bi2Se3 given in Ref. [36] showed variations in the magni-
tude of in-plane strain ranging from 20% to−20% occurring
on nanometer length scales. Extracting similar quantitative
values of the strain-tensor of the flake requires additional

data and theoretical modeling, which is beyond the scope of
this work.

The dI/dU spectra taken prior to the redeposition of the
flake, an example of which is shown in black in Fig.6(d),
clearly presents a superconducting gap; we observed simi-
lar spectra everywhere on the SrxBi2Se3 surface. However,
after the redeposition of the flake, the situation changed:
While the spectrum shown in red in Fig.6(d), which was taken
on the redeposited flake [in the area marked by the red square
in Fig. 6(c)], presents a superconducting gap similar to that
observed prior to redeposition, the spectrum shown in blue,
which was taken outside of the flake (in the region marked by
the blue circle), does not present a fully-developed gap. These
spectroscopic observations are consistent with the interpreta-
tion that a flake formed the tip-apex prior to redeposition and
it is superconducting both before and after the redeposition.

IV. DISCUSSION

As already mentioned, the Hall resistivity data of our
SrxBi2Se3 crystal points to the electron density of∼4 ×
1019 cm−3 corresponding to the Fermi energy of 160 to
270 meV measured from the conduction band bottom,
whereas the STS data on the same crystal shows that at the
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surface, the Fermi energy is only∼100 meV from the conduc-
tion band bottom. This difference indicates unambiguously
that there is an upward band bending of the BCB present at
the surface. This upward band bending is partly due to the
an intrinsic effect always present in Bi2Se3 due to charge
equilibration between bulklike states and the TSS [29,30],
which can also be viewed as a result of many-body Coulomb
interactions between the bulk and surface electrons [37]. Note
that band bending at the surface can also reflect additional
factors [38], such as the contact potential due to the interface
with the STM tip [39] or by adsorbates. In Cu-doped Bi2Se3,
the Coulomb interactions between bulk and surface electrons
was claimed to cause an upward band bending of the BCB by
about 200 meV at the surface within the length scale of about
1 nm [37].

The contact potential can be roughly estimated from the
difference in work function of the metallic tipφm and that of
Bi2Se3. Importantly, the latter is largeφBi2Se3 ≈ 5.6 eV [40]
so thatφBi2Se3 > φm is generally fulfilled. Hence, the contact
potential would only lead to the bulk bands bending down at
the surface and it cannot be the cause of the observed upward
band bending.

Intuitively, band bending due to adsorbates will lead to
upward or downward band bending for adsorption of acceptor
or donor molecules, respectively. In this context, in particular
photoemission experiments suffer from photoexcited adsor-
bate layers [41], that act as electron donors and, similar to
the adsorption of alkali metals [42], inevitably cause down-
ward band bending. However, the experimental conditions of
our STM measurements ensure an adsorbate-free surface and
more generally, downward band bending is incompatible with
the experimental observations.

Importantly, while the details regarding the origin of the
observed band bending can be complex, there is agree-
ment that the experimentally measured surface potential of
∼100 meV will be screened over a typical length scale of
∼1 nm [29,30,37]; in other words, near the surface, the bulk
electrons experience an electric field of the order of 108 V/m.

The puzzling fact is that the bulk of our SrxBi2Se3 crystals
show robust superconductivity withTc = 2.8 K and a high
shielding fraction [26], while the STS measurements found
no superconducting gap anywhere on the surface down to a
temperature of 0.4 K, when clean and nonsuperconducting
probe tips are used. This absence of superconductivity on
the surface has been a problem in many STM experiments
performed on doped Bi2Se3 superconductors, but the present
study found that during the prolonged scanning of the tip on
the SrxBi2Se3 surface, the tip will always accumulate mi-
croflakes of SrxBi2Se3 which show superconductivity. This
finding helps to clarify some discrepancies in the observed SC
gaps in earlier STM studies [13,14,16], which were inconsis-
tent with the bulkTc. Note that our experimental observation is
essentially consistent with those on superconducting Tl-doped
Bi2Te3 and Nb-doped Bi2Se3 reported by Wilfertet al. [17],
who concluded that superconductivity does not extend to the
surface in these superconductors.

Since recent experimental [43] and theoretical [44] works
found a suppression of superconductivity under a strong
electric field of the order of 108 V/m in conventional

superconductors, we speculate that the local electric field as-
sociated with the experimentally observed band bending has
a similar effect on superconductivity in SrxBi2Se3. Indeed,
since the upward band bending is a consequence of the ex-
istence of the TSS, one would expect the electric field to
disappear (and the superconductivity to extend to the surface)
when the TSS is destroyed. In this regard, there have been
interesting reports that the strain on the surface can destroy
the TSS in Bi2Se3 [36,45]. Motivated by these observations,
we speculate that during the transfer of the SrxBi2Se3 flakes
onto the tip, the flakes experience mechanical strain and the
TSS is destroyed, allowing the superconductivity to extend to
the surface of the flake. Although a detailed analysis of the
strain in the flakes on our STM tips is beyond the scope of
this work, we note that the atomic-resolution imaging on the
flat parts of a flake [Fig.6(c)] shows dislocation features and
a reduced atomic packing density, indicative of a strain in the
flake.

Since the surface potential is an intrinsic effect linked
inherently to the presence of the TSS in doped Bi2Se3 and
hence should be a general phenomena in the family of doped
Bi2Se3 superconductors, our speculation, that the appearance
of superconductivity on the surface is related to the loss of
TSS due to strain, gives a clue to understand earlier STM
studies that are listed in TableII .

It is prudent to mention that the pioneering STM work by
Levy et al. [9] gave persuasive evidence for superconduc-
tivity extending to the surface of Cu-doped Bi2Se3 crystals
(i.e., appearance of vortices in an applied magnetic field
and the observation of a domain boundary between super-
conducting and nonsuperconducting regions); nevertheless,
the topographic images of the superconducting domains in
Ref. [9] showed many structural defects such as step bunching
and grain boundaries that are consistent with strains in their
samples. Moreover, no evidence was shown for the TSS to
remain intact on these surfaces. Another STM study [10] of
Cu-doped Bi2Se3 likewise showed experimental proof (vortex
lattice in an applied magnetic field) that superconductivity
can extend to the sample surface; however, less then 4%
of the studied surface area exhibited superconductivity and
the remaining 96% of the surface showed no superconduct-
ing gap. Interestingly, the topographic images in Ref. [10]
showed lots of structural defects, such as non-quintuple-
layer step heights, in particular for the superconducting
regions.

Hanet al. [13] used ARPES to demonstrate that the TSS of
their SrxBi2Se3 samples was intact and the STS data showed
a superconducting gap, but their data are also fully compat-
ible with a superconducting flake having been transferred
to the tip. The superconductivity observed on the surface
of SrxBi2Se3 by STM in the works by Kumaret al. [16]
and Duet al. [14] showed values of�, Tc, andμ0Hc2 that
are incompatible with the bulk values; this problem can be
straightforwardly reconciled if a superconducting flake was
present on the tip. Interestingly, Kumaret al. [16] also per-
formed hard point-contact spectroscopy and found an increase
in Tc with increasing pressure. It would be instructive to clar-
ify if the strain due to the pressure from the tip leads to a
destruction of the TSS.
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V. CONCLUSION

While our SrxBi2Se3 crystals present robust bulk super-
conductivity with Tc = 2.8 K, our STM measurements at
0.4 K with a fresh tip found no superconducting gap on the
surface. This result is similar to many previous STM ex-
periments on doped Bi2Se3 superconductors. To understand
this discrepancy, we propose that the upward band bending
of 60 to 170 meV, which we elucidated at the surface, is
playing a key role. Because recent DFT calculations found
[29,30] that this upward band bending is an inevitable con-
sequence of the existence of the TSS and hence is intrinsic
to the electron-doped Bi2Se3 family of materials, we argue
that the electric field suppresses the superconductivity at the
surface in doped Bi2Se3 superconductors. In this regard, it was
found both experimentally [43] and theoretically [44] that a
strong electric field can kill superconductivity in conventional
superconductors.

Intriguingly, after prolonged scanning on the SrxBi2Se3

surface, the STS data taken with all probe tips eventually
showed a superconducting gap whose origin can be assigned
to the probe tip itself, and theex situ SEM/EDX analysis of
the tip establishes that micrometer-sized flakes of SrxBi2Se3

are transferred onto the tip apex during the scanning of the
surface. Furthermore, we were able to redeposit a SrxBi2Se3

flake back onto the SrxBi2Se3 surface inside the STM and
confirmed that the flakes which were transferred onto the tip
are indeed superconducting. Since recent works reported that
the TSS can be destroyed by strain [36,45] and we actually
observed lattice distortions on the redeposited flakes, we spec-
ulate that the strain in the flakes picked up by the tips destroys
the TSS and allows the superconductivity to extend to the
surface of the flake. This speculation that strain allows the
superconductivity to extend to the surface can explain many of
the puzzles in the past STM experiments [9,10,13,14,16,17].
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APPENDIX A: EFFECTIVE TEMPERATURE

At milli-Kelvin temperatures the nominal sample tem-
perature differs from the effective electron temperature of
the tunneling junction due to experimental broadening. This
(generally unknown) experimental broadening has a similar
effect in high resolution spectroscopy of SC gaps as the ther-
mal broadening, hence one defines an effective temperature
Teff which is calibrated by fitting thedI/dU spectrum of
a well-known superconductor. For this purpose we fit the
superconducting gap of a Nb tip made of a high purity Nb
wire measured on a nonsuperconducting Au(111) surface at
a nominal temperature of 400 mK. We use the Dynes equa-
tion from the main text, but fix	 close to zero leaving only

FIG. 7. STS taken with a Nb-tip on the Au(111) surface atT =
400 mK. The superconducting gap of the Nb tip (blue trace) and can
be fitted using the BCS theory (red trace) with� = 1.48 meV which
yields an effective electron temperatureTeff = 700 mK. Stabilization
parameter:U = 4 mV, I = 500 pA, andUmod = 50μVp.

the effective temperatureTeff and the superconducting gap�

as fit parameters. The best fit to the experimental data is shown
in Fig. 7. The fit yieldsTeff = 0.7 K.

APPENDIX B: ANALYSES OF THE LANDAU LEVEL
SPECTRUM

In the main text, we argued that the peaks observed in the
dI/dU data shown in Fig.3 are due to Landau quantization of
the TSS and not the BCB. Here, we compare the two scenarios
in more detail. First, we recall that the reciprocal-space area
A(k) enclosed by a cyclotron orbit under the Landau quanti-
zation should satisfy the generalized Onsager relation

AN (k) = 2π
eB

h̄
(N + λ), (B1)

whereN is an integer,e is the elementary charge,B is the mag-
netic field, andλ = 1/2 − γ /(2π ) with γ the Berry phase.

For a circular orbit, Eq. (B1) becomes

πk2
N = 2π

eB

h̄
(N + λ). (B2)

By using thisk2
N in the parabolic dispersion relationE =

(h̄k2)/(2meff ) for the BCB, the quantized energy levels for
Schrödinger electrons are given by

EN = EBCB + h̄
eB

meff

(
N + 1/2 − γ

2π

)
, (B3)

whereEBCB is the energy of the bottom of the BCB. Since
γ = 0 for Schrödinger electrons, one obtains

EN = EBCB + h̄ωc(N + 1/2). (B4)

On the other hand, for the linear dispersion relationE =
ED + vFh̄k of the Dirac electrons in the TSS, an analogous
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FIG. 8. (a) TheEN values of the six LLs identified in the STS
spectra for allB fields shown in Fig.3(c) are plotted as a function
of NB, whereN is the LL index for the three cases under consid-
eration (BCB, TSS with a linear dispersion, and TSS with a curved
dispersion). A LL index of 16 is assigned to the highest peak for
the case of the BCB, 28 for the case of a linear TSS dispersion, and
31 for the case of a curved TSS dispersion. The fit using Eq. (1)
for the linear TSS dispersion is shown with the red curve and yields
ED = −306± 3 meV andvF = 5.81± 0.06× 105 m/s. If the LL
spectrum is assumed to originate from the BCB, the data should
be fit using Eq. (B4), and the best fit shown with the green linear
line results in values of−87± 2 meV for the bottom of the BCB
and 0.155± 0.004me for the effective massmeff . Consideration of a
realistic TSS dispersion including a quadratic term leads to the fit
using Eq. (B8), and the best fit shown with the grey curve results in
ED = −230± 5 meV andvF = 2.13± 0.09× 105 m/s (assuming
meff = 0.25me andg = 55). A close-up of the three fits nearEN =
0 meV is shown in (b). The deviations of the data from the fits are
shown in (c) and (d), in which green symbols are for the BCB case,
red symbols are for the linear TSS dispersion, and grey symbols are
for the curved TSS dispersion.

consideration yields

EN = ED + vF

√
2eBh̄

(
|N | + 1/2 − γ

2π

)
. (B5)

Sinceγ = π for Dirac electrons, one obtains

EN = ED + sgn(N )vF

√
2eBh̄|N |, (B6)

which is already shown in the main text as Eq. (1).
Therefore by extractingEN of the Landau levels, one can

in principle distinguish between electrons stemming from the
BCB (proportional toN) and those from the TSS (proportional
to

√|N |). However, in the present experiment, the experimen-
tally observed peaks in the LDOS due to Landau quantization
are far above the band bottom of both BCB and TSS. Con-
sequently, the relevant LLs located near the Fermi energy
have relatively large indices. In such a case, the distinction
between

√
N [red curve in Fig.8(a)] and N [green straight

line in Fig. 8(a)] becomes subtle due to the ambiguity in the
assignment ofN .

Nonetheless, we have made a trial to analyze the data
shown in Fig.3 assuming that they originate from the Landau
quantization of the BCB whose bottom should be located
about 100 meV belowEF. The fit of the experimental data (as-
sumingN of the highest LL to be 16) to Eq. (B4) shown with
the green straight line in Fig.8(b) is considerably worse than
for the analysis presented in the main text, which assumed the
highest LL index of 28 and used Eq. (1), shown in Fig.8(b)
with the red curve. We highlight the unsatisfactory agreement
between the experimental data and the fit for the BCB scenario
by plotting their deviations in Fig.8(c).

It is prudent to note that the dispersion of the actual TSS
in Bi2Se3 deviates from a simple linear function [48]. This
deviation can be approximated by considering a quadratic
term in the dispersion relation. Therefore, for completeness,
we have also performed an analysis based on the dispersion
relation

E = ED + vFh̄k + h̄2

2meff
k2. (B7)

Using this dispersion and including the Zeeman energy,
the following expression for the eigenenergies of the LLs is
obtained for the electron branch of the curved Dirac cone [48]:

EN = ED + h̄ωcN +
√

2h̄v2
FeBN +

(
h̄ωc

2
− gsμBB

2

)2

.

(B8)

In the case of Bi2Se3, the g factor of gs = 55, the effective
mass ofmeff = 0.25me and the Fermi velocity ofvF = 3 ×
105 m/s are established to accurately describe Shubnikov-
de Haas oscillations [48]. We found that the LL spectrum
observed in SrxBi2Se3 can be well explained [grey curve in
Fig. 8(a)] by assuming a reduced Fermi velocity ofvF =
2.13× 105 m/s and the highest LL index of 31. The reduction
in the Fermi velocity is in line with the case of supercon-
ducting CuxBi2Se3, where a reduction of up to 30% was
observed [37].

It should be remarked that in this analysis based on
Eq. (B7), we have to assume a Dirac-point energy ofED =
−230 meV. While this is in apparent disagreement with the
DP energy of about−310 meV deduced from the minimum
in the LDOS shown in Fig.2, it can be straightforwardly
reconciled by considering a tip-induced band bending that
causes a shift in the DP energy; namely, as the bias voltage
is increased, the electric field between the tip and the surface
becomes stronger, causing the DP to shift in energy. Such a
shift of about−80 meV was deduced previously for Bi2Se3 by
comparing STS and ARPES measurements [49]. Hence, our
experimental LL spectrum is well described by both models
of the TSS, i.e., Eqs. (1) and (B8). Due to the ambiguity in
the assignment of the LL index, a more rigorous distinction
is difficult. Nevertheless, regardless of the model for the TSS,
the observed LL spectrum supports the existence of upward
band bending near the surface.
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3 Rotation of gap nodes in Cu doped (PbSe)5(Bi2Se3)6

This chapter is presented in the form of a manuscript. My contribution includes sample
growth, bulk characterization, STM data acquisition and analysis and a first draft of the
manuscript. Attached version of the main text and supplementary material has been edited
by Y. Ando and A. Ramires. Theory for the manuscript is done by A. Ramires. Attached
version of the additional data section (see Appendix B.1) is presented as written by myself.

3.1 Overview

Still in search of materials with a surface quality more suited to being probed by STM, we
turned our attention to a lesser know member of the doped Bi2Se3 family: Cu𝑥 (PbSe)5(Bi2Se3)6
(CPSBS), where topological superconductivity along with gap nodes is realized in the bulk.
However, no STM experiments to directly probe the superconducting gap on the surface
had been performed so far. In this chapter we report on the first STM experiment on CPSBS
as well as the parent compound (PbSe)5(Bi2Se3)6 (PSBS).

Our main finding is that on the on the surface of CPSBS, the orientation of the super-
conducting gap node is rotated away from the unique crystallographic mirror place, in
contradiction to the observations of bulk measurements such as specific-heat and thermal-
conductivity [101, 57]. Further the gap node is likely lifted. To understand this result we
employed a symmetry-based theoretical analysis (work by A. Ramires). We found that the
unavoidable inversion symmetry breaking at the surface allows for the mixing of different
superconducting order parameters in the same symmetry channel leading to the lifting of
the otherwise mirror symmetry protected gap nodes. Further, the rotation of the minima is
possible only when order parameters of different symmetry channels mix. This can happen
if the effective symmetry on the surface is different from the bulk. There is indication that
disorder weakens the effect of the PbSe layers in superconducting regions such that the
twofold rotational symmetry of the bulk PSBS crystal does not hold true on the surface.
Instead the threefold rotational symmetry of Bi2Se3 layers is likely restored on the surface.

Hence our work highlights the role of crystal symmetry in understanding topological
superconductivity in doped Bi2Se3, in particular how and why the superconducting gap
structure on the surface may differ from the bulk. The symmetry-based theoretical analysis
also helps to gain insight with regard to the observations made on the sister compound
Cu𝑥Bi2Se3.

Note on crystal symmetry: In PSBS (and CPSBS), a bilayer of PbSe alternates with
two quintuple layers of Bi2Se3. Hence, in going from Bi2Se3 to PSBS there is symmetry
reduction from the 𝐷3𝑑 point group (rhombohedral symmetry) to the 𝐶2ℎ (monoclinic
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3 Rotation of gap nodes in Cu doped (PbSe)5(Bi2Se3)6

symmetry). The relation between the crystal structure of Bi2Se3 and PSBS is discussed
in detail in the supplementary section 6 of Ref. [101]. The monoclinic 𝑎 and 𝑏 axis of
PSBS is defined such that the 𝑏 axis has the same length and direction as the 𝑏 axis of the
hexagonal unit cell of Bi2Se3. Also note that the point group 𝐷1𝑑 used in the main text is
equivalent to 𝐶2ℎ.

Note on band structure of PSBS and CPSBS: PSBS is expected to cleave in the vdWs
gap of the 2 QLs of Bi2Se3. Hence, after cleaving, the surface termination layer is a single
QL of Bi2Se3 atop the PbSe layer, hereafter referred to as the𝑚=1 layer. By the same logic,
a 𝑚=2 surface can be obtained when cleaving a sample having atleast 3 QLs of Bi2Se3
between the PbSe layers. ARPES data [102] on the m=1 surface shows a single, parabolic
electronlike 2D band. This band is also observed on the cleaved surface of CPSBS [103].
The Fermi surface of the material is found to be cylindrical in shape which is expected due
to its multilayered quasi-2D hetero-structure.

Note that no topological bands are expected for the 𝑚=1 or 2 surfaces. The topological
SS is expected if there is atleast 6 QLs of Bi2Se3 [104] (∼3 QLs for Bi2Te3 [105, 106]).
There is a marked difference between the bands for𝑚=1 and 2 which suggests that the band
inversion that is necessary for the topological SS to appear takes place in going from 1 to
2 QL. However, between 2 and 5 QLs of Bi2Se3 the top and bottom surface state hybridize
to open up a gap. This band is spin degenerate and has a hybridization gap and therefore
not topological.
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Abstract

Among the family of odd-parity topological superconductors derived from Bi2Se3,

Cux(PbSe)5(Bi2Se3)6 (CPSBS) has been elucidated to have gap nodes. Although the nodal gap

structure has been established by specific-heat and thermal-conductivity measurements, there has

been no direct observation of the superconducting gap of CPSBS using scanning tunnelling spec-

troscopy (STS). Here we report the first STS experiments on CPSBS down to 0.35 K, which found

that the vortices generated by out-of-plane magnetic fields have an elliptical shape, reflecting the

anisotropic gap structure. The orientation of the gap minima is found to be aligned with the bulk

direction when the surface lattice image shows twofold symmetry, but, surprisingly, it is rotated

by 30◦ when twofold symmetry is absent. In addition, the superconducting gap spectra in zero

magnetic field suggest that the gap nodes are most likely lifted. We argue that only an emergent

symmetry at the surface, allowing for a linear superposition of gap functions with different sym-

metries in the bulk, can lead to the rotation of the gap nodes. The absence of inversion symmetry

at the surface additionally lifts the nodes. This result establishes the subtle but crucial role of

crystalline symmetry in topological superconductivity.
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I. INTRODUCTION

Topological superconductivity is a current hot topic in condensed matter physics due

to its close relevance to Majorana fermions [1]. However, not many materials have been

conclusively identified as topological superconductors. The family of bulk superconductors

derived from Bi2Se3 presents a rare case, in which odd-parity topological superconductivity

has been well established [1, 2]. In this class of materials, despite the three-fold rotational

symmetry of the lattice, bulk superconducting (SC) properties consistently show peculiar

twofold symmetry [3–9] that points to the realization of an odd-parity gap function with

Eu symmetry. Although this gap function is unconventional and strongly anisotropic, the

superconductivity is nonetheless protected from disorder due to the generalized Anderson’s

theorem, thanks to the additional orbital degrees of freedom and layered structure [10–12].

Interestingly, the Eu-symmetric gap function under D3d symmetry is generally a linear

superposition of two basis functions, conventionally called ∆4x and ∆4y, which have nodes

along a mirror plane of the crystal lattice or normal to it, respectively. The coefficients

of the superposition form the nematic director n [13]. In the presence of a principal rota-

tion axis with threefold symmetry, there are three degenerate superpositions of these basis

functions, corresponding to three distinct nematic directors. The selection of one of these

superpositions endows a nematic character to the SC state. Note that only the mirror-

symmetry-protected nodes are expected to be robust under the D3d symmetry, while others

can be lifted by perturbations such as a warping term in the normal state electronic struc-

ture [13]. Elucidating the factors that dictate the nematic axis is important not only for

understanding the topological superconductivity in the Bi2Se3-based compounds but also

for finding ways to manipulate the SC gap [14].

Experimentally, the orientation of the gap minima differs among experiments even for

the same compound [2]. For example, in CuxBi2Se3, the direction of the gap minima has

been reported to be 90◦ rotated between bulk [4] and surface [15] measurements. In this

regard, there is a complexity arising from the threefold rotational symmetry of the Bi2Se3

lattice, which allows for three equivalent rotational domains [2, 4]; when contributions from

two or more domains are superposed, the apparent symmetry may look like, e.g., ∆4x even

when the true symmetry is ∆4y [4, 16].

Fortunately, this complexity is absent in the superconductor Cux(PbSe)5(Bi2Se3)6 (here-
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after called CPSBS) [9, 11, 17] which has a monoclinic crystal structure and a topologically

nontrivial twofold symmetric gap function [1, 18, 19]. Specifically, Andersen et al. [9] showed

that the gap function in CPSBS has nodes located on the unique crystallographic mirror

plane, giving rise to nodal superconductivity in the bulk, which was evinced by specific-

heat [9] and thermal-conductivity [11] measurements in the mK-regime. In this work, we

use scanning tunneling microscopy (STM) and spectroscopy (STS) to directly access the SC

gap on the surface of CPSBS. On a relatively clean surface, we found that vortices generated

under out-of-plane magnetic fields are elongated in a twofold-symmetric manner, and the

elongation occurs in the direction perpendicular to the bulk gap nodes. This is contrary to

the naive expectation that the coherence length should be longer along the direction of the

gap nodes [15], but it is actually consistent with recent theoretical calculations which showed

that the vortex anisotropy in a p-wave superconductor should rotate by 90◦ as a result of

impurity scattering [20]. On a more disordered surface where the twofold lattice symmetry is

smeared, we found that the vortex anisotropy axis is rotated by 30◦, pointing to the rotation

of the gap nodes/minima on the surface. Our symmetry analysis shows that rotation of the

gap nodes is indeed possible in the presence of an emergent symmetry at the surface and,

furthermore, the inversion symmetry breaking at the surface would lead to lifting of the

nodes. The latter conclusion is consistent with the observed gap spectra. Our work hence

offers a framework to understand the intricate relation between crystal symmetry and the

gap function in a topological superconductor.

II. RESULTS

A. Elongated vortices

We examine the SC gap structure on the surface of CPSBS by applying an out-of-plane

magnetic field and imaging the vortex lattice of CPSBS in the mixed state. Even though

a major portion of the cleaved surface of CPSBS does not show superconductivity, we

were able to observe superconductivity on the sample surface at roughly 17% of the total

scan area (see [21] for details), which is slightly better than the case of CuxBi2Se3 [15].

Figure 1(a,b) and (c,d) shows the spatially resolved normalized zero-bias conductance (ZBC)

on the superconducting surface of CPSBS for two different samples, S-I and S-II, and for
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FIG. 1. Elongated vortices in CPSBS. (a,b) Normalized zero-bias conductance (ZBC) maps

taken on sample S-I (a,b) in the out-of-plane magnetic field of 0.15 and 0.2 T. Stabilization pa-

rameters: U = 5 mV, I = 200 pA and Umod = 100 µVp. (c,d) Similar maps for sample S-II in 0.2

T and 0.4 T. Stabilization parameters: U = 1 mV, I = 50 pA and Umod = 100 µVp. Gaussian

smoothing was applied to all maps to filter spatial variations of the ZBC smaller than the vortex

size (unsmoothed data is shown in [21]). The discontinuity [dotted line in (d)] is due to the vor-

tex lattice motion during the measurement. (e,g) Line profiles of the change in normalized ZBC

(∆ZBC) taken across a vortex centre along the vectors shown in (a) and (c); solid lines and open

circles are smoothed and raw data, respectively. (f,h) Angular dependence of the average vortex

radius ⟨ξ⟩. Open circles denote the average of 53 (56) vortices measured for sample S-I at 0.15 T

(0.2 T); for sample S-II, the average was from 6 (7) vortices at 0.2 T (0.4 T). The shaded area

indicates the standard deviation and the solid black line is a fit to the ellipse equation. The polar

angle was measured from the horizontal axis, which is parallel to the monoclinic b-axis.

out-of-plane magnetic fields between 0.15 and 0.4 T (additional data for other fields are

shown in [21]). A vortex lattice is clearly resolved, and the vortex density increases with

increasing field. Importantly, all the observed vortices are deformed — the vortices in sample

S-I are roughly elongated along the horizontal axis, while those in sample S-II are rotated

by about 30◦ in comparison.

Naively, one would expect that elongated vortices reflect an anisotropy in the Ginzburg-

Landau (GL) in-plane coherence length, which results from the SC gap anisotropy in k -space,

with the longest (shortest) coherence length associated with directions for which the gap

value is the smallest (largest) [15]. However, it was recently pointed by theory that the

local density of states (LDOS) around vortices imaged by STM experiments can acquire
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different geometries depending on the strength of impurity scattering [20]. In particular, it

was shown that for a p-wave superconductor, the LDOS is elongated along the the direction

perpendicular to the gap nodes, in contrast to the naive GL prediction for clean systems.

We will discuss the relation between the vortex elongation and the gap nodes/minima in

Sec. II-C.

It is prudent to mention that a vortex-shape anisotropy can also be caused by a Fermi-

velocity anisotropy [22, 23]. However, the ARPES measurements on superconducting CPSBS

[24] found no such anisotropy within the experimental error of ∼2%. Even if there were some

unexpected Fermi-velocity anisotropy in the region of the vortex lattice, we do not expect it

can lead to an anisotropy of the vortex shape in the present case, because CPSBS is in the

dirty limit [21] and a vortex-shape anisotropy cannot result purely from a Fermi-velocity

anisotropy in the dirty limit [22]. Also, a vortex can appear elongated if the magnetic field

is not perpendicular to the sample surface [25]; to dismiss this possibility, we intentionally

tilted the applied magnetic field by about 10◦ both along the short and long vortex axes

(see Fig. S9 in [21]) and observed no significant change in the anisotropy. Hence, it can be

concluded that the elongation of the vortex stems from the anisotropic gap.

To quantify the vortex elongation, we first determine the vortex lattice (see [21] for

details) and then take line-cuts of the ZBC at each lattice site corresponding to a vortex

centre. Examples of such line-cuts are shown in Fig. 1 (e) and (g) for directions crossing the

vortex shown in (a) and (c), respectively. We follow Sera et al. [20] to define the vortex-core

radius ξ as the half width at half maximum, and determined it as a function of the polar

angle φ. We obtained this ξ(φ) for 53 (56) vortices in sample S-I at 0.15 T (0.2 T) and for

6 (7) vortices in sample S-II at 0.2 T (0.4 T). Note that ξ is not necessarily equal to the GL

coherence length due to the scattering-induced LDOS [20]. The ξ(φ) data are averaged over

all vortices in each data set to yield ⟨ξ(φ)⟩, which is plotted for sample S-I in Fig. 1 (f) and for

sample S-II in (h). The observed φ-dependence is reasonably well fit by the ellipse equation,

and the fitting gives the ratio between the major and minor axes, γ ≡ ⟨ξmajor⟩/⟨ξminor⟩, of
∼1.25 (∼1.55) for sample S-I (S-II). The fitting also gives the rotation angle of ∼30◦ for the

vortices in sample S-II.
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B. Superconducting gap spectra

As discussed above, our observation of elongated vortices points to an anisotropic SC

gap. To investigate the anisotropy in the SC gap function, we analyzed the representative

dI/dU -spectra (Fig. 2) measured in zero field at the lowest fridge temperature of 0.35 K for

samples S-I and S-II. We fit the spectra by using a generalization of Dynes formula [26] for

the momentum-resolved superconducting DOS,

Nk(E) =

∣∣∣∣Re

[
(E − iΓ)/

√
(E − iΓ)2 −∆2

k

]∣∣∣∣ , (1)

where we assume a circular Fermi surface. Γ is an effective broadening parameter due to

pair-breaking scattering and ∆k is the SC gap that can have a k-dependence. We fit a

twofold symmetric gap with ∆k = ∆0 + ∆1| cos θk|: when the gap is nodal, ∆0 = 0. The

a  bS-I S-II

FIG. 2. Superconducting gap spectra. Representative high-resolution gap spectra taken in zero

field, at the base temperature of 0.35 K and in the same area as the vortex maps. The spectrum in

(a) is a result of averaging 10000 individual spectra covering an area of (500 nm)2, while the data

in (b) is after averaging 5000 individual spectra taken at the same spot to enhance the resolution.

The fits of the data to Eq. (1) assuming two different gap functions [nodal (blue) and node-lifted

anisotropic (red) types] are overlayed on the data. In these fits, the effective temperature was

fixed at 0.7 K. The set of parameters (∆0, ∆1, Γ) obtained from the fits in (a) for sample S-I

are (0, 0.26, 0.03) and (0.07, 0.18, 0.05) for the nodal and node-lifted scenarios, respectively, and

those for sample S-II in (b) are (0, 0.39, 0) and (0.11, 0.26, 0.01) for the two scenarios (all in

mV unit). Any error of the fitting routine is well below the experimental uncertainty due to the

spatial inhomogeneity of the total gap magnitude, which was about 0.05 meV in each area [21].

Stabilization parameters: U = 5 mV, I = 500 pA for sample S-I (a) and U = 3 mV, I = 50 pA for

sample S-II (b).
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tunnelling conductance dI/dU is given by

dI

dU
∝

∫
Nk(E)f ′(E + eU)dkdE, (2)

where f(E) is the Fermi-Dirac distribution function at the effective temperature Teff . The

effective temperature of our STM experiments at the fridge temperature of 0.35 K was

independently determined by a measurement of pure Nb [27] to be 0.7 K, so we fixed Teff =

0.7 K and used Γ, ∆0 and ∆1 as fitting parameters.

In Fig. 2, we show fits to two different types of gap function: (i) nodal gap (∆0 = 0)

and (ii) twofold symmetric gap with lifted nodes (∆0 ̸= 0). As is described in detail in [21],

the size of the SC gap on the CPSBS surface varies with location. Thanks to a relatively

large local gap, the data in Fig. 2(b) from sample S-II have a low ZBC which helps to infer

if the nodes are lifted: The nodal fit of the spectrum yields a ZBC that is higher than the

data even for Γ = 0, which is clearly unreasonable given the dirty-limit nature of CPSBS

[21]. On the other hand, a reasonable fit is obtained for the anisotropic gap with lifted

nodes, yielding ∆0 = 0.11 meV and ∆1 = 0.26 meV with Γ = 10 µeV. Hence, the data in

Fig. 2(b) strongly suggest that the nodes are lifted at the surface. Here we should note that

the conclusion of lifted nodes is based on the fits to the commonly-assumed sinusoidal gap

function, and it may not be valid if the anisotropic gap has a non-sinusoidal function with

unusually steep node. The large anisotropy ratio (∆0+∆1)/∆0 ≃ 3.4 implies a pronounced

minima in the gap function, which is consistent with the finite quasiparticle scattering even

in the absence of vortices. Due to a smaller local gap resulting in a large ZBC, the data in

Fig. 2(a) from sample S-I do not allow us to distinguish between nodal and the node-lifted

scenarios; nevertheless, the fit with the anisotropic gap function yields a reasonable result

with an anisotropy ratio of ∼3.6. In fact, the spectra obtained at all the SC regions are

consistent with the anisotropic gap function (see Fig. S11 in [21]), even though the value

of ∆0 and ∆1 varies significantly. This large variation appears to reflect the fact the the

superconductivity in CPSBS (and in all other Bi2Se3-based superconductors) is weakened

or disappear at a larger part of the surface, whose origin is a topic of on-going research: For

example, in a recent paper [27] it was proposed that a strong electric field due to intrinsic

surface band bending may break Cooper pairs near the surface. In the case of CPSBS, the

strength of surface band bending would vary depending on the density of Cu dopants found
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on the surface.

To strengthen the conclusion of the anisotropic gap, we performed additional experiments

on sample S-III to measure the dependence of the SC gap spectra on the direction of the

in-plane magnetic field, φ (see [21] for details). The φ-dependence of the spectra, in par-

ticular the conductance at zero bias, is clearly twofold symmetric (see Fig. S12 in [21]). A

similar phenomenon was reported for CuxBi2Se3 [15] and was taken as additional evidence

for an anisotropic gap. These observations are also in good agreement with the theoretical

prediction by Nagai [28], who showed that the angular dependence of the zero-energy density

of states has deep minima when the in-plane magnetic field is aligned with the direction of

the nodes in the ∆4 gap realized in CuxBi2Se3.

C. Orientation of the gap minima

We now turn to the topographic images of CPSBS and those of pristine (PbSe)5(Bi2Se3)6

(called PSBS) to identify the orientation of the gap minima. Figure 3(a) shows the schemat-

ics of the crystal structure of PSBS/CPSBS. Upon cleaving the PSBS crystal, one usually

obtains a surface that is terminated by a single quintuple layer (QL) of the Bi2Se3 unit

on top of the PbSe layer [29]. Figure 3(d) shows a typical topograph on such a surface,

where a clear one-dimensional (1D) stripe pattern with atomically resolved top Se layer is

observed. Although the lattice in CPSBS is more disordered due to Cu intercalation, a sim-

ilar stripe pattern is observed in atomic-resolution images on a SC area of CPSBS of sample

S-I [Fig. 3(f)] as well as on a non-superconducting (NSC) area of sample S-II [Fig. 3(e)]).

The stripe corrugation is less pronounced in the SC area of sample S-I [Fig. 1(g)].

The 1D stripe can be understood as a commensuration effect (similar to a moiré pattern)

arising from the stacking of the square PbSe lattice and the hexagonal Bi2Se3 lattice. One

can see in Fig. 3(a) that the crystal structure repeats every six Se atoms in the layer 5 and

every five Pb atoms in layer 6 along the a-axis, and this repetition defines the unit length

along the a-axis. As shown in Fig. 3(c), the stripe periodicity agrees with the length of the

monoclinic a-axis, which clearly indicates that the stripes come from this commensuration

of Se and Pb sublattices. This in turn allows for a unique determination of the in-plane

monoclinic lattice vectors on the hexagonal top Se layer, i.e., the stripes are running along

the b-axis. While we were not able to resolve the crystal lattice in the SC area of sample S-II
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where the vortex lattice shown in Fig. 1(c,d) was recorded (a similar case was reported by

Tao et al. [15] for CuxBi2Se3), we know from X-ray diffraction analysis that in our CPSBS

sample the orientation of the monoclinic axes is macroscopically identical. This is further

verified in STM since we only observed one fixed orientation of the 1D-stripe with respect

to our scan coordinates, globally.

In Fig. 3(b), we replot the anisotropic ξ with respect to the hexagonal lattice and the

monoclinic axes for both samples S-I and S-II. Focusing first on the data for S-I, it is to
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FIG. 3. Crystal structure and the gap anisotropy. (a) Schematics of the crystal structure of

PSBS. (b) Average profile (open circles) and the fit to the ellipse equation (solid line) of vortices

at 0.2 T for sample S-I (red) and S-II (blue) [the same data as in Figs. 1(f) and (h)] with respect

to the top Se lattice and the monoclinic a and b axes; the mirror plane is parallel to a. (c) Fourier-

filtered image of (d) overlayed with the monoclinic unit vectors; the stripe periodicity of ∼2.1 nm

agrees with the a unit length. (d) Atomically resolved topmost Se layer on the cleaved surface of

PSBS showing 1D stripes running across the whole surface. The stripe pattern is also observed on

the non-superconducting areas of the CPSBS surface in sample S-II (e) and the superconducting

area of sample S-I (f). Scale bar corresponds to 1 nm. (g) Averaged STM height profile along the

vertical direction in (d) to (f). Scan parameters: U = 900 mV, I = 20 nA for (d); U = 30 mV,

I = 500 pA for (e); U = 900 mV, I = 200 pA for (f).
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be remarked that the vortex core is elongated roughly along the monoclinic b-axis, whereas

the gap nodes in the bulk lie along the a-axis [9]. This fact indicates that the vortex-shape

anisotropy is not dictated by the GL coherence length anisotropy but by the maxima of

the LDOS in the presence of impurity scattering. A recent theoretical work has reported

that the maxima in the LDOS can be rotated by 90◦ in the presence of impurity scattering

[20]. This result can be understood in terms of the quasiparticle trajectory picture, which

has been useful for understanding the rotation of vortices as a function of applied bias

[30–32]. The effect of impurities in superconductors can be understood in terms of a self-

energy renormalization of the frequency and gap matrices [33] introduced by a scattering

potential. For an anisotropic s-wave superconductor, impurities self-average the gap to

become isotropic, so any anisotropy in the LDOS promoted by the anisotropy of the gap is

lost in the dirty limit. In contrast, in sign-changing nodal superconductors, impurities lead

to a renormalization of the frequency, but not of the superconducting gap, as it averages to

zero [33]. This renormalization can be understood as an effective bias, as it increases the

frequency, and the conclusions for the rotation of the vortex anisotropy as a function of bias

can then be generalized to the rotation of the vortex anisotropy as a function of impurity

scattering. Figure 4 gives a schematic representation of this mechanism.

It is worthwhile to note that p-wave superconductivity is commonly known to be fragile

against impurity scattering; however, in CPSBS the generalized Anderson theorem [11]

protects the unconventional pairing even in the dirty limit. Note also that this impurity

effect on the vortex shape was not considered in the previous work on CuxBi2Se3 [15], which

concluded that the gap minima at the surface are 90◦ rotated compared to the bulk.

Interestingly, the elongation axis of the vortices in sample S-II shown in Fig. 1(c,d) is 30◦

rotated from that in sample S-I. Following the conclusion that the vortex elongation occurs

in the direction of gap maxima in CPSBS, the data in Fig. 1(c,d) suggest that on the SC

surface of sample S-II, the gap minima are rotated from the monoclinic a axis by 30◦, which

is perpendicular to one of the mirror planes of D3d symmetry and corresponds to the ∆4y

gap. In correspondence with this result, the in-plane magnetic-field-direction dependence of

the gap spectra observed in sample S-III, which was discussed in Sec. II-B, also shows that

the gap minima is rotated from the a axis by ∼20◦ (see [21] for details). As shown in Fig.

S13 in [21], the SC areas of both samples S-II and S-III are so disordered that the stripe

pattern indicating the twofold symmetry of the lattice is no longer observed. This implies
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FIG. 4. Quasiclassical trajectory picture. (a) Small bias or clean limit, with small ϵ/∆∞ ratio.

(b) Large bias or dirty limit with larger ϵ/∆∞ ratio. The enveloping curves of the quasiparticle

paths at which the LDOS diverges are shown in white lines. The plots follow the analytical form

given by Nagai et al. [31] [Eq. (3.45) of their paper] for a nodal superconductor with two-fold

symmetry, λ(θ) = cos(θ). The density plots correspond to the LDOS given by the integral over

the poles determined by the enveloping curves smeared by δ/∆∞ = 0.05 and with an isotropic

exponential decay characterized by l/ξ0 = 400. Here ∆∞ is the gap magnitude in the bulk, ϵ is

the energy scale of either the bias or the scattering rate, and ξ0 the coherence length. The field of

view corresponds to 0.2ξ0 along the x and y directions.

that the threefold symmetry of the Bi2Se3 QLs is effectively restored due to disorder in both

samples. In the next section, we argue that the rotation of the gap minima observed on the

SC surface of samples S-II and S-III can be understood as a consequence of this emergent

symmetry.

III. THEORETICAL ANALYSIS

We now present a symmetry analysis which provides a consistent picture for the above

observations, under the assumption that the superconductivity observed on the surface in-

herits the unconventional pairing from the bulk. We emphasize that, although the nature

of the superconductivity on the surface is apparently different from that of the bulk, it

must be unconventional itself, because vortices cannot be anisotropic in the dirty limit of a

conventional superconductor.

We start the discussion from the perspective of the Bi2Se3 QLs with D3d point group

symmetry. The minimal model for the normal state electronic structure that properly cap-

tures the topological properties of the bands is given in terms of two effective orbitals with
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opposite parity formed by a symmetric, labelled as 1, or antisymmetric, 2, combination of

pz orbitals within the QLs [34, 35]. In the orbital-spin basis Φ†
k = (c†1↑, c

†
1↓, c

†
2↑, c

†
2↓)k, the

normal-state Hamiltonian can be parametrized as:

Ĥ0(k) =
∑

a,b

hab(k)τ̂a ⊗ σ̂b, (3)

where τ̂a=1,2,3 are Pauli matrices encoding the orbital degrees of freedom (DOF), σ̂b=1,2,3

are Pauli matrices encoding the spin DOF, and τ̂0 and σ̂0 are two-dimensional identity

matrices in orbital and spin space, respectively. In the presence of time-reversal [acting as

Θ̂ = Kτ̂0 ⊗ (iσ̂2), where K stands for complex conjugation] and inversion (implemented as

P̂ = τ̂3 ⊗ σ̂0) symmetries, the only allowed terms in the Hamiltonian have indexes (a, b) =

{(0, 0), (2, 0), (3, 0), (1, 1), (1, 2), (1, 3)}. The properties of the τ̂a ⊗ σ̂b matrices under the

point group operations allow us to associate each of these terms to a given irreducible

representation (irrep) of D3d, therefore constraining the momentum dependence of the form

factors hab(k) by symmetry. More details on the description of the normal state are given in

[21]. The important features to keep in mind are the following: (0, 0) and (3, 0) correspond to

intra-orbital hopping, (2, 0) corresponds to inter-orbital hopping, (1, a), with a = {1, 2, 3}
correspond to spin-orbit coupling terms. In particular, (1, 3) is associated with trigonal

warping and is very small within the parameter range of validity of this effective model [35].

Following the parametrization of the normal state, the order parameters can be generally

written as:

∆̂(k) =
∑

a,b

dab(k)τ̂a ⊗ σ̂b(iσ̂2). (4)

Focusing on local pairing mechanisms, the allowed momentum-independent gap matrices

are associated with antisymmetric matrices τ̂a ⊗ σ̂b(iσ̂2). These can be classified according

to the irreps of the of D3d point group, as displayed in the second column of Table I [18].

The QLs of Bi2Se3 have D3d symmetry. In CPSBS, the presence of the PbSe layers

reduces the point group symmetry from D3d to D1d, and the irreps are mapped according

to the third column of Table I. The SC order parameter in the bulk of CPSBS is believed to

be of the form [2, 2], given its twofold symmetry and the presence of nodes along the mirror

plane [9, 11]. This is an odd-parity order parameter which is inter-orbital and spin-triplet in
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[a,b] D3d D1d C1v C3v

[0,0]
A1g A1g A1 A1[3,0]

[2,3] A1u A1u A2 A2

[1,0] A2u A2u A1 A1

[2,1]
Eu

A2u A1 E
[2,2] A1u A2

TABLE I. Classification of superconducting order parameters. Here we focus on

momentum-independent SC order parameters in the microscopic basis for materials in the family

of Bi2Se3. The [a, b] indexes in the first column correspond to the parametrization of the SC gap

function according to Eq. 4. The second to fifth columns give the irreducible representation asso-

ciated with each order parameter for the cases of D3d, D1d, C1v, and C3v point group symmetry,

respectively.

nature. Note that, in the case of D1d symmetry, this order parameter belongs to A1u irrep.

This is a one-dimensional irrep and the notion of nematicity does not apply as the threefold

symmetry is explicitly broken by the lattice. Note, though, that the order parameter with

indices [2, 3] belongs to the same A1u symmetry channel in D1d. This means that an order

parameter in A1u is generally a linear superposition of [2, 2] and [2, 3]. Even if pairing is

primarily driven by interactions promoting the order parameter [2, 2], the combination of

spin-orbit coupling terms (1, 2) and (1, 3) in the normal state Hamiltonian could lead to the

development of SC correlations with [2, 3] character. Nevertheless, as the trigonal warping

term (1, 3) is small in the Bi2Se3-family of compounds [35], the corresponding mixing should

also be small in the bulk of CPSBS, leading to a lifting of nodes that might be too small to

be observed experimentally. This information is schematically conveyed in the second row

of Figure 5.

At the surface of CPSBS inversion symmetry is broken and the point group is reduced

to C1v. The irreps associated to the order parameters with momentum-independent gap

matrices are mapped according to the fourth column of Table I. Now the order parameter

[2, 2] belongs to irrep A2, and any order parameter in this symmetry channel should again

be a linear superposition of [2, 2] and [2, 3]. Note that due to inversion symmetry breaking

at the surface, the normal-state Hamiltonian includes all (a, b) coefficients, allowing for

multiple pairs of terms in the normal state to promote the mixing of the [2, 2] and [2, 3]

order parameters (see detailed discussion in [21]). These surface terms in the normal-state

Hamiltonian contribute further to the lifting of gap nodes, as illustrated in the third row of
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rotation of gap minima

E

D1d

C1v

C3v

D3d

Selected by  
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FIG. 5. Symmetry analysis of the superconducting order parameter. Left: Representative

objects following the same point group symmetries as Bi2Se3 (D3d), CPSBS (D1d), and the surface

of CPSBS (C1v or C3v, without or with disorder, respectively). The colour of the objects matches

the corresponding Bi2Se3 and PbSe blocks in Figure 3(a). Right: SC gaps (coloured lines) at the

Fermi surfaces (black circles) for the symmetry channels relevant for the discussion in the text.

More details on the parameters used to generate the figures for each symmetry scenario are given

in the Supplementary Information [21].

Figure 5, so that the node lifting at the surface would be stronger than that in the bulk. Here

it should be emphasized that, as any gap in C1v should still be symmetric or antisymmetric

under reflections along the kykz-plane, the gap cannot be rotated under these symmetry

considerations. For a rotation of gap nodes or gap minima to take place, a mixing of order

parameters in different symmetry channels of C1v would be required.

A possible origin of such a mixing is the strong disorder at the surface. The rotation of

the gap minima was detected only in locations at which no stripe pattern could be observed

by STM (see Fig. S13 in [21]), suggesting that in these disordered areas the effect of the

PbSe layers is weakened and the threefold rotational symmetry present in the Bi2Se3 layers is
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effectively restored. Under these considerations, the point group symmetry at the disordered

surface can be identified as C3v. Interestingly, this point group has a two-dimensional irrep

labelled as E, which would allow for mixing of gaps [2, 2] and [2, 1] that are associated with

different irreps in C1v. Under the C3v symmetry, by changing the mixing of these two order

parameters in the absence of warping, we find that the gap minima can be tuned to any

position along the circular Fermi surface. In particular, a ratio d21/d22 = 1 generates minima

at 30◦ from the bulk nodes. While the stability of this particular ratio requires an analysis

of the energetics of the system, which is beyond the scope of this paper, the rotation by

30◦ corresponds to having the nodes along the a-axis of the hexagonal notation [9] for D3d

symmetry. It is plausible that this ratio is in fact stable, as this is the direction of the nodes

realized in CuxBi2Se3.

The last row of Figure 5 schematically shows a gap that could be generated at the surface

under these considerations. Here, it should be remarked that the two-component nature of

the order parameter in the quintuple layers of Bi2Se3-based materials with D3d symmetry is

a necessary condition to explain the rotation of the gap at the surface of CPSBS. Therefore,

the tunnelling spectra and the vortex anisotropy observed in our experiment provides one

more piece of evidence for the intrinsically nematic nature of the SC gap in Bi2Se3-based

materials.

IV. DISCUSSIONS

We start our discussions by revisiting some of the experimental findings on CuxBi2Se3

samples. Some of the discrepancies between the bulk [4] and the surface [15] regarding

the direction of the gap minima may be resolved by considering the effect of impurity

scattering discussed in Sec. II-C. However, in the literature, even in the bulk measurements

on CuxBi2Se3, there are reports which differ in the position of the gap minima with respect

to the underlying lattice by 90◦ [3, 4]. Recent Knight-shift measurements [16] ruled out

a multidomain effect in the bulk of the sample which was previously proposed [4] as the

possible reason for the different orientations of the gap. It was proposed in [16] that the

specific local environment in the sample caused by lattice distortion or strain from dopant

intercalation and/or quenching (which is necessary for obtaining superconductivity) may

be responsible for determining the nematic axis. A high-resolution x-ray diffraction (XRD)
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experiment on SrxBi2Se3 reported a tiny (∼0.02%) in-plane lattice distortion [36], while a

multimodal synchrotron XRD experiment with a slightly lower resolution did not find any

distortion [37]. Therefore, the situation in doped-Bi2Se3 superconductors is complicated and

it is still unclear what dictates the orientation of the gap minima in them.

In contrast, the orientation of the gap minima in the bulk of CPSBS is robust due

to the reduced symmetry of the crystal lattice which has only one mirror plane, and the

rotation of the gap minima observed here is a pronounced manifestation of the decisive role

of crystalline symmetry in determining the anisotropic axis of the SC gap. The rotation of

the gap minima also signifies the intrinsically nematic nature of the SC order parameter in

Bi2Se3-based materials, which suggests that the pairing mechanism must be the same for all

superconductors in this family of materials.

It is useful to mention that according to the theoretical calculations reported in [20], the

effect of impurity scattering is different for p-wave and anisotropic s-wave order parameters

even when the angular dependence of the gap magnitude |∆k| is the same; in the latter case,

there is no sign change in the anisotropic SC gap and the vortex shape becomes isotropic

in the presence of strong scattering. Therefore, the observation of elongated vortices in the

dirty limit gives additional evidence for the topological odd-parity gap function.

The present result on CPSBS, taken together with the complications in the orientation

of the gap minima in CuxBi2Se3, clearly shows that the odd-parity gap function is highly

sensitive to crystal symmetry in the topological superconductors derived from Bi2Se3. The

symmetry-based analysis of the possible superpositions of different gap functions presented

here gives a useful framework to understand odd-parity topological superconductors.

Methods

Material: We grew (PbSe)5(Bi2Se3)6 single crystals using a modified Bridgeman method

as described previously [9, 17]. Cu was electrochemically intercalated using the recipe of

Kriener et al. [38] with a nominal x value of 1.36. The SC shielding fraction of the

resulting CPSBS sample was measured using a Quantum Design superconducting quantum

interference device (SQUID) magnetometer (see Fig. S1 in [21]) and was 59% for sample

S-I and 61% for sample S-II.

STM experiments: STM experiments were carried out under UHV conditions with a

commercial system (Unisoku USM1300) operating at 0.35 K. STM images were recorded in
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the constant-current mode at the set current I and sample bias voltage U . dI/dU curves

and dI/dU maps were obtained either using a lock-in amplifier by modulating Ubias and

demodulating I, or by recording a series of I-U curves followed by numerical

differentiation. The dI/dU maps displayed in Fig. 1 were smoothed by using a standard

Gaussian filter with the smallest (3× 3 points) kernel, corresponding to 15× 15 nm2 (a),

20× 20 nm2 (b) and 9.35× 9.35 nm2 (c,d), with up to three iterations. The dI/dU spectra

displayed in Fig. 2 were obtained by taking the numerical derivative of raw I-U data and

subsequently applying a simple low-pass filter (binominal 21 passes). All STM data were

analyzed using Igor Pro 9. We used in-house electrochemically etched W tips, first

prepared on the Cu(111) crystal. Tip forming is done until a clean signature of the surface

state is observed in spectroscopy. Prior to STM measurements, the crystals were cleaved

under UHV conditions as described in [27].
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Supplementary Information for
“Rotation of gap nodes in the topological superconductor Cux(PbSe)5(Bi2Se3)6”

I. SAMPLE CHARACTERIZATION

Figure S1 shows the shielding fractions (SF) of three CPSBS samples that were synthesized from the same
batch of PSBS crystals. The STM data obtained on sample S-I and on sample S-II is shown in the main text
and the data on sample S-III is presented in this supplement. Samples S-I to S-III show a bulk Tc between 2.5
and 2.6 K.
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FIG. S1. (a,b,c) Zero-field-cooled (ZFC) magnetization data showing shielding fractions of 59% for Sample S-I (a), 61%
for Sample S-II (b) and 84% for Sample S-III (c).

II. SUPPLEMENTAL DATA FOR SAMPLE S-I

The superconducting regions of sample S-I clearly show the structural 1D stripe [Fig. S2(a)], allowing the
determination of the monoclinic a and b axis. The monoclinic a axis in this sample is about 145◦ with respect
to the horizontal axis [Fig. S2(b)]. The spatially averaged superconducting gap measured in this region is shown
in Fig. S2(c) (same data as Fig. 2(a) of the main text). Moreover, we have experimentally ascertained that the
Tc in this region is lower than 1.7 K.

When the external magnetic field is applied normal to the surface, a nearly hexagonal vortex lattice is clearly
resolved [Fig. S2(e-g)]. We extrapolate the upper critical field at the surface to about 0.4 T from the magnetic-
field dependence of the zero-bias conductance (ZBC) as shown in Fig. S3(d).

We note considerable variations among the shape of different vortices in Fig. S2(e-g), but as discussed in the
main text, on average, vortices are elongated roughly at 55◦ from the horizontal (i.e. at 90◦ with respect to the
a-axis).

III. SUPPLEMENTAL DATA FOR SAMPLE S-II

We characterized the vortex area of sample S-II by taking low-resolution STS-grids in various magnetic fields,
as shown in Fig. S3(a-g). The vortex lattice clearly evolves with the magnetic field until the superconductivity
is fully suppressed at around ∼1 T. At low fields, a nearly triangular lattice is observed, in which the distance

dvortex between nearest-neighbors is given as dvortex ≈ 1.075 (Φ0/B)
1/2

. We plot the average distance between
the vortices for varying magnetic fields together with the profile expected for a triangular lattice in Fig. S3(h).
We extract the superconducting (SC) gap at each field by averaging the spectra in-between the vortices for a
small bias range around EF. These spectra change systematically as a function of the magnetic field [Fig. S3(i)].
The magnetic-field dependence of the zero-bias conductance (ZBC) normalized to that at 0 T is shown in
Fig. S3(j).

The temperature dependence of the SC gap spectra was measured up to the fridge temperature Tfridge of
1.7 K [Fig. S3(k)]. Since the effective base temperature of 0.7 K calibrated for Tfridge = 0.35 K suggests that
the noise in our STM system heats the electrons by Tnoise ≃ 0.35 K, we fix Teff = Tfridge + 0.35 K when we
fit the spectra with the anisotropic gap function discussed in the main text. We can calculate the average gap
⟨∆⟩ = ∆0 + (2/π)∆1 from the ∆0 and the ∆1 values obtained from the fits of the spectra, and the result is
plotted in Fig. S3(l) as a function of temperature.
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FIG. S2. (a) Pseudo 3D representation of an STM topograph on the SC area of sample S-I. Scale bar corresponds
to 20 nm. The structural 1D stripe is clearly observed in the region together with islands/clusters of Cu atoms. (b)
Fourier-filtered atomic resolution image taken in the area as in (a) with the monoclinic a and b axes indicated. The
a axis is at an angle of about 145◦ with respect to the horizontal axis for as-acquired data. (c) Normalized dI/dU
spectra acquired in the region in (a) for a fridge temperatures of 0.35 K (gray open circles) and 1.7 K (blue open circles).
The data points correspond to a spatial average of 100 STS over 500 by 500 nm2. The light gray area is the standard
deviation of the data, as described in the text. (d, e, f, g) Magnetic-field dependence of the normalized ZBC values (d) as
obtained from the the zero field grid and grids taken in the presence of a magnetic field [presented in (e - f)]. Red dashed
line corresponds to the normal-state conductance. Error bars in (d) correspond to the one sigma standard deviation
of the ZBC value of the respective grid. Scan/stabilization parameters: (a) U = 900 V, I = 100 pA; (b) U = 900 V,
I = 200 pA; (e, f, g) U = 5 mV, I = 500 pA (e, f) I = 100 pA (g).

IV. FITTING VORTEX PROFILES WITH THE GINZBURG-LANDAU DERIVED EXPRESSION

Zero bias conductance (ZBC) profiles across vortex cores in STM experiments are commonly analyzed [1, 2]
with the Ginzburg-Landau (GL) derived expression for the superconducting order parameter,

σ(r, 0) = σ0 + (1− σ0)
(
1− tanh

[
r/(

√
2ξGL)

])
, (S1)

where σ0 is the normalized ZBC away from a vortex centre and r is the distance to the vortex core centre. In
Fig. S4 we plot line cuts of the vortex cores discussed in Fig. 1 of the main text together with the fit of the raw
data to Eq. (S1). The r-dependences of the ZBC in sample S-I does not really follow Eq. (S1), but from this
analysis we obtain ξGL of about 28 (47) nm for the short (long) axis of the vortex in sample S-I [Fig. S4 (a)]
and about 20 (35) nm in S-II [Fig. S4 (b)]. The values are in reasonable agreement with the estimate of ξGL
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FIG. S3. (a)-(g) Normalized ZBC maps showing the evolution of the vortex lattice in a field of view of 250 nm by
250 nm under various out-of-plane magnetic fields as indicated. The spectrum at each grid point was obtained in the
I-V mode. Stabilization parameters: U = 3 mV, I = 50 pA (100 sweeps). A majority of the vortices are oriented along
one direction in all cases. (h) The distance between vortices plotted as a function of the applied magnetic field. The blue
curve shows the simulated profile assuming a perfect triangular lattice; deviation of the data points from the simulation
curve indicates imperfect ordering. Error bars are given by the larger of the resolution of our STS grid (∼10 nm) or
the standard deviation of the nearest-neighbour distance of all lattice points in the field of view. (i) Normalized dI/dU
spectra for various magnetic fields; the curves are obtained by averaging over the grids that lie outside the vortices;
the plotted spectra correspond to 0, 0.05, 0.1, 0.2, 0.4, 0.5, 0.7, 0.8, and 1.0 T. (j) Magnetic-field dependence of the
normalized ZBC values obtained from the data in (i); the red dashed line signifies the normal-state conductance. Errors
bars correspond to a fixed value which is the standard deviation of the ZBC obtained from the zero field grid. (k) SC
gap spectra measured in zero field at the fridge temperatures of 0.35, 0.7, 1.1 and 1.7 K; the black curve is also shown
in Fig. 2 of the main text. (l) The average gap ⟨∆⟩ calculated from the ∆0 and ∆1 values obtained from the fits to the
data in (k) plotted against the effective temperature.

for sample S-I (S-II) based on the measured upper critical field Hc2 ≈ 0.4 T (1 T),

ξGL =

√
Φ0

2πµ0Hc2
≈ 40 nm (18 nm),

with Φ0 the (superconducting) magnetic flux quantum and µ0 the vacuum permeability.

V. EXTENDED DATA FOR FIG. 1 OF THE MAIN TEXT

Here, we give extended data for Fig. 1 of the main text consisting of the unsmoothed ZBC maps, the lattice
vectors of the vortex lattice, and the comparison of the average vortex profile based on the analysis of smoothed
data as discussed in the main text with the results obtained by fitting the raw data to Eq. (S1).

We determine the vortex lattice for each ZBC map by calculating the centre of every area of the map that
exceeds an appropriate threshold value of the ZBC (typically about 0.5). From all lattice points we then
determine the three average lattice vectors (a1, a2 and a3). The results of this procedure are superimposed
onto the raw data in Fig. S5 (b) and (e). Interestingly, we find that the hexagonal vortex lattice observed in
sample S-I is compressed along the vortex lattice vector a3 by about 15 to 20%. Moreover, the vortex lattice
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FIG. S4. (a) Line profiles of the vortices taken from Fig. 1(e) of the main text. Open circles, dashed lines, and solid
lines refer to raw data, smoothed curve, and GL fits to Eq. (S1), respectively. The smoothing was performed for the
analysis of the half width at half maximum mentioned in the text by using a standard Gaussian filter with the smallest
(3×3 pixels) kernel with up to three iterations. Blue (red) data are taken along the major (minor) vortex axis; note that
the images in Fig. 1(a,b) of the main text are rotated clockwise by 55◦ to align the monoclinic a-axis with the vertical
axis. (b) The same as (a) but for line profiles shown in Fig. 1(g) of the main text. The GL fit gives ξGL = 28 ± 2 nm
(47 ± 6 nm) for the short (long) axis for the vortex of sample S-I and 20 ± 2 nm (35 ± 2 nm) for the vortex of sample
S-II.

(a2) is rotated by about 10 to 15◦ with respect to the crystallographic a-axis. We conservatively estimate the
experimental uncertainty due to thermal drift and piezoelectric creep as 10% for the compression and 10◦ for
the rotation. We leave the exploration of the origin of this interesting vortex lattice deformation for future
studies.

Instead, we analyze the vortex shape at each lattice site by taking line profiles as a function of polar angle
and determine ξ (defined as the half width at half maximum) from smoothed data and ξGL by fitting the raw
data to Eq. (S1) as shown in Fig. S4. We numerically average ξGL(φ) (and ξ(φ)) of all lattice sites and plot the
results in Fig. S5 (c) and (f) for the vortex lattice at 0.15 and 0.2 T, respectively. On the one hand, we observe
considerable variations in the vortex shape between different lattice sites, which likely reflects differences in
the local scattering potential; on the other hand, a clear two-fold symmetry with a minimal average vortex
extension parallel to the a-axis is apparent. Comparing ⟨ξGL⟩ and ⟨ξ⟩ we find the same qualitative behavior.

As mentioned above, we observed significant variations in the vortex shape anisotropy between different lattice
sites in sample S-I. Therefore, to achieve a high level of confidence in the determination of the vortex elongation
axis, we have analyzed a relatively large numer of ZBC maps at 0.15 and 0.2 T which are shown in Fig. S6 and
Fig. S7, respectively. The data shown in Fig. 1 (f) of the main manuscipt is the average of all the lattice sites
indicated in Fig. S6 and Fig. S7.

The same analysis as discussed for sample S-I above was also performed for the vortex lattice observed in
sample S-II which is shown in Fig. 1 (c) and (e) of the main text. The results are shown in Fig. S8. On the
one hand, we observe a rotation of lattice vector a2 of −15 to −23◦ with respect to the crystallographic a-axis,
which is clearly different from the orientation observed for sample S-I; on the other hand, the entire vortex
lattice in S-II is noticeably distorted (likely due to disorder related pinning of vortices) and does not allow for
a meaningful analysis of the vortex lattice anisotropy.

The vortex shape analysis performed at each lattice site yields the average ⟨ξGL⟩ and ⟨ξ⟩ respectively plotted
for 0.2 and 0.4 T in Fig. S8 (c) and (f). The noticeably smaller standard deviations compared to the data
obtained for sample S-I is likely attributed to reduced vortex lattice motion due to the pinning centers and less
thermal smearing due to the larger superconducting gap. Regardless of the origin, most vortices in sample S-II
have similar elliptical shape with the same orientation of the major axis which is about 60◦ rotated with respect
to the crystallographic a-axis and clearly different from the orientation observed in sample S-I.
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FIG. S5. (a) Larger region of the vortex lattice in sample S-I in the out-of-plane magnetic field of B = 0.15 T. The black
square indicates the data show in Fig. 1(a) of the main text. The monoclinic a-axis and b-axis are given. The vortex
lattice in the field of view of 500 nm × 500 nm is determined and the results are superimposed onto the raw data in (b).
Blue dots mark the lattice points corresponding to vortex centres. The lattice vectors a1 (black), a2 (blue), a3 (green)
are indicated and their average lengths are |a1| = (133 ± 8) nm, |a2| = (138 ± 9) nm and |a3| = (111 ± 7) nm. The
average angle between a2 and the monoclinic a-axis is ∠a2,a = (12± 4)◦. Line profiles of the normalized ZBC are taken
as a function of the polar angle φ at each lattice point and the GL in-plane coherence length is determined by fitting
the raw data to Eq. (S1). (c) The average ⟨ξGL⟩ of all lattice points is plotted in red, where the light shaded region
indicates the standard deviation. For comparison, the average vortex core radius ⟨ξ⟩, which is determined from the half
width at half maximum of the smoothed data as discussed in the main text, is shown in blue. (d,e,f) The same analysis
as in (a,b,c) for the vortex lattice in 0.2 T shown in Fig. 1(b) of the main text. The vortex lattice parameters for (e)
are: |a1| = (113± 7) nm, |a2| = (116± 9) nm, |a3| = (94± 13) nm and ∠a2,a = (15± 6)◦.
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FIG. S6. All the data of the vortices in sample S-I in the out-of-plane magnetic field of B = 0.15 T used for the averaging
to generate Fig. 1(f) of the main text. Panels (a,d) are the same as those shown in Fig. S5(b,c). The field of view of
panels (b) and (c) is 500 nm × 500 nm, and the data are analysed and presented in the same way as in Fig. S5(b,c).
Vortex lattice parameters: |a1| = (133± 5) nm, |a2| = (145± 4) nm, |a3| = (114± 5) nm and ∠a2,a = (13± 3)◦ for (b);
|a1| = (132± 10) nm, |a2| = (140± 7) nm, |a3| = (119± 7) nm and ∠a2,a = (12± 3)◦ for (c).
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FIG. S7. All the data of the vortices in sample S-I in the out-of-plane magnetic field of B = 0.2 T used for the averaging
to generate Fig. 1(f) of the main text. Panels (b,e) are the same as those shown in Fig. S5(e,f). The field of view of
panels (a) and (c) is 500 nm × 500 nm and 200 nm × 200 nm, respectively. The data are analysed and presented in the
same way as in Fig. S5(e,f). Vortex lattice parameters: |a1| = (108 ± 3) nm, |a2| = (124 ± 7) nm, |a3| = (105 ± 4) nm
and ∠a2,a = (10± 4)◦ for (a); |a1| = (107± 3) nm, |a2| = (109± 6) nm, |a3| = (94± 6) nm and ∠a2,a = (11± 5)◦ for (c).
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FIG. S8. (a,b) The vortex lattice in sample S-II in the out-of-plane magnetic field of B = 0.2 T show in Fig. 1(c) of the
main text. The vortex lattice in the field of view of 250 nm × 250 nm is determined and the results are superimposed
onto the raw data in (b). Blue dots mark the lattice points corresponding to vortex centres. The lattice vectors a1
(black), a2 (blue), a3 (green) are indicated and their average lengths are |a1| = (105± 8) nm, |a2| = (113± 10) nm and
|a3| = (115± 13) nm. The average angle between a2 and the monoclinic a-axis is ∠a2,a = (−23± 15)◦. Line profiles of
the normalized ZBC are taken as a function of the polar angle φ at each lattice point and the GL in-plane coherence
length is determined by fitting the raw data to Eq. (S1). (c) The average ⟨ξGL⟩ is plotted in red, where the light shaded
region indicates the standard deviation. For comparison, the average vortex core radius ⟨ξ⟩, which is determined from the
smoothed data as discussed in the main text, is shown in blue. (d-f) The same analysis as in (a-c) for the vortex lattice
in 0.4 T shown in Fig. 1(d) of the main text. The vortices shown here are used for the averaging to generate Fig. 1(h)
of the main text. The vortex lattice parameters for (e) are |a1| = (86 ± 4) nm, |a2| = (72 ± 8) nm, |a3| = (83 ± 8) nm
and ∠a2,a = (−15± 3)◦.
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VI. INFLUENCE OF THE IN-PLANE MAGNETIC FIELD ON THE VORTEX ELONGATION

To dismiss the possibility that the observed vortex elongation is a mere consequence of a magnetic field
that is not exactly out-of-plane but is tilted away from the z axis, we performed the following experiment:
We applied an intentional in-plane magnetic field of the magnitude of 35 mT with the azimuthal angle of
40◦ and 130◦. The resultant magnetic field is ∼10◦ off from the z axis. As shown in Fig. S9, we did not
observe any noticeable change in the vortex anisotropy in spite of the intentional misalignment of the field.
Also, the averaged orientation of the vortices did not change upon rotating the in-plane component within the
experimental uncertainty of about 10◦.
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FIG. S9. (a) Normalized ZBC maps in the perpendicular magnetic field of 0.2 T (θ = 0◦). (b,c). An additional in-plane
magnetic field of 35 mT applied in the direction of ϕ = 40◦ (b) and ϕ = 130◦ (c); these in-plane magnetic fields cause
θ to become 10◦ with the total magnetic field of 0.203 T. The definition of θ and ϕ is shown on the left. Stabilization
parameters: U = 1 mV, I = 50 pA and Umod = 100 µVp. (d,e,f) The average ⟨ξGL⟩ and ⟨ξ⟩ calculated from the lattice
sites indicated by blue dots in (a,b,c). Note that the panels (a,d) are the same as Fig. S8(b,c).

VII. ABSENCE OF VORTEX BOUND STATES

No Caroli-de Gennes-Matricon states were observed in the core of a single isolated vortex in CPSBS (Fig. S10).
The absence of bound states in the vortex core is expected for a dirty superconductor [3]. Based on the values
for residual resistivity (ρ0) and carrier density (n) in Ref. [4], we estimate the mean free path (l) in our sample
[l = ℏkF/(ρ0ne2)] to be on the order of only a few nanometer, while the average in-plane coherence length (ξGL)
is measured to be about 25 nm, i.e., CPSBS is a dirty superconductor. Importantly, despite being in the dirty
limit, a clear anisotropy in the vortex shape is observed.
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FIG. S10. (a) Normalized ZBC map at B⊥=0.1 T showing a single isolated vortex. (b) Normalized dI/dU spectra along
the purple line (long axis) in (a). Each horizontal row is a dI/dU spectrum vs sample bias. The color scale represents the
dI/dU intensity and the vertical axis corresponds to the distance along the purple line in (a). The red dI/dU spectrum
superimposed on the map is taken at the center of the vortex and highlights the absence of any vortex bound states. (c)
A similar map as done in (b) for the green line (short axis) in (a), clearly illustrating the vortex anisotropy. Stabilization
parameters: U = 1 mV, I = 50 pA (100 sweeps) for (a); U = 3 mV, I = 50 pA (200 sweeps) for (b) and U = 3 mV,
I = 50 pA (200 sweeps) for (c).
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VIII. STATISTICAL OVERVIEW OF THE SC REGIONS OBSERVED BY STM ON THE
SURFACE

Tao et al. [5] reported that the probability to find SC regions on the surface of CuxBi2Se3 was less than
5% in their STM study. Our experience was similar during the scanning on the surface of CPSBS. It is more
common to find non-superconducting areas. In our experiments a single scan area corresponds to 1.5 µm by
1.5 µm, which is the maximum range for the scan piezo. A new scan area on the sample is accessed by moving
the sample stage with respect to the tip holder. In Table I, we show the total number of scan areas along with
the number of areas in which SC was observed. By multiplying the number of scan areas with the area of a
single scan frame, we estimate a SC area of 6.75 µm2 out of 13.5 µm2 in sample S-I, 6.8 µm2 out of 65 µm2 in
sample S-II and 11.3 µm2 out of 63 µm2 in sample S-III.
We previously reported for SrxBi2Se3 [6] that spurious superconducting gap was often observed due to picking

up of a superconducting material on the tip from the sample, and it was also the case in CPSBS. Identification
of a boundary between a superconducting and non-superconducting region with the same tip apex conditions
was used as the criteria for ascertaining a superconducting gap to reside on the sample side, rather than on the
tip side.

Sample Number of scan areas Number of SC regions

S-I 6 3

S-II 29 3

S-III 28 5

TABLE I. Summary of total number of regions scanned and number of SC regions found on three CPSBS samples.

IX. SPATIAL VARIATION OF THE SUPERCONDUCTING GAP SPECTRUM

In Fig. S11 we give an overview of the superconducting gaps measured for the various superconducting
regions observed in the three different samples S-I, S-II and S-III (see also Table I). For each region, a large-
area spectroscopy grid was evaluated. The open black circles and the light gray shaded area give the arithmetic

mean (x =
∑n

i=1 Xi/n) and the corresponding standard deviation (SD =
√∑n

i=1(xi−x)2

(n−1) ), respectively. One

can see that when there is a large ZBC, the data can be reasonably fit with both the nodal (blue trace) and
the anisotropic (red trace) gap functions discussed in the main text. We observe significant variations of the
gap magnitude, which is presumably due to differences in local Cu-concentration and/or electric field induced
weakening of superconductivity [6].
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FIG. S11. Variations in the superconducting gap observed in samples S-I, S-II, and S-III. For each region we show the
spatial average (black open circles) and the corresponding standard deviation (light gray area). The spatial average is
obtained by numerically averaging 100 STS over 500 by 500 nm2, 900 STS over 300 by 300 nm2, 60 STS over 25 by
500 nm2, 28 STS over 50 by 500 nm2, 1600 STS over 500 by 500 nm2, 80 STS over 20 by 1500 nm2, 200 STS over 40 by
500 nm2, 50 STS over 25 by 1400 nm2, 300 STS over 500 by 500 nm2, for region I (sample S-I), region I – III (sample
S-II), and region I – V (sample S-III), respectively. For region II of sample S-I, a point STS is shown. The blue and
red traces correspond to the nodal and anisotropic fit to the data, respectively, as described in the text. Stabilization
parameters: U = 1.5 to 5 mV, I = 50 or 500 pA.
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X. ORIENTATION OF SUPERCONDUCTING GAP MINIMA ON SAMPLE S-III SURFACE

Similar to sample S-II, no structural stripe pattern was observed in sample S-III (see Sec. XI). Moreover,
the smaller SC magnitude paired with significant spatial inhomogeneity prohibited a reliable evaluation of the
anisotropy of superconducting vortices. Due to this difficulty, we probed the anisotropy in the superconducting
gap of region II of sample S-III by measuring the response to an in-plane magnetic field (B∥) of 0.25 T, a
technique used for CuxBi2Se3 by Tao et al. [5]. When the magnetic field is rotated by an angle φ in the
ab-plane of the crystal, the gap spectra show a clear variation [Fig. S12(a,b)].

The influence of B∥ on the zero-energy DOS was calculated within the Kramer–Pesch approximation by
Nagai [7] and the result is in good agreement with our experimental data [Fig. S12(b)]. From this comparison,
one can identify the orientation of the gap minima with respect to the crystallographic axes in Fig. S12(c) and
compare it to the orientation of the gap minima observed in sample S-I and S-II. The orientation of the gap
minima in sample S-III is close to that in sample S-II and is off by only ∼10◦. In this regard, it is useful to
note that Tao et al. [5] reported a rotation of the gap minimia by up to 20◦ away from the zero-field position
when the in-plane magnetic field was applied. It is likely that the same effect is observed here.
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FIG. S12. (a) Point STS taken in region II of sample S-III, but in the presence of an in-plane magnetic field (B∥) of
0.25 T for different field orientations (φ). The definition of φ is indicated in the inset. Solid lines are fits to the data.
Here, the measured superconducting gaps are fit using Γ as the only fitting parameter; Teff = 0.7 K, ∆0 = 0.02 meV
and ∆1 = 0.18 meV are fixed. (b) A twofold oscillation is clearly visible in the raw data of dI/dU at zero bias (top)
and this angular dependence of the zero-bias DOS can be fit with the changes in zero energy DOS (N) calculated by
Nagai [7] (bottom) to quantify the minima at approximately 110◦ and 290◦ . (c) The positions of the minima in the
superconducting gap structure obtained for samples S-I (red dashed line), S-II (blue dashed line) and S-III (green dashed
line). Stabilization parameters: (a,b) U = 1.5 mV, I = 100 pA.
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XI. TOPOGRAPH AND SPECTROSCOPY ON PSBS AND CPSBS

In Fig. S13, we show large scale topography images taken on the surface of PSBS, non-superconducting (NSC)
areas of CPSBS, and superconducting areas of CPSBS found on samples S-I, S-II and S-III. The clear 1D stripe
on the surface of PSBS becomes more disordered on the NSC surface of CPSBS. The stripe was not observed
in the SC regions of S-II and S-III but found on the SC regions of S-I.

The image shown in Fig. S13(h) corresponds to the area where the vortices were observed for S-II. The area
was disordered, which made it impossible to obtain clear atomic-resolution images. In comparison, the SC areas
on S-I and S-III [Fig. S13(g,i)] are less disordered and atomic-resolution images could be obtained.

We note a correlation between the superconducting gap as discussed in Sec. IX and the amount of (presumably)
Cu remaining on the surface. The superconducting region in sample S-III shows few and small clusters [white
spots in Fig. S13(i)] and the smallest superconducting gap, S-I exhibits extended and larger clusters [white
areas in Fig. S13(g)] and an intermediate superconducting gap and S-II is entirely covered with Cu showing the
largest superconducting gap.

We show in Figs. S13(c, f, j) large scale dI/dU spectra taken on the different surfaces. As discussed in the
main text, the cleaved surface of PSBS is a single QL of Bi2Se3 above the PbSe layer. The ARPES data [8] on
this surface show a single, parabolic electron-like band with an onset around ∼-600 meV. The onset of this band
is clearly seen in our dI/dU spectrum [Fig. S13(c)], since the LDOS shows a minima exactly around ∼-600 meV.

On the cleaved surface of CPSBS, the ARPES data [9] show two electron-like bands, both 2D in nature, at
the onset energies of -600 meV and -280 meV. It is difficult to identify these bands in the spectroscopy curves
[Fig. S13(f,j)] due to the significant additional DOS around these energies. Neither is it possible to conclude
any shift of the surface bands in comparison to the spectrum on PSBS.
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FIG. S13. (a, b, d, e, g, h and i) STM topographs on the cleaved surface of PSBS (a,b), on a non-superconducting
surface of CPSBS (d,e), and on a SC area of CPSBS in sample S-I (g), sample S-II (h) and sample S-III (i). The image
(h) is a differential image; no atomic-resolution image could be obtained in the SC area of sample S-II due to higher
corrugation. However, it was possible to resolve the lattice in the SC area found in S-I and S-III in spite of the significant
coverage of Cu clusters. The atomic resolution image for S-III is shown on the right side of (i). (c, f, j) dI/dU spectrum
on the surface of PSBS (c), CPSBS (NSC) (f) and CPSBS (SC) (S-I, S-II and S-III) (j). Scan/stabilization parameters:
U = 900 mV, I = 20 nA for (a); U = 900 mV, I = 20 nA for (b); U = 500 mV, I = 500 pA for (c); U = 950 mV,
I = 50 pA for (d); U = −10 mV, I = 1 nA for (e); U = −900 mV, I = 500 pA for (f); U = 900 mV, I = 100 pA for (g);
U = 1 V, I = 10 pA for (h); U = −900 mV, I = 500 pA (right: U = −5 mV, I = 5 nA) for (i); U = 500 mV, I = 500 pA
(S-I), U = −600 mV, I = 1 nA (S-II) and U = −900 mV, I = 2 nA (S-III) for (j).
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XII. SYMMETRY ANALYSIS

A. Symmetry of the Bi2Se3 quintuple layers

The Bi2Se3 quintuple-layer structure is associated with point group D3d [10, 11]. This group consists of twelve

symmetry operations organized in six conjugacy classes: Ê, the identity; P̂ , inversion; 2Ĉ3: two rotations along
the z-axis by ±120o; 3Ĉ ′

2: three rotations by 180o along the x-axis and equivalent in-plane axes; 2Ŝ6: rotations
by ±60o along the z-axis followed by in-plane mirror reflection; 3σ̂d: three vertical mirrors passing through the
yz-plane and equivalent planes. The irreducible representations can be identified from the character table for
D3d, as displayed in Table II.

irrep Ê 2Ĉ3 3Ĉ′
2 P̂ 2Ŝ6 3σ̂d

A1g +1 +1 +1 +1 +1 +1
A2g +1 +1 -1 +1 +1 -1
Eg +2 -1 0 +2 -1 0
A1u +1 +1 +1 -1 -1 -1
A2u +1 +1 -1 -1 -1 +1
Eu +2 -1 0 -2 +1 0

TABLE II. Character table for the point group D3d.

1. Description of the normal state

The normal state Hamiltonian can be described by two effective orbitals of opposite parity, referred as P1z+

and P2z− [11, 12]. In the basis Φ†
k = (c†1↑, c

†
1↓, c

†
2↑, c

†
2↓)k, the Hamiltonian can be parametrized as:

Ĥ0(k) =
∑

a,b

hab(k)τ̂a ⊗ σ̂b, (S2)

where τ̂a=1,2,3 are Pauli matrices encoding the orbital degrees of freedom (DOF), σ̂b=1,2,3 are Pauli matri-
ces encoding the spin DOF, and τ̂0 and σ̂0 are two-dimensional identity matrices in orbital and spin space,
respectively. In the presence of time-reversal and inversion symmetries, the only allowed terms in the Hamil-
tonian have the subscripts (a, b) = {(0, 0), (2, 0), (3, 0), (1, 1), (1, 2), (1, 3)}. Time-reversal symmetry is defined

as Θ̂ = Kτ̂0 ⊗ (iσ̂2), where K stands for complex conjugation, and the parity operator as P̂ = τ̂3 ⊗ σ̂0. The
properties of the τ̂a ⊗ σ̂b matrices under the point group operations allow us to associate each of these terms
to a given irreducible representation of D3d, therefore constraining the momentum dependence of the form
factors hab(k) by symmetry. Table III provides the details on the properties of each term in the normal-state
Hamiltonian and an expansion of hab(k) for small momenta.

(a, b) P̂ Ĉ3 Ĉ′
2 σ̂d Irrep hab(k) Process

(0, 0) +1 +1 +1 +1 A1g C0 + C1k
2
z + C2(k

2
x + k2

y) Intra-orbital hopping
(2, 0) -1 +1 -1 +1 A2u B0kz Inter-orbital hopping
(3, 0) +1 +1 +1 +1 A1g M0 +M1k

2
z +M2(k

2
x + k2

y) Intra-orbital hopping
(1, 1) -1 y -1 +1 Eu −A0ky SOC
(1, 2) -1 x +1 -1 Eu A0kx SOC
(1, 3) -1 +1 +1 -1 A1u R1kx(k

2
x − 3k2

y) SOC

TABLE III. Parametrization of the normal-state Hamiltonian given in Eq. (S2) for materials in the family of Bi2Se3.

The columns labeled by P̂ , Ĉ3, Ĉ
′
2 and σ̂d indicate how the basis matrices τ̂a ⊗ σ̂b, indicated by (a, b), transform under

the respective point group operations, such that one can associate these with different irreducible representations of D3d

(Irrep). The seventh column gives the expansion of the accompanying form factors hab(k) for small momentum, and the
last column the associated physical process. The value of the coefficients for Bi2Se3 and other materials in this family
can be found by first principles calculations (see for example Table IV in Ref. [17]).

Note that the three first terms in Table III are spin-independent: (0, 0) and (3, 0) are even and associated
with intra-orbital hopping, while (2, 0) is odd and encodes inter-orbital hopping. The last three terms are
spin-dependent and inter-orbital in character, therefore all odd. The terms (1, 1) and (1, 2) are associated with
a Rashba-like spin-orbit coupling. The term (1, 3) is associated with trigonal warping of the Fermi surface and
is usually dropped from the effective Hamiltonians since these carry at least terms of third order in momenta.
Note that the coefficients C1, B0, and M1 for CPSBS are smaller than the ones used for doped Bi2Se3 materials
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given the presence of the PbSe layers. The Fermi surface of CPSBS was experimentally shown to be cylindrical
(2D Fermi surface) [9], while the Fermi surface in doped Bi2Se3 materials can be either ellipsoidal (3D) or
cylindrical (2D).

2. Classification of order parameters with momentum-independent gap matrices in the microscopic basis

Given these symmetries, we can classify all order parameters with k-independent gap matrices in the mi-
croscopic basis according to the irreps of D3d. Following [4], the order parameters can be generally written
as:

∆̂ =
∑

a,b

dabτ̂a ⊗ σ̂b(iσ̂2). (S3)

The allowed momentum-independent gap matrices can be determined by first searching for matrices satisfying
∆̂ = −∆̂T , following fermionic antisymmetry. These can be classified according to the irreducible representations
of D3d, as displayed in Table IV. These order parameters are constructed in the orbital basis, so one needs to
transform them to the band basis in order to discuss the presence of nodes and their locations. Following the
discussion in the SM of [4], we find the nodes highlighted in the last two columns of Table IV.

[a,b] Irrep Spin Orbital Parity Matrix Form Zero at 3D FS Zero at 2D FS
[0,0]

A1g Singlet Intra Even
τ̂0 ⊗ σ̂0(iσ̂2) - -

[3,0] τ̂3 ⊗ σ̂0(iσ̂2) - -
[2,3] A1u Triplet Inter Odd τ̂2 ⊗ σ̂3(iσ̂2) - -

[1,0] A2u Singlet Inter Odd τ̂1 ⊗ σ̂0(iσ̂2)
along the kz axis

kx = ky = 0
-

[2,1]
Eu Triplet Inter Odd

τ̂2 ⊗ σ̂1(iσ̂2)
along the kx axis

kz = ky = 0
along the kxkz plane*

ky = 0

[2,2] τ̂2 ⊗ σ̂2(iσ̂2)
along the ky axis

kz = kx = 0
along the kykz plane**

kx = 0

TABLE IV. Superconducting order parameters for materials in the family of Bi2Se3. Here we focus on the order
parameters with momentum-independent gap matrices in the microscopic basis and highlight the associated irreducible
representation (Irrep) and the spin, orbital character, and parity of the respective gap matrix. We write the order
parameter in the matrix form τ̂a ⊗ σ̂b(iσ̂2). Here we factor out (iσ̂2) so that one can directly relate b = 0 to a singlet
state and b = {1, 2, 3} with the {x, y, z} components of the d-vector parametrization for triplet states. * Nodes are lifted
if trigonal warping is introduced in the (1, 3) term in the normal state. ** Nodes are not lifted if trigonal warping is
introduced in the (1, 3) term in the normal state.

B. Symmetry reduction for the bulk of CPSBS

For CPSBS, the presence of the (PbSe)5 layers reduces the point group symmetry to D1d (isomorphic to C2h).

In CPSBS Ĉ3 is not a symmetry transformation anymore, but Ĉ ′
2 and σ̂d are still valid symmetry operations

which allow us to generate the character table for the reduced group from the table for D3d. The point
group D1d is formed by four operations organized in four conjugacy classes, therefore there are four irreducible
representations, as displayed in Table V. The irreducible representations from D3d to D1d are mapped as
follows: A1g/u → A1g/u, A2g/u → A2g/u, Eg/u → {A1g/u, A2g/u}. The last correspondence means that the two
dimensional irreducible representations of D3d are split in D1d.

irrep Ê Ĉ′
2 P̂ σ̂d

A1g +1 +1 +1 +1
A2g +1 -1 +1 -1
A1u +1 +1 -1 -1
A2u +1 -1 -1 +1

TABLE V. Character table for the point groupD1d obtained from a reduction of the character table forD3d by eliminating
the columns corresponding to the conjugacy classes labelled as 2Ĉ3 and 2Ŝ6.
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1. Description of the normal state

Given the presence of parity and time-reversal symmetries, the only terms allowed in Ĥ0(k) are the same
as the ones enumerated for the case of D3d symmetry, but now these are mapped to different irreducible
representations. The main consequence for our model is that the parameter A0 does not need to be the same
for the (1, 1) and (1, 2) terms (see Table VI).

(a, b) P̂ Ĉ′
2 σ̂d Irrep hab(k)

(0, 0) +1 +1 +1 A1g C0 + C1k
2
z + C2(k

2
x + k2

y)
(2, 0) -1 -1 +1 A2u B0kz
(3, 0) +1 +1 +1 A1g M0 +M1k

2
z +M2(k

2
x + k2

y)
(1, 1) -1 -1 +1 A2u −A1ky
(1, 2) -1 +1 -1 A1u A2kx
(1, 3) -1 +1 -1 A1u R1kx(k

2
x − 3k2

y)

TABLE VI. Parametrization of the normal-state Hamiltonian given in Eq. (S2) for materials in the family of Bi2Se3
with reduced D1d symmetry, applicable to the bulk of CPSBS. Note the different coefficients for (1, 1) and (1, 2) terms.

2. Order parameter discussion

Concerning the order parameters, the reduction of the point group symmetry in principle allows for new kinds
of superpositions, as suggested by Table I in the main text. Note that [0, 0] and [3, 0] belong to A1g, [2, 3] and
[2, 2] belong to A1u, and that [1, 0] and [2, 1] belong to A2u. According to experiments, the order parameter
that is in agreement with the symmetry protected nodes in the bulk of CPSBS is [2, 2]. By symmetry, the most
general form of the order parameter in D1d is a linear superposition of [2, 2] and [2, 3]. A superposition of these
two types of order parameters generally lifts the nodes present in the case of a pure [2, 2] order parameter. The
mixing of [2,2] and [2,3] order parameters is only possible in the presence of both SOC terms (1, 2) and (1, 3)
in the normal state Hamiltonian. As the trigonal warping term (1, 3) is negligibly small, this mixing should
also be small in the bulk. The smallness of trigonal warping explains the robustness of the nodes (or their
transformation to near nodes with experimentally unaccessible minima) in the bulk of CPSBS.

C. Symmetry reduction at the surface of CPSBS

At the surface of CPSBS, inversion symmetry is broken and the group is reduced to C1v with only two
elements, therefore only two conjugacy classes and irreducible representations. The irreps are mapped according
to {A1g, A2u} → A1 and {A2g, A1u} → A2, as indicated by the C1v character table displayed as Table VII.

irrep Ê σ̂d

A1 +1 +1
A2 +1 -1

TABLE VII. Character table for the point group C1v obtained by reducing the character table for D1d by eliminating
the columns corresponding to P̂ and Ĉ′

2.

1. Description of the normal state

Note that in the absence of inversion symmetry all (a, b) terms in the normal state Hamiltonian are symmetry
allowed. The new terms in the normal state Hamiltonian are summarized in Table VIII.

2. Order parameter discussion

The order parameters are now mapped such that [0, 0], [3, 0], [1, 0], and [2, 1] belong to the A1 irrep, while
[2, 3] and [2, 2] belong to the A2 irrep. Note that the latter is the same type of mixing found for D1d symmetry.
Again, according to experiments, the order parameter that is in agreement with the symmetry protected nodes
in CPSPS is [2, 2]. By symmetry, the most general form of the order parameter in C1v is a linear superposition
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(a, b) σ̂d TRS Irrep hab(k) Process
(0, 0) +1 + A1 C0 + C1k

2
z + C2(k

2
x + k2

y) Intra-orbital hopping
(0, 1) +1 - A1 c1ky + c′1kz SOC
(0, 2) - 1 - A2 c2kx + c′2kx(k

2
x − 3k2

y) SOC
(0, 3) -1 - A2 c3kx + c′3kx(k

2
x − 3k2

y) SOC
(1, 0) +1 + A1 c4 + c′4k

2
z + c′′4 (k

2
x + k2

y) Inter-orbital hopping
(1, 1) +1 - A1 −A1ky + a1kz SOC
(1, 2) -1 - A2 A2kx SOC
(1, 3) -1 - A2 R1kx(k

2
x − 3k2

y) + r1kx SOC
(2, 0) +1 - A1 B0kz + b0ky Inter-orbital hopping
(2, 1) +1 + A1 c5 + c′5k

2
z + c′′5 (k

2
x + k2

y) SOC
(2, 2) -1 + A2 c6kxkz + c′6kykz SOC
(2, 3) -1 + A2 c7kxkz + c′7kykz SOC
(3, 0) +1 + A1 M0 +M1k

2
z +M2(k

2
x + k2

y) Intra-orbital hopping
(3, 1) +1 - A1 c8ky + c′8kz SOC
(3, 2) -1 - A2 c9kx + c′9kx(k

2
x − 3k2

y) SOC
(3, 3) -1 - A2 c10kx + c′10kx(k

2
x − 3k2

y) SOC

TABLE VIII. Parametrization of the normal-state Hamiltonian given in Eq. (S2) for materials in the family of Bi2Se3
with reduced C1v symmetry, applicable to the surface of CPSBS. Here we entered new symmetry allowed coefficients b0,
a1, r1, and ci, c

′
i, and c′′i , for i = {1, ..., 10}.

of [2, 2] and [2, 3]. As discussed above, the mixing of these two types of order parameters would generally lift
the nodes. Note that, in presence of only C1v symmetry, these two order parameter components can be coupled
by multiple pairs of terms in the normal state Hamiltonian.

D. Symmetry reduction at the surface of CPSBS with disorder

At the surface of CPSBS, superconductivity was only observed in areas with no stripe pattern. This suggests
that the influence of the PbSe layers in the superconducting areas is weakened and the three-fold rotational
symmetry of the Bi2Se3 layers in the bulk is restored in these regions. We consider then the point group
symmetry of the surface of Bi2Se3, identified as C3v. The irreps are mapped according to {A1g, A2u} → A1,
{A2g, A1u} → A2, and {Eu, Eg} → E, as indicated by the C3v character table displayed as Table IX.

irrep Ê 2Ĉ3 3σ̂d

A1 +1 +1 +1
A2 +1 +1 -1
E 2 -1 0

TABLE IX. Character table for the point group C3v obtained by reducing the character table for D3d by eliminating the
columns corresponding to P̂ , 3Ĉ′

2, and 2Ŝ6.

1. Description of the normal state

Note that in the absence of inversion symmetry all (a, b) terms in the normal state Hamiltonian are symmetry
allowed. The new terms in the normal state Hamiltonian are summarized in Table X.
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(a, b) σ̂d TRS Irrep hab(k) Process
(0, 0) +1 + A1 C0 + C1k

2
z + C2(k

2
x + k2

y) Intra-orbital hopping
(0, 1) +1 - E m1ky SOC
(0, 2) - 1 - E −m1kx SOC
(0, 3) -1 - A2 m2kx(k

2
x − 3k2

y) SOC
(1, 0) +1 + A1 m3 +m′

3k
2
z +m′′

3 (k
2
x + k2

y) Inter-orbital hopping
(1, 1) +1 - E −A0ky SOC
(1, 2) -1 - E A0kx SOC
(1, 3) -1 - A2 R1kx(k

2
x − 3k2

y) SOC
(2, 0) +1 - A1 B0kz Inter-orbital hopping
(2, 1) +1 + E m4(k

2
x − k2

y) SOC
(2, 2) -1 + E −m4kxky SOC
(2, 3) -1 + A2 m5kxkz(3k

2
x − k2

y) SOC
(3, 0) +1 + A1 M0 +M1k

2
z +M2(k

2
x + k2

y) Intra-orbital hopping
(3, 1) +1 - E m6ky SOC
(3, 2) -1 - E −m6kx SOC
(3, 3) -1 - A2 m7kx(k

2
x − 3k2

y) SOC

TABLE X. Parametrization of the normal-state Hamiltonian given in Eq. (S2) for materials in the family of Bi2Se3 with
reduced C3v symmetry, applicable to the surface of doped Bi2Se3 and the disordered surfaces of CPSBS. Here we entered
new symmetry allowed coefficients mi, m

′
i, and m′′

i , for i = {1, ..., 7}.

E. Parametrization of normal state Hamiltonian and gaps for Figure 5 in the main text

For the generation of Figure 5, we used the following first principle parameters extracted from Ref. [12] for
the starting Hamiltonian with D3d symmetry:

A0 = 3.33 eVÅ−1, (S4)

C0 = −0.0083 eV,

C2 = 30.4 eVÅ−2,

M0 = −0.28 eV,

M2 = 44.5 eVÅ−2,

R1 = 50.6 eVÅ−3.

We set B0 = C1 = M1 = 0 (in the respective units) to eliminate the kz dependence.
In the presence of D1d symmetry, A1 ̸= A2. As we do not have access to first principles calculations, we

choose A1,2 = A0 ±A0/10. The gap anisotropy does not seem to strongly depend on the ratio A1/A2.
For the new terms at the surface, we also do not have access to a first principles calculation, so we set these

to be a fixed percentage (p) of the value of terms with similar momentum dependence in the original normal
state Hamiltonian with inversion symmetry.

For the case with D1d symmetry we set

c1 = b0 = c8 = −pA1 (S5)

c2 = c3 = c9 = c10 = pA2

c′2 = c′3 = c′9 = c′10pR1

c4 = c5 = pC0

c′4 = c′5 = pC1,

c′′4 = c′′5 = pC2

r1 = pA2

and take a1 = c6 = c′6 = c7 = c′7 = c′8 = 0 to eliminate the kz dependence.
For the case with C3v symmetry we set

m1 = m6 = pA0 (S6)

m2 = m7 = pR1

m3 = pC0

m′
3 = pC1

m′′
3 = pC2

and take m4 = 0 as there is no such terms in our parametrization of the normal state Hamiltonian with D3d

symmetry, and we take m5 = 0 to eliminate the kz dependence.
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For Figure 5 in the main text, we used a chemical potential shift of µ = 0.4eV, the order parameter magnitude
of d = 0.01eV, and the surface factor p = 0.01. For the gap with C1v symmetry we choose d22/d23 =

√
2 and for

the gap with C3v symmetry we choose d22/d21 = 1. The choice of p and ratio of order parameters were such that
we could find order parameter superpositions that have gap anisotropy and gap minima rotation comparable to
the experimental observations. A more microscopic derivation of such parameters would be desirable, but goes
beyond the scope of this work.
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4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Y. Ando proposed the experiments on which this chapter is based. Y. Wang grew the𝑇𝑙𝐵𝑖𝑆𝑒2
crystals. M. Bagchi acquired transport data. Pb deposition on 𝑇𝑙𝐵𝑖𝑆𝑒2 was carried out by
M. Bagchi and J. Brede. STM data was acquired primarily by J. Brede with contributions
from M. Bagchi. STM data was analyzed by M. Bagchi under the supervision of J. Brede.

4.1 Motivation: topological proximity effect

More than a decade ago Fu and Kane made a proposal [12] for constructing Majorana
fermions (MF) in a condensed matter system built out of a normal s-wave superconductor
(SC) and a topological insulator (TI). Soon after, the crux of the proposal was realized by
growing epitaxial thin films of Bi2Se3 [13] and Bi2Te3 [107] on the superconductor NbSe2.
For a thickness of 6 QL Bi2Se3 film grown epitaxially on NbSe2

1, a superconducting gap
was measured on the surface using STS, while ARPES data confirmed the formation of
the topological surface state for the same film thickness and above. Similar observations
were made on Bi2Te3/NbSe2, with the additional observation of Abrikosov vortices in
the proximitized TI. Although zero-energy vortex core states were found, it could not be
identified as a signature of MZM since the insufficient energy resolution of the experiment
prevented any distinction between the non-trivial zero mode and trivial vortex states. To
circumvent this problem, Xu et al. [108] demonstrated a different experimental signature
for a MZM. They showed that unlike a vortex in a conventional superconductor where the
ZBCP of the vortex bound state splits immediately as one moves away from the vortex
core, the ZBCP in the vortex cores of their proximitized Bi2Te3 film only splits after a
finite distance off the vortex center, giving a Y-shaped spatial profile. This unexpected
behaviour of the vortex bound states was attributed to a MZM. Later experiments on
Bi2Te3/Pt/Nb(110)/Al2O3 [109] have resulted in similar conclusions.2

All the above experiments managed to epitaxially interface a bulk superconductor and
a TI. However, experiments such as those involving a superconducting qubit implemented
using a TI Josephson junction require the growth of a superconductor on a TI surface.
Growing common SCs such as Nb, Al or NbN epitaxially on a TI has proved to be quite
challenging. Hence, a different experimental route to realizing the Fu and Kane proposal

1Growth of Bi2Se3 or Bi2Te3 on NbSe2 proceeds via an interface layer which essentially consists of a bilayer
of Bi(110).

2Recently, Kim et al. [110] have observed "anisotropic non-split zero-energy vortex bound states in a
conventional superconductor" indicating that the latter may not be a unambiguous signature of MZMs.
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4 Pb(111) thin film on TlBiSe2: a 2D TSC?

is desirable. In this regard, experiments by Shoman et al. [111] and then Trang et al. [43]
suggest an alternate approach.

Shoman et al. [111] interfaced the TI TlBiSe2 with one-bilayer Bi, a metal3. ARPES
measurements on the heterostructure showed that the Dirac point of the surface state (SS)
of TlBiSe2 is considerably higher in energy as compared that measured on the surface of
TlBiSe2 itself; interpreted as migration of the SS into the Bi bilayer. The migration of
the SS was attributed to the "spin-dependent hybridization of the wave functions at the
metal-TI interface" [111] and the phenomena was termed as topological proximity effect
(TPE).

The covalent nature of bonding in TlBiSe2 plays a key role in the TPE. The dangling
bonds on the cleaved surface of TlBiSe2 will lead to a strong hybridization with any metal
deposited on its surface. This is not the case for Bi2Se3 or Bi2Te3. Their cleaved surfaces
have no open bonds, allowing for only weak hybridization [113] with the deposited metal
and no change in band structure [114] as a result.

The other requirement for TPE is that the deposited metal should grow well on the TI
surface as a thin film, resulting in quantized 2D bands. The hybridization between TI
SS and 2D metal band at the interface is at the heart of TPE. Further, as pointed out in
Ref. [111], for this kind of hybridization between two bands their spin states must agree.
Hence for hybridization with the TI surface state it is preferable that metal bands are spin
split, as in the case of 2D-Bi. The spin dependent hybridization between the bands is
expected to make the effect stronger.

In short, TPE makes the TI SS accessible on the surface of SC/TI. The final step in the
road to realizing a Fu-Kane heterostructure via the TPE is to use a metal that can induce
Cooper pairing in the electrons of the TI SS. Trang et al. [43] grew such a heterostructure.
In their experiment, a s-wave superconductor [Pb(111)] is grown on TlBiSe2. The TPE
is verified in ARPES experiment where TI SS is shown to migrate to the top of the
superconducting thin film. Further, they observe a gap opening at points along the ΓM
and ΓK where the Dirac-cone crosses the Fermi level (𝐸F). This enables them to conclude
an isotropic superconducting gap on the Dirac-cone Fermi surface and they speculate that
pairing in this case should be of the kind predicted by Fu and Kane [12], i.e., a 2D TSC is
realized.

Using Fig. 4.1 we summarize the ARPES results. The Dirac cone SS is seen around
Γ point for pristine TlBiSe2. For Pb on TlBiSe2, along with the SS, several M-shaped
bands appear. They are ascribed to the quantum well states (QWSs) due to the quantum
confinement of electrons in the Pb thin film; also seen for Pb(111) thin film on Si(111).
The energy positions of these QWSs vary as a function of thickness of the Pb film. By
comparing with the energy location of the QWS between calculations for free-standing
n-ML Pb film and ARPES data, they have identified the thickness of Pb film grown on
TlBiSe2 to be 17 ML (5 nm). The QWSs can also be identified in our spectroscopy
measurements and will be discussed later.

3Bilayer of Bi(111) thin film is recognized to be a 2D TI with 1D helical edge states [112, 35].
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4.1 Motivation: topological proximity effect

Figure 4.1: Migration of topological surface states to the surface of Pb film. (a)-(c) Exper-
imental band dispersions extracted from the peak positions of MDCs/EDCs. (d) Schematics
of the hybridization between topological Dirac-cone state and QWSs followed by illustration
of the superconducting-gap opening on the QWS- and TSS-derived bands. Figure taken from
[43].
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4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Figure 4.2: Morphology and spectroscopy on the surface of TlBiSe2. (a) Crystal structure
of TlBiSe2 (modified from Ref. [43]). (b) A 250 nm by 250 nm STM image of the cleaved
surface of TlBiSe2 (inset: a zoomed image showing a disordered surface with a corrugation of
∼400 pm). (c, d) d𝐼/d𝑈 spectrum (top) and a cartoon (below) showing the expected bandgap
of ∼0.3 V based on ARPES data.

Apart from bands of Pb, a Dirac cone like band appears above the highest QWS. This
band cannot originate from Pb since it is not observed for Pb on Si(111). However
the photoelectron escape depth in ARPES experiment is only ∼0.5-1 nm, which would
preclude ARPES intensity from the TI, almost 5 nm from the surface. This led the authors
to conclude that the Dirac cone of TlBiSe2 has migrated to the surface of Pb film. Since
the QWSs and TI SS are momentum resolved in the ARPES data, the authors are also able
to show a SC gap opening in the specific TI band, giving strong credibility to their main
claim. Although ARPES has given compelling evidence for a 2D TSC, it cannot operate
in the presence of an external magnetic field and other local spectroscopic techniques such
as STM must be used to probe the spatially localized MFs that are expected to emerge in
vortex cores of a 2D TSC.

In this chapter we investigate the SC/TI heterostructure of Pb (111) thin film on TlBiSe2
using the surface sensitive technique of STM. Our primary goal is to look in the vortex cores
for signatures of Majorana modes. In the next sections, we first look at the morphology of
the TlBiSe2 surface layer and then calibrate the deposition of Pb film before proceeding to
grow the film on our TI surface.

4.2 TlBiSe2: morphology

We compare and contrast the bulk TI TlBiSe2 with Bi2Se3. As opposed to the Bi2Se3
stacking sequence of Se-Bi-Se-Bi-Se, we have -Tl-Se-Bi-Se-Tl- and the absence of a vdWs
gap [see Fig. 4.2(a)]. The 'cleaving' plane in this case is between the Tl and Se layer due
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to the larger interlayer distance of 209 pm, or weaker bonding, as compared to 167 pm
between Bi and Se layers. Fig. 4.2(b) shows the as-cleaved surface of TlBiSe2. Inset of
Fig. 4.2(b) is a zoomed image showing a disordered worm-like surface. A very similar
surface was reported by Pielmeier et al. [115]. Using a combined STM/AFM4 system they
were able to obtain atomic resolution within the worms showing a hexagonal lattice, with
neighbouring islands having the same structure and orientation. By counting individual
atoms they found that half the atoms of the topmost layer were lost in the cleaving process.
Although this layer is damaged, the lower layers were shown to be intact and crystalline
from the superstructure spots that were rotated by 30◦ with respect to the Bragg spots. The
predominant step height observed by them was 0.75 nm which corresponds to the Tl-Tl
distance. This led them to conclude that the topmost layer was made of Tl atoms. Their
observation was corroborated by the XPS study from Kuroda et al. [116] which showed a
splitting of both doublet peaks of the Tl 5d core level, indicating two types of environments
for the Tl atoms. A possible explanation is that the Tl atoms are present in the bulk and
also on the surface.

We performed electronic characterization of this surface in terms of spectroscopy. d𝐼/d𝑈
spectrum, which is proportional to the LDOS, taken on the cleaved surface of TlBiSe2 is
shown Fig. 4.2(c). It is difficult to identify the Dirac point (DP) and the bottom of the
bulk conduction band (BCB) from the spectrum alone due to additional density of states
around -150 meV, most likely coming from the layer of Tl atoms on the surface. Based on
the ARPES data for this surface in Refs. [117, 118, 43], one expects a bandgap between
200−300 meV. Further the ARPES data shows the Fermi level to lie 200 meV inside the
BCB, in agreement with the estimate based on the carrier density obtained in transport
measurements on this sample (see Fig. 4.3).

We alo point out that concrete evidence for the presence of the topological surface state
(TSS) in terms of observation of Landau levels could not be measured as spectroscopy on
this surface is challenging.

4.3 UHV growth of Pb thin film on TI

It is very difficult to grow thin films of common superconductors such as Nb, V among
others, on semiconducting substrates. However, high quality ultrathin superconducting
films of Pb have been grown on semiconducting Si and Ge substrates with great success in
the past [119–122]. Thin films of Pb were also found to be superconducting, even down to
an atomic layer [123].

For an fcc metal like Pb the lowest surface energy corresponds to the (111) surface
(𝐸 𝑠111<𝐸 𝑠100<𝐸 𝑠110). Hence growth along the [111] direction is preferred for room temper-
ature as well as low temperature growth of Pb films. The thickness for a monolayer of Pb
film in the [111] direction is 0.285 nm5.

4AFM: Atomic force microscope
5The distance between (111) planes of a fcc lattice is given as 𝑎√

3
, where 𝑎 is the lattice constant of the

93



4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Figure 4.3: Bulk characterization of TlBiSe2 crystals. (a) Temperature dependence of
resistivity (𝜌𝑥𝑥) of a TlBiSe2 crystal belonging to the same batch as the ones used for the
STM experiments in this chapter. (b) Magnetic-field dependence of the Hall resistivity (𝜌𝑦𝑥)
measured at 2 K, which gives a carrier density of 8×1019 cm−3.

As a first step, we calibrated the growth by comparison with the well-known systems
such as Pb films on Cu(111) and Si(111) 7x7 surface for a nominal thickness of 10 ML of
Pb. Below we discuss the growth and calibration for the Pb film on our TI surface.

We aim to grow 17 ML or 4.85 nm of Pb on our TI surface. For this purpose the TI crystal
is first cleaved in UHV to reveal a shiny mirror-like surface. Pb atoms are then deposited on
this crystal using a Knudsen cell evaporator while keeping the crystal/substrate at liquid N2
temperatures. Low growth temperatures prevent clustering of the Pb atoms upon reaching
the surface. The deposition time for Pb was based on the rate obtained using the quartz
microbalance available in the preparation chamber. Rate was found to be 0.02 ML/s at
Knudsen cell temperature of 540 ◦C.

Since the deposition rate on the sample may not be exactly the same as the deposition rate
on the microbalance, due to the different physical positions of the two in our preparation
chamber in relation to the evaporator, we made a separate calibration using the STM. We
evaluated the coverage of nominally 5 ML of Pb on TlBiSe2. The sample was prepared by
depositing Pb on the TI at low temperatures followed by annealing to room temperature
for 30 minutes before inserting in the STM. As a result the Pb film transitioned to form
worm-like high islands [see Fig. 4.4(a)]. By evaluating the coverage on this area the tooling
factor was determined. The corrected deposition rate found was 0.018 ML/s.

4.4 Characterization of the Pb film on TlBiSe2

Figure 4.5(a) shows the surface morphology of a 15 ML Pb film deposited on TlBiSe2
surface while keeping the sample temperature at ∼80 K. Instead of a uniform 15 ML
thickness, we observe several atomic layers on the surface. Each layer has a hexagonal
lattice structure [Fig. 4.5(b)] which reconfirms growth along the [111] direction. Upon

conventional cell.
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4.4 Characterization of the Pb film on TlBiSe2

Figure 4.4: Pb coverage on TlBiSe2 surface. (a) A 1.2 𝜇m by 1.2 𝜇m STM image showing
high islands of Pb on the TlBiSe2 surface. (b) Line profile taken along the blue line in (a).

zooming in on a smaller area in Fig. 4.5(c) and taking a line profile [Fig. 4.5(d)] along the
blue line, we identify 5 different steps, each of height that matches the distance between
fcc(111) planes of Pb [note that in the bigger image of Fig. 4.5(a) some of the holes are
∼3 ML deeper].

The electronic structure of the different terraces over a large energy window is docu-
mented using STS. In Fig. 4.5(e) we show d𝐼/d𝑈 spectra taken on two different Pb layers
[positions indicated in panel (c)]. The spectra show several peaks, with the peak positions
changing from one step to the next. Peaks in the d𝐼/d𝑈 spectra correspond to peaks in the
LDOS and are attributed to the QWSs of Pb thin films. In 2D films of Pb the conduction
electrons get confined by the substrate on one side and vaccum on the other producing
quantum levels (or subbands) known as QWSs. These quantized energy levels show up as
peaks6 in the LDOS spectroscopy. Energy positions of peaks corresponding to the QWSs
depend on the thickness of the island (this determines the depth of the quantum well) and
their widths indicate the lifetime of the state. The fact that the QWS peaks in the red curve
look broad as compared to the blue curve can be interpreted as an indication of additional
scattering for this layer, likely from the 2D boundaries.

Nevertheless, QWS peaks can be used to identify the thickness of the Pb film grown. The
positions of QWSs in the blue curve in Fig. 4.5(e) agrees best with those for the 17 ML film
in slab calculations for free-standing n-ML Pb film given in Ref. [43] (see Table 4.1). The
orange curve in Fig. 4.5(e) taken on the island which a ML higher should then correspond
to 18 ML. Hence along the line profile in Fig. 4.5(d) we identify the nearly completely
closed layer as the 15th ML. The islands in excess of 15 ML can be added up to roughly
give an additional coverage of 1 ML.

6It is a peak and not a step-like increase in the LDOS due to a 1D-like Van Hove singularity at the band
bottom.
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Figure 4.5: Characterization of Pb film on TlBiSe2. (a) Large scale STM topograph image
of the Pb film grown on TlBiSe2 showing various heights. (b) Atomically resolved image of
the Pb surface showing a hexagonal lattice which indicates growth along the [111] direction.
(c) A zoomed view in the same area as (a) where 6 different layers can be identified. (d) Line
profile taken along the blue line indicated in (c). (e) d𝐼/d𝑈 spectra taken on the two points
corresponding to two different layers as indicated by the filled circles in (c). The spectra
show multiple peaks which are attributed to quantum well states (QWS). (f) d𝐼/d𝑈 spectrum
recorded in the perpendicular magnetic field of 8 T. Inset shows two peaks about ≈14 meV
apart around the Fermi level.
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ARPES[43]

16 ML -1.06 eV -0.33 eV

17 ML -1.51 eV -0.86 eV -0.16 eV

18 ML -1.15 eV -0.52 eV

STM (this work)
17 ML -0.85 eV -0.15 eV 0.53 eV 1.16 eV

18 ML -1.07 eV -0.51 eV 0.22 eV 0.93 eV

Table 4.1: Overview of the locations of the QWS for 16, 17 and 18 ML as given in Ref. [43]
and those identified in this work.

We also attempted Landau level spectroscopy in search for the TSS of the TI on the
surface. No clear peaks are seen in the LDOS in the presence of an out-of-plane magnetic
field of 8 T [see Fig. 4.5(f)]. However, upon zooming in near the Fermi level we see two
peaks separated by ∼14 meV, which fit to Landau levels of the TI surface state with large
indices [58] but no further investigation of these peaks was done.

Having characterized the surface electronic properties of our Pb film we now proceed to
spectroscopic characterization of its superconductivity. In the remainder of this section we
discuss the SC gap (Δ) value, critical temperature (𝑇c), critical field (𝐻c2) and Ginzburg-
Landau coherence length (𝜉GL) of our film. We compare such parameters associated with
superconductivity of the film to literature values of Pb films on Si(111) surface. They are not
expected to match exactly due to the difference in substrates. However, such a comparison
can give us an insight into the quality of the film in terms of its superconductivity.

High resolution spectroscopy on the Pb film [Fig. 4.6(a)] at our lowest system temperature
of 0.35 K reveals a clear superconducting gap [Fig. 4.6(b)]. A Dynes fit to the spectrum
yields a SC gap of 1.2 meV. The gap value is weakly sensitive to the actual values of𝑇eff and
Γ used for a certain range. Two such fit results are shown: 𝑇eff=0.7 K, Γ=0.05 meV (black
dashed trace) and 𝑇eff=0.97 K, Γ=0.1 meV (red trace). While the red curve reproduces the
data near the coherence peaks, both curves fail near the gap bottom, i.e., a Dynes model is
not able to describe the superconducting gap fully7.

The measured gap value is similar to the gap of 1.3 meV reported for a 20 ML thick
Pb film grown on a Si(111) 7×7 substrate, measured at 𝑇=0.4 K [124].8 Next, we trace
the SC gap as a function of temperature to experimentally obtain a 𝑇c value of 6.2 K for
our film. The extracted gap values for all measured spectra are shown as a function of the
system temperature in Fig. 4.6(c). Fitting the data points with the BCS gap equation (red
curve) returns a 2Δ0/𝑘B𝑇c of 4.56 as opposed to the BCS ratio of 3.52. The deviation from

7I should check if a model which takes into account electron pairing between two bands can fit the data.
8Bulk Pb shows a superconducting energy gap of 1.35 meV, 𝑇c of 7.2 K, 𝐻c2 of 80 mT, 𝜉GL between

51-83 nm and London penetration depth (𝜆L) of 32-39 nm [125]. The values of these bulk parameters
are expected to change in 2D-films due to the reduced dimension.
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Thickness (MLs) 2 4 5 10 11 13 15 17 18
𝑇c (K) [122] 3.6/4.8 6.7 6.3 6 6 6.1 6 - -
𝑇c (K) [120] - - 5 6 6.2 6.3 - 6.5 6.6

Table 4.2: 𝑇c values for different Pb film thickness on Si(111) substrate.

the BCS ratio is well documented in literature for Pb [126] and attributed to the strong
electron-phonon interaction present in the system.

Özer et al. [120] obtained a linear relation between 𝑇c of Pb film and inverse of its
thickness (d): 𝑇c(𝑑) = 𝑇c0(1− 𝑑c/𝑑), where 𝑇c0 is the bulk value of 7.2 K and 𝑑c = 1.5 ML
or the thickness of first superconducting layer. Based on this relation we expect a 𝑇c of
6.47 K for a 15 ML Pb film. However, on comparison with another source in literature
[122] showing 𝑇c values for Pb films of similar thickness (see Table 4.2), we conclude that
our Pb films are good.

We will now use the upper critical field (𝐻c2) value to further evaluate our film. We
have taken zero-bias conductance (ZBC) maps in a 150 nm by 150 nm area in the presence
of 𝐵⊥-fields between 60 and 500 mT at 0.35 K [three such maps are shown in Fig. 4.6(d-
f)]. Quantized flux tubes or vortices are observed for all field values, whose density
increases with increasing field. The vortices arrange themselves in a periodic lattice which
is triangular based on energy considerations, with a lattice spacing given as 𝑑vortex =

1.075 (Φ0/𝐵)1/2 [127], where Φ0 is one flux quantum, 𝐵 is the applied field. Figure
4.6(g) shows the simulated curve together with the observed value of vortex lattice spacing.
Except for the data point for the lowest field all others lie below the simulated curve which
indicates that the vortex lattice is less than perfect which could be due to vortex pinning at
the step edge on the in the TlBiSe2 substrate.

Next, we take care to measure the SC gap outside the vortices for each field value. This
is shown as a waterfall plot in Fig. 4.6(h) (this is not raw data but interpolated for equal
spacing in field values). The superconducting gap fully closes at 500 mT which we take as
the 𝐻c2 value for our film. The extracted Δ values of the SC gap as a function of field is
shown in panel (i). A less time consuming way to extract the SC gap dependence on field is
by extracting the normalized ZBC value outside the vortices, taken from a poor resolution
vortex grid. Figure 4.6(i) shows the qualitatively similar outcomes obtained by plotting
the SC gap values from STS spectra and (1 −ZBC) values of normalized curves from the
vortex grid as a function of field.

Our value of 𝐻c2 (500 mT) for a 15 ML Pb film is 6.25 times larger than the bulk 𝐻c2
of 80 mT. This is explained purely in terms of reduced dimension of the film. A reduced
film thickness means a smaller mean free path of the electrons, due to the scattering at the
new boundaries and interface, which consequently reduces the BCS in-plane coherence
length 𝜉GL (𝜉GL is related to the mean free path (𝑙) as 𝜉GL =

√︁
𝜉0𝑙, where 𝜉0 is the

coherence length in the clean limit). 𝜉GL also gives the size of a vortex and relates to 𝐻c2
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Figure 4.6: Superconducting properties of 15 ML Pb film on TlBiSe2. (a) STM topograph
of the Pb islands on TlBiSe2. (b) High resolution spectra taken at the spot marked by the
red dot in (a) at 𝑇sys=0.35 K (gray open circles) and 𝑇sys=6.2 K (blue solid circles). Two fit
results for the gray data points are shown (red line, black dashed line) using different 𝑇eff and Γ

values, both resulting in a gap value of 1.2 meV. The gap completely disappears at 𝑇sys=6.2 K.
(c) The superconducting gap is measured as a function of temperature. The gap value for each
spectrum was obtained from the Dynes fit. The data points follow the red curve which is a
fit result of the BCS gap equation. (d)-(f) Zero bias conductance (ZBC) maps taken in the
same field of view as (a) at magnetic field 𝐵=80 mT (d), 𝐵=200 mT (e) and 𝐵=350 mT (f).
(g) Distance between vortices is plotted as a function of the applied 𝐵⊥-field. The blue curve
is the simulated profile for nearest neighbor distances verses applied 𝐵⊥-field for hexagonal
closed-packed arrangement of vortices. (h) The superconducting gap is traced as a function
of 𝐵⊥-field. The SC gap was measured outside vortices in presence of a magnetic field. (i)
The superconducting gap sizes (black dots) obtained by fitting the spectra in (h) is plotted as
a function of the applied magnetic field. At the same time (1 − ZBC) of normalized spectra
is also traced (red dots).

99



4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Figure 4.7: Vortex lattice on 15 ML Pb film on TlBiSe2 at low magnetic field. (a) A
500 nm by 500 nm STM topograph is superimposed with the ZBC map taken in the area for a
𝐵⊥=60 mT. The ZBC map shows a well ordered vortex lattice. (b) Zoom in on a single vortex
marked in (a) by the red dashed box. (c) STS line profile taken across the single vortex in (b),
direction is marked by the white arrow. (d)-(f) The coherence length (𝜉GL) of the SC Pb film
is evaluated in three different ways. (d) The ZBC value from the STS line profile shown in
(c) is fit to Eq. 4.4 to obtain 𝜉GL. (e) A 2D Gaussian fit to the coarse STS grid in the 100 nm
by 100 nm area of (b) gives 𝜉GL in the horizontal and vertical directions. (f) Lines profiles
extracted out of the coarse STS grid of (e) is simultaneously fit to Eq. 4.4.
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as 𝐻c2(𝑇) = Φ0/2𝜋𝜉2
GL(𝑇). Therefore an 𝐻c2 of 500 mT corresponds to a vortex size of

25.7 nm and that for 80 mT is 64 nm. This means it is possible to pack more vortices inside
the same surface area for a thinner film as compared to a thicker or bulk material. Being
able to accommodate more vortices implies that the superconductor can sustain higher
magnetic fields or it has a higher 𝐻c2 value.

The expected vortex size or 𝜉GL of 25.7 nm is also experimentally ascertained using the
procedure explained in Refs. [128, 129]. For this purpose we look at our ZBC map at low
field (∼60 mT) [see Fig. 4.7(a)] where the intervortex distance is ∼200 nm, so the vortices
are isolated and do not interact, and pick out a single vortex in the region [Fig. 4.7(b)].
Figure 4.7(c) shows evolution of the normalized d𝐼/d𝑈 spectra as one goes across the
centre of the vortex along the white arrow marked in Fig. 4.7(b). The normalized ZBC
profile taken out of the line STS is shown in Fig. 4.7(d). This profile is fitted using the
formula [128, 129]:

𝜎(𝑟, 0) = 𝜎0 + (1 − 𝜎0) × (1 − tanh[𝑟/(
√

2𝜉GL)]), (4.4)

where 𝜎0 is the normalized ZBC away from a vortex centre, 𝑟 is the distance to the
vortex core center, and 𝜉GL is the Ginzburg-Landau in-plane coherence length. The fit
yields a value of 28.2 nm for 𝜉GL, in agreement expected value of ∼26 nm from our 𝐻c2
characterization of the film.

We explored other routes in terms of data acquisition which would give us the same
information on 𝜉GL in less time without compromising greatly on the accuracy. Thus
the parameter 𝜉GL was also evaluated by taking a poor resolution STS-Grid at zero-bias
[Fig. 4.7(e)] in the same area as in Fig. 4.7(b) and fitted with a 2D-Gaussian, which gives
an average 𝜉GL of 23 nm. Also, linecuts [Fig. 4.7(f), red data points] out of the STS-Grid
are taken and all data points are simultaneously fit to Eq. 4.4. The 𝜉GL obtained as a result
is identical to the value that was extracted out of the high resolution STS line profile across
the vortex center. Henceforth in the chapter this quick evaluation of 𝜉GL is used.

To summarize the results of this section, we have succeeded in growing 15±1 ML of Pb
film on the TlBiSe2 surface. Our Pb film shows the expected signatures of QWS and it is
superconducting with a gap of 1.2 meV, 𝑇c of 6.2 K and 𝐻c2 of 500 mT. Using the two BCS
relations of 2Δ(0)/𝑘B𝑇c = 4.38 and 𝜉0 = ℏ𝑣F/𝜋Δ(0) we can calculate the BCS coherence
length 𝜉film

0 for thin films as 𝜉film
0 𝑇film

c = 𝜉bulk
0 𝑇bulk

c . 𝜉film
0 of our film is 96.4 nm and the

observed coherence length 𝜉film
GL is 28.2 nm. From this we deduce an electronic mean free

path 𝑙 in the film of 8.5 nm, indicating that our film is in the dirty limit (𝑙 << 𝜉film
0 ). On

comparison of the Δ and 𝑇c of our film with Pb films of similar thickness on Si(111) in
literature [124, 120], we conclude that there is room for improvement in terms of film
quality. However, the present film was judged to be adequate for the next part of the
experiment.
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4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Figure 4.8: Spectroscopy inside vortex core for 15 and 210 ML Pb film on TlBiSe2. (a)
STS taken inside a vortex core (red curve) and outside a vortex (blue curve) for a 15 ML
Pb film on TlBiSe2. The red curve shows a flat density of states inside the vortex core.
(b) The superconducting gap (blue curve) measured outside the vortex for the 210 ML film
shows a gap size of 1.28 meV, very close to the expected value for bulk Pb. The red and green
spectra are taken inside the vortex. The broad peak corresponds to multiple CdGM low-energy
excitations. Our energy resolution does not permit us to resolve these states individually which
have a typical energy level spacing of Δ2/𝐸F.

4.5 Absence of Majorana modes in vortex cores

Our main goal for this experiment was to look inside the vortex core for bound states around
𝐸F. A vortex core bound state shows up as a conductance peak inside the energy range
given by the superconducting gap size. The energy of the bound state depends on whether
the vortex is trivial or topological which is directly related to the nature of the band in which
the superconducting gap opens. The spacing of the energy levels in the vortex is given as
∼𝜇Δ2/𝐸F [130], where 𝜇 is the angular momentum quantum number of the particle in a
box problem solved for the vortex which has cylindrical symmetry. For a trivial vortex, the
bound states are known as Caroli–de Gennes–Matricon (CdGM) states [131] and 𝜇 takes
half integer values whereas it becomes an integer number for a topological vortex9. For
the latter, the bound state at zero energy corresponds to a MZM [132, 133].

For our system we calculate the spacing between the bound states originating from the
Pb bulk bands and TSS as 10 𝜇eV and 6 𝜇eV, respectively (assuming Δ=1.2 meV, 𝐸F (Pb)
= 150 meV and 𝐸F (TSS) = 250 meV). These states can be resolved individually only at
the quantum limit (ql), i.e., the temperature at which the thermal smearing is narrower than
the width of the energy level, calculated to be around 30 mK in this case (𝑇ql = 𝑇cΔ/𝐸F).
Unfortunately, our energy resolution is only 200 𝜇eV (see Appendix A.3) and hence we
do not hope to resolve the individual bound states but instead a broad continuum of states

9A simple picture is that the level spacing is the same order for both vortex types and in the topological
regime the zero-point motion is eaten up by the Berry curvature, just like for the zeroth Landau level of
the TSS, discussed in section A.6.
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4.5 Absence of Majorana modes in vortex cores

which will give rise to a single broad ZBCP spanning over the SC energy gap width.

In Fig. 4.8(a) we show normalized spectroscopy curves taken inside (red trace) and
outside (blue trace) a vortex core of the 15 ML Pb film at 60 mT. No peak features are
observed inside the vortex cores for all vortices measured on this sample. A likely reason
is that since our film is in the dirty limit, i.e., 𝑙 ≪ 𝜉GL, quasiparticles living inside the
vortex are scattered on a length scale smaller than the vortex size or 𝜉GL. This will result
in the mixing of the different quasiparticle energy levels causing the conductance peak to
be smeared out or completely destroyed [134], a reasoning that holds true for all the trivial
states inside the vortex.

On the other hand, MZMs, expected at the two ends of the vortex line, are non-local
as quantum states and are topologically protected from scattering. Hence the origin for
the absence of the Majorana mode on the top surface inside the vortex must be different.
One possibility is a vortex phase transition from a topological to a trivial state, that occurs
for a chemical potential higher than a critical value above the Dirac point of the TSS, as
discussed in Ref. [44]. The idea is that the MZM at the two ends of the vortex do not
interact with each other as long as there is an energy gap that separates the states from the
two ends of the vortex line. Called as 'minigap', it is on the order of Δ/(𝑘F𝜉) (where Δ

is the SC gap, 𝑘F is the Fermi wave vector and 𝜉 is the SC coherence length). When this
energy scale becomes much smaller than Δ the vortex line becomes gapless and allows
the MZMs to travel along the line and annihilate each other. The transition from gapped
to gapless happens as a function of the increasing chemical potential with the transition
occurring at a critical value. Beyond this point the vortex line goes into a trivial phase with
no MZMs in spite of the presence of the TSS. For the system at hand we find the minigap
to be only 42 𝜇eV, hence a phase transition is possible.

Another likely scenario is that the present heterostructure does not map to the require-
ments of the Fu-Kane model [12], particularly due to the absence of the bottom TI surface
state. Instead, our system may be more similar to the one in Ref. [45], based on which we
expect an odd number of MZMs inside the vortex cores and the partner modes are taken
care of by a extended state running along the physical boundary of the system. In this
case it is not possible for the MZMs to annihilate each other. However, due to presence of
quasiparticles from the Pb bands, the MZM may no longer be localized at the surface but
can move deeper into the bulk of the votex and will avoid detection in our spectroscopy
experiment [132].

To rule out the possibility that a ZBCP was not observed due a instrumentation fault, we
measured the trivial CdGM states in a thick Pb film. From Ref. [129] it is known that a Pb
film of thickness below 60 ML falls in the dirty limit whereas a Pb film is in the clean limit
165 ML and above. Hence, we grew a 210 ML Pb film on the TlBiSe2 surface [Fig. 4.8(b)].
A ZBCP (red trace) was observed for all vortices and the peak was found to split at length
scales on the order of the coherence length, i.e., at the vortex edge.
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4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Figure 4.9: Electronic and SC properties of series of Pb film thickness. (a,b) Topograph
showing a nominally grown 5 ML (a) and 16 ML (b) Pb film. (c) Large scale STS showing
signatures of QWSs for nominally grown 16 to 19 ML. (d) Topograph for a 5 ML film is
superimposed with a ZBC map taken with a 𝐵⊥=80 mT in the same field of view showing a
vortex lattice. (e) Evolution of the SC gap from 5 ML to 16 ML.

4.6 Additional experiments

ARPES experiments [43] observed the TPE in Pb-TI heterostructure over a range of Pb
film thickness, from 11 to 22 ML. Our Pb film thickness of 15 ML falls within this range.
However, it is possible that a critical Pb film thickness exists for observing the Majorana
modes. In the following subsections we perform some additional experiments to address
such concerns, such as, we grow a series of Pb films of different thickness and measure
one sample with a superconducting tip.

4.6.1 Series of Pb thickness

We grew Pb films on TlBiSe2 starting from a nominal value of 5 ML upto 19 ML (coverage
4.6 to 20.7 ML), with STM images for 5 and 16 ML shown in Fig. 4.9(a-b). While the
growth on the former is worm-like, the latter shows a complete closed layer and irregular
island-like growth for the next layers. In all cases the films grown are uniformly thick as
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4.6 Additional experiments

Figure 4.10: Pb film thickness dependence of 𝚫, 𝝃0, 𝝃GL and 𝒍. (a-d) Variation of Δ (a),
𝜉GL (b), 𝜉0 (c), and 𝑙 (d) with thickness of the Pb film. Values for 𝑙 as obtained in Ref. [135],
as function of film thickness, are shown as green dots in (d).

large steps directly reflect the step height of TlBiSe2.

Electronically, all films show signature of QWSs Fig. 4.9(c), with the peak positions
varying as a function of thickness of the film. Superconductivity was observed for the
smallest film thickness of 5 ML. Figure 4.9(d) shows an ordered vortex lattice in the presence
of an out-of-plane field. The superconducting gap further develops with increasing film
thickness, as seen in Fig. 4.9(e).

We further evaluate the different films in terms of their superconductivity. In Fig. 4.10
we plot the measured SC gap values in panel (a) and 𝜉GL in panel (b) as function of the
film thickness. 𝜉0 for the films can be calculated using the relation 𝜉film

0 𝑇film
c = 𝜉bulk

0 𝑇bulk
c

and 2Δ(0)/𝑘B𝑇c = 4.38. The measured 𝜉GL is significantly lower than the calculated 𝜉0
as a result of the reduced electronic mean free path (𝑙). Calculated values of 𝑙 for the
films are shown in Fig. 4.10(d) (gray open circles). Upon comparing our values with those
obtained by Nam et al. [135] for Pb films on Si (green dots in Fig. 4.10(d)) we obtained
good agreement only for our 5 ML. For all film thickness above 5 ML our data points lie
below their data points. While the red line indicates a linear dependence of 𝑙 on the film
thickness for data points from Ref. [135], our data points remain independent of the film
thickness above 15 ML.

In summary, while our films have a SC gap size in accordance with their thickness, the
mean free path in the films is significantly reduced and worse in comparison to Pb films on
Si(111). This maybe correlated with the absence of Majorana modes in the vortex cores
for all film thickness.

105



4 Pb(111) thin film on TlBiSe2: a 2D TSC?

Figure 4.11: Room temperature annealing of 15 ML Pb film and characterization with
a SC-tip. (a) STM image showing steps with heights that correspond to distances between
Tl layers. The Tl steps are covered with the annealed Pb film. (b) A hole in the Pb film that
likely goes down to 1-2 ML. This thickness of the Pb film measured from the layer exposed
by the hole is 2.7 nm. (c) Line profile taken along the black line in (a) and red line in (b).
A total step height of 3 nm corresponds to 4 Tl-Tl steps. A step height of 2.7 nm for the Pb
film corresponds to ∼9 ML. (d) Large scale STS spectra taken on the blue and orange spots
marked in (b). The peaks in the STS correspond to the QWSs. (e) A 500 nm by 500 nm STM
topograph is superimposed with a vortex map taken in the area for a 𝐵⊥=50 mT. Estimated Pb
film thickness is 10−11 ML. (f) Zoom in on a single vortex marked in (e) by the red dashed box.
(g) STS line profile taken with a superconducting tip, across the single vortex in (f), direction
is marked by the black arrow. Δsample+tip is estimated to be ≈1.97 meV (Δsample=0.94 meV,
Δtip=1.03 meV).
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Figure 4.11: Room temperature annealing of 15 ML Pb film and characterization with
a SC-tip. (h) Comparison of 𝜉GL for annealed film of 9.5 ML and as-grown 15 ML from
zero-bias conductance profiles across a vortex center. (i) Topograph showing the positions
of 20 STS, starting from a 48 ML height Pb island and ending on the wetting layer on the
TlBiSe2 surface. We find an abrupt transition from the gap size of ∼2 meV (a convolution of
the Pb island SC gap and the tip SC gap) to a gap of ∼1 meV, which corresponds to the SC
gap of the tip only.
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4.6.2 Room temperature annealing and using a superconducting tip

We expect to reduce scattering at the surface or increase the mean free path of electrons in
the Pb film by reducing the surface roughness. This is achieved by annealing the Pb film to
RT. Figure 4.11(a,b) shows a uniform Pb film, obtained as a result of annealing, covering
the steps of TlBiSe2, with only a small number of scattered small Pb islands. Sometimes
holes of diameter ∼10 nm [Fig. 4.11(b)] are found in the film which go down to 1−2 ML of
Pb film. They can be conveniently used to determine the thickness of the film. In the area
shown in Fig. 4.11(a) we have determined the Pb film thickness to be 10−11 MLs [see line
profiles in Fig. 4.11(c)]. Signatures of QWSs are also observed for the film [Fig. 4.11(d)].

The SC properties of this film were characterized using a SC STM tip10. The advantage
of using a SC tip in our tunneling experiments is that it significantly improves the energy
resolution, otherwise limited by the width of the Fermi function which defines the Fermi
edge of a normal metal at finite temperatures. When measuring a superconducting sample
with a normal metallic tip, i.e., probing a SC DOS with a Fermi broadened metallic DOS11,
the result is a smeared out SC energy gap from the convolution of the two. On the other
hand when the tip is in the SC state, we probe the sample by using the sharp BCS-like
DOS of the coherence peaks thereby enhancing the energy resolution. In case of tunneling
across a SC-insulator-SC junction one observes coherence peaks which are now separated
by 2(Δsample+Δtip). Any feature inside the tip or sample gap at energy (±𝜀sample/tip) will
now appear at a shifted position corresponding to ±(𝜀sample/tip + Δtip/sample) [136–138].

For an area of 500 nm by 500 nm we have done vortex-mapping using the SC-tip. Note
that the vortex lattice is observed not at zero-bias but at the bias corresponding to the
coherence peak of the tip-gap, i.e., 1.2 meV. The resulting vortex map is superimposed
on the topograph [Fig. 4.11(e)]. STS line profile across a single vortex [black arrow in
Fig. 4.11(f)] is shown in Fig. 4.11(g). Far away from the vortex we observe a large gap
corresponding to 2(Δsample+Δtip). This gap evolves with distance to the center of the vortex
due to the change in the SC gap of the sample. At the center, the superconducting gap of
the sample fully closes and only that of the tip remains, denoted as Δtip. We do not observe
any additional DOS from the vortex core that are expected beyond the coherence peaks of
the tip-gap.

Using the STS line profile across the vortex we evaluate 𝜉GL of the annealed film. To
do this, we extract the conductance profile at energy values of ±1.2 meV, corresponding to
the coherence peaks of the tip. This profile (normalized) is shown in Fig. 4.11(h). Fitting
to Eq. 4.4 we obtain 𝜉GL of 36.3 nm. This is an improvement over the 15 ML film (data
shown as red open circles in Fig. 4.11(h) for comparison) which had a coherence length of
28.2 nm. A higher value of 𝜉GL is a direct indication of larger electron mean free path in the
film. Hence minor annealing of the Pb film to RT immediately after the deposition leads
to reduced surface roughness, hence less scattering and thereby a larger superconducting
coherence length.
10The tip was made superconducting by picking up Pb from the sample.
11At our system temperature of 0.35 K the thermal broadening is given as 3.5𝑘B𝑇 ∼ 100 𝜇eV.
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Figure 4.12: Superconducting gap on the wetting layer. (a) Differentiated topograph image
showing a 5.7 nm high (20 ML) Pb island on top of the wetting layer on TlBiSe2 surface. (b)
STS line profile taken along the black arrow in (a). A homogeneous superconducting gap on
the Pb island abruptly changes to a very shallow gap on the TlBiSe2 surface. The change takes
place over a length scale of ≈1 nm. (c) Linecuts out of the waterfall plot in (b) at positions
marked by the red, black and grey lines.

Majorana modes are also expected to appear as edge states along the side surface of a 2D
TSC [34]. With this in mind we took line spectroscopy starting from a 48 ML high Pb and
going over to the surface wetting layer [Fig. 4.11(i)]. For STS number 10 in Fig. 4.11(i),
corresponding to the edge of the island, an additional peak in the d𝐼/d𝑈 appears outside
the coherence peaks of the SC gap of the tip. The energy position of the additional peaks
coincides with the coherence peak position of the SC gap of sample plus tip, hence these
are likely due to the SC gap of the Pb island. Any contribution from an edge state should
appear as additional peaks that are very close to the coherence peak positions of the SC
gap of the tip, as upon deconvolution only such peaks can give a zero bias state.

4.6.3 Quality and role of the wetting layer

In this subsection we evaluate the quality of our wetting layer since the TPE is an interface
driven effect. The smallest Pb film thickness (closest to the wetting layer) grown by us is
5 ML. This film showed a superconducting gap of 0.64 meV. The other route for indirectly
accessing (not as-grown at low temperature) our wetting layer is by warming up the Pb
film to room temperatures for an extended time period. The Pb accumulates to form high
islands on top of the wetting layer. In Fig. 4.12 a 20 ML high island is imaged on top of the
wetting layer on the TlBiSe2 surface. The SC gap is measured along a line originating on
the Pb island and going into the wetting layer [black arrow in Fig. 4.12(b)]. On the island a
gap of 1.2 meV is observed [red trace in Fig. 4.12(c)], whereas on the wetting layer no SC
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Figure 4.13: Comparison of morphology of Pb film with literature. (a) 15 ML Pb film
grown by us on TlBiSe2. (b) 5 ML Pb film grown on Si(111) from Ref. [135]. (c) 9 ML Pb
film on Si(111) with two-atom layer mesas, from Ref. [120]. (d) 25 ML Pb film on Si(111),
from Ref. [129].

gap or only a V-shaped gap is observed [gray trace in Fig. 4.12(c)]. A similar feature was
observed on the disordered Pb wetting layer grown on Si in Ref. [139]. The poor proximity
effect on the wetting layer is an indication of its disordered, diffusive nature and is likely
detrimental for the TPE.

4.7 Discussion

ARPES results from Trang et al. [43] have claimed that the heterostructure of Pb(111)
thin film grown on TlBiSe2 to be a 2D TSC. However, in our STM experiments we do not
observe any signatures of MZMs inside vortex cores and hence cannot support their claim.
This means that it is either not a topological superconductor or that the MZMs could not
be detected for reasons discussed previously, such as a vortex phase transitions or the states
being not localized on the surface. Here, we consider some other possibilities which may
have lead to the absence of the MZM, for example the sample quality.

Although we have deposited Pb on TlBiSe2 following the recipe of Trang et al. [43], it
is well known from Pb/Si growth that small changes in the growth parameters can have
drastic influence on the resulting SC properties of the Pb film; prominent example being
a SC crystalline wetting layer versus disordered non-crystalline non-SC Pb wetting layer
[139–141]. While STM as an imaging technique provides the opportunity to judge the
morphology of the film locally, the intensity of photoelectrons measured in an ARPES
experiment is averaged over roughly ≈200 𝜇m by 200 𝜇m (given by the beam spotsize). If
we consider a Pb film as shown in Fig. 4.13(a), STM as a local probe identifies 5 different
layers in the image and the QWSs associated with each layer, while ARPES would obtain
intensity for the QWSs averaged over 0.04 mm2. The QWSs coming from the Pb film
thickness that has the largest surface area is expected to dominate the ARPES signal, with
intensity from the other layers forming a diffuse background. Hence the ARPES QWSs
data cannot be used to disprove that on the local scale multiple Pb layers exist.
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Compared to Refs. [135, 120, 129] (see Fig. 4.13), our Pb film has the highest surface
roughness. As discussed in Sec. 4.6.2, this is easily reduced by annealing the film
to RT directly after growth. Since STM is most sensitive to the surface electrons, we
propose that the extensive surface scattering resulting from the surface roughness may
be responsible for washing out the features expected in spectroscopy measurements on
these films. Additional preparation of a wetting layer (not done for both ARPES and STM
experiments) can further help improve the film quality by reducing interface scattering,
and is discussed in the outlook of the chapter.

While ARPES and STM are both surface sensitive techniques there are some subtle
differences that can be illustrated using the topmost atomic layer of TlBiSe2 as the object of
investigation. We remind ourselves that this is a Tl layer and it is damaged during cleaving
[115]. The Tl atoms left behind on the surface from the cleave form crystalline islands
upon cooling down the sample. These islands are small and are likely to have topologically
trivial bands. The topologically non-trivial surface state of TlBiSe2 is forced down towards
bulk and may even move to the next quintuple layer [142]. ARPES [115] measurement
on the sample is able to observe the buried TSS and does not see any contribution from
the trivial surface states that originate from the Tl termination layer. On the other hand,
the STM tunneling current will be almost exclusively dominated by contributions from the
Tl surface layer. For the buried TSS to show up in the LDOS measurement in STM there
must be a finite overlap between the TSS and tip wavefunction which is very small in the
present scenario.

While the above reasoning naturally explains the absence of any LLs originating from the
TSS in the d𝐼/d𝑈 spectrum taken on bare TlBiSe2 surface, we offer a different explanation
for the missing signatures of the TSS on the Pb film grown on TlBiSe2. Here, we compare
the radius of the cyclotron orbits of electrons in a perpendicular magnetic field (𝑟n) with
the electron mean free path. The LLs are smeared out when 𝑟n becomes larger than the
electron mean free path. Since 𝑟n =

√
𝑛
√︁
ℏ/𝑒𝐵 (conventional system) and

√
2𝑛 + 1

√︁
ℏ/𝑒𝐵

(Dirac system), where 𝑛 is the LL index and 𝐵 is the applied field, LLs are easier observed
at high magnetic fields where the cyclotron orbit becomes smaller or more localized. For
a magnetic field of 9 T (maximum value that can be applied in our system) 𝑟n = 8.6 nm for
the zeroth LL which is comparable to the electron mean free path of 8 nm in our 15 ML
Pb film. We can only expect to observe this LL as higher ones will have a orbit larger than
the electron mean free path. However, it may become possible to still observe LLs near the
Fermi level (reasons discussed in Appendix A.6).

Improving the quality of our Pb films (taking the electron mean free path as an indicator)
may lead to a positive outcome for our experiment. However, there are also some funda-
mental questions whose answer determine the probability of success of the experiment,
such as: If a Majorana mode did exist in the vortex core, to what extent is the wavefunction
protected against scattering and disorder? Is it possible to observe a Majorana zero mode in
a vortex core of a dirty superconductor coupled to a TI? Experimentally, Ménard et al. [19,
45] have provided some answers. They show ZBCP in vortex core and at the domain
boundary of a system that consists of a monolayer of Pb covering islands of Co-Si grown
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Figure 4.14: Deposition of Pb on Bi2Se3. (a) As-cleaved surface of Bi2Se3. (b) 1 ML of
Pb deposited on the Bi2Se3 surface at low temperatures. (c) Sample from (b) is annealed at
130◦C for 15 mins. (d) Further annealing at 200◦C for 2 mins. All four images have a size of
50 nm by 50 nm.

on a Si(111) surface. Since a monolayer of Pb grown directly on the Si(111) surface is
always in the dirty limit and does not show ZBCPs in vortex cores, they interpret their
ZBCPs as Majorana modes. Their experiment also serves as a proof that the MZM is robust
against disorder that exists in the dirty superconducting Pb monolayer.

4.8 Outlook

We believe that the experiment may have a positive outcome if there is a significant
improvement in the quality of the Pb film (particularly the SC coherence length) grown on
TlBiSe2. To achieve this the purity of the Pb source must be ensured. Further, and more
importantly, a high quality, crystalline, superconducting Pb wetting layer must be grown
on the TlBiSe2 surface. Recipes for preparing a Pb wetting layer on Si(111) surface exists
in literature. It involves deposition of a ML of Pb on Si surface followed by annealing at
elevated temperatures of 327 ◦C. Preliminary test done on the Bi2Se3 surface (Fig. 4.14)
show that a similar recipe can be adapted for the case of TlBiSe2. Finally, the surface
roughness of the several monolayers thick Pb film should be reduced. As discussed before,
short annealing of the Pb film directly after growth may help to achieve the desired results.
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Discussion

In this thesis we have investigated members of the doped Bi2Se3 family and Pb(111) thin film
grown on TlBiSe2 for signatures of topological superconductivity using low temperature
STM and STS. We now present an overview of our results.

We start our discussion with the doped Bi2Se3 family where the phase diagram for the
superconducting order parameters shows that in the presence of hexagonal warping of the
Fermi surface and large chemical potential (𝜇) the Δ̂4 order parameter forms the ground
state of the system, among others that are determined by crystal symmetry. For this order
parameter the interorbital electron interaction (𝑉) dominates over the intraorbital (𝑈) one,
it is of odd-parity and therefore considered as topological. Further, it is a two-component
order parameter given by the linear superposition of two (degenerate) basis functions,
conventionally called Δ4𝑥 and Δ4𝑦. Both of them have a twofold symmetry in the gap
structure for a circular Fermi surface in the 𝑘𝑥𝑘𝑦 plane, with a pair of point nodes along the
±𝑘𝑦 direction (corresponds to a crystallographic mirror plane in real space) for Δ4𝑥 and a
pair of gap minima along the ±𝑘𝑥 direction (corresponds to Se-Se direction in real space)
for Δ4𝑦. If the system selects one of these superconducting (SC) states it will violate the
threefold rotational symmetry of the Bi2Se3 crystal and will be referred to as a gap nematic
state.

Experimentally there is overwhelming evidence from bulk probes that the above order
parameter does get stabilized in optimally doped samples. This is based on the observation
of a twofold symmetry in the SC gap amplitude when measuring a superconducting property
as a function of the in-plane magnetic field direction. In each case the gap node/minima was
found to align with a Bi2Se3-mirror plane or a Se-Se direction which points to the realization
of either the Δ4𝑥 or Δ4𝑦 pairing state, respectively. Initially it was believed that since the
threefold symmetry of the Bi2Se3 lattice allows for three equivalent rotational domains,
superposition of the contribution from different domains could lead to an apparent pairing
symmetry that differed from the true symmetry but recent Knight-shift measurements [68]
have ruled out the possibility of multi-domains. This means that selection of the particular
nematic order, i.e., the Δ4𝑥 or Δ4𝑦, must be dictated by a parameter that is specific to the
local environment in the sample and that breaks the threefold lattice symmetry, such as an
in-plane lattice distortion or strain from dopant intercalation, which can indeed vary from
sample to sample.

The above situation is simplified when considering the member CPSBS. Here, due
to the reduced crystal symmetry (due to the presence of the additional PbSe layers) the
order parameter is non-degenerate and bulk measurements (specific-heat and thermal-
conductivity) have found that the Δ4𝑥 state is realized with the gap nodes lying along the
unique crystallographic mirror plane.
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To provide additional evidence for non-trivial superconductivity in this class of materials
we have attempted to directly visualize the order parameter on the surface using STM and
STS. It is important to note that irrespective of the superconducting shielding fraction of
the sample, close to 90% of the surface area accessible in the STM experiment is nonsuper-
conducting and at times no superconductivity is observed on the surface. We will address
this point later, but first we discuss our observations from the limited superconducting
surface areas.

Point spectra taken on the surface of Cu𝑥Bi2Se3 suggest a twofold anisotropy in the gap
structure, anisotropy ratio being ∼46%. The spectra reflect the integrated local density of
states around the Fermi surface and by measuring a hard gap at Fermi energy we conclude
that the gap structure cannot have point nodes but it is rather a minima. The position of the
gap minima with respect to the lattice is obtained by measuring the average superconducting
gap as a function of the orientation of the in-plane magnetic field. Due to the Volovik effect
the in-plane field leads to the generation of maximum amount of quasiparticles (thereby
broadening the gap edges and filling the gap bottom) when it is orientated perpendicular to
the direction of a gap node/minima. Following this logic, we find the gap minima to lie on
a mirror plane of the crystal and a 10% anisotropy between the directions of gap minima
and maxima. Since no vortices were observed on the area we conclude that the out-plane
component of the magnetic field is sufficiently small and cannot cause the anisotropy.
Note that the anisotropy deduced from the in-plane field measurement is weaker than that
reflected from the fit of the point spectra, but, a theory that quantitatively links the two
could not be found in literature.

Additional signatures of an anisotropic gap is found on the surface of CPSBS. Here, we
observe elongated vortices for an out-of-plane magnetic field where we find an anisotropy of
∼42% between the coherence length along the long and short axis of the vortex. The vortex
anisotropy for an out-of-plane field does not change significantly by applying an intentional
in-plane component and hence cannot be a mere consequence of field-misalignment. The
shape of the vortex is a direct consequence of the shape of the superconducting gap around
the Fermi surface, with the vortex elongating in the direction of a gap node/minima. This
enables us to determine the position of the gap minima with respect to the lattice. We find
that the gap node/minima is rotated by 60◦ from the unique mirror plane and hence differs
from the bulk measurements. Further, upon inspecting the point spectra in the area we find
a much larger gap anisotropy of ∼70%.

Anisotropy in the measured superconducting gap or vortex shape can be simply a conse-
quence of an anisotropy in the Fermi surface itself. Here, we exclude this possibility based
on ARPES data which show no signs of a twofold distortion of the Fermi surface. We
are able to corroborate this notion on the basis of our QPI data acquired on the surface of
Bi2Se3, Sr𝑥Bi2Se3, PSBS, NSC and SC region of CPSBS. Moreover, any anisotropy of the
Fermi surface is insufficient to explain the rotation of the gap minima as observed in the
case of CPSBS. Therefore, the observed anisotropy must be a reflection of the anisotropy
in the superconducting gap structure itself.

Our data on Cu𝑥Bi2Se3 suggest a Δ4𝑥 SC state since the gap minima lies on a mirror
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plane. Contrary to expectations, the mirror plane does not protect the expected gap nodes
in this case and they are found to be lifted. Interestingly, the same observation has been
made by Tao et al. [32] as well. They also note a small rotation of the gap minima away
from the mirror plane at high magnetic fields. Surprisingly, we have made the observation
of rotation of the gap minima on the surface of CPSBS. In CPSBS, since the gap minima
is rotated away from the monoclinic mirror plane and we can expect the nodes to be lifted.
However, note that the gap minima is rotated away from the monoclinic mirror plane of
PSBS to a mirror plane of the Bi2Se3 lattice.

We understood most of the above observations with help from our theory collaborator.
Symmetry-based theoretical analysis was employed which showed that on the surface the
effective symmetry (crystal symmetry plus additional broken or restored symmetry) must
be considered to explain aspects of the order parameter. In particular, at the surface the
broken inversion symmetry allows for new terms in the normal state Hamiltonian which
leads to mixing or superposition of different order parameters with the same symmetry
classification. This leads to the lifting of the otherwise symmetry protected gap nodes at the
surface (a SC system will always try to lift nodes in gap in order to gain condensation energy
unless there is symmetry protection). Rotation of the lifted gap nodes on the surface, as
found in the case of CPSBS, is only possible when order parameters of different symmetry
are allowed to mix. Hence our work highlights that the superconducting order parameter
on the surface of these materials is different from the bulk and it demonstrates the crucial
role of symmetry for realizing a given SC state. Future theoretical work must still clarify
how the bulk and the surface order parameter can connect if they are different.

From the phase diagram for the superconducting order parameters of the doped Bi2Se3
materials we find that the nematic Δ̂4 order parameter is realized for large carrier concen-
trations in the material. In Cu𝑥Bi2Se3, ARPES and quantum oscillation experiments have
shown that for carrier concentrations of ∼1020 cm−3 the normal state Fermi surface be-
comes a quasi-2D cylinder from a 3D ellipsoid which suggests the possibility of a quasi-2D
TSC. However, clear experimental evidence for quasi-2D topological superconductivity
are lacking. One way of proving quasi-2D topological superconductivity is by showing
that MF surface states do not appear on the (001) plane of the crystal but only along the
corresponding side surface. Only out of sheer luck we accessed such a side surface in our
STM experiment on Cu𝑥Bi2Se3. And indeed we only observed an in-gap state on the side
surface of Cu𝑥Bi2Se3 which serves as a possible signature of dispersive MFs. Such in-gap
states were not found on the top surface.

Our observations supporting quasi-2D topological superconductivity in the material
helps to reconcile the previous STM experiment [29] that measured an 𝑠-wave like gap on
the top surface [(001) plane] without any in-gap states and the point-contact spectroscopy
experiment (it averages over different surface terminations) which showed a pronounced
zero-bias peak inside the gap [26]. However, this scenario is incompatible with the more
recent STM experiment by Tao et al. [32] who observe ZBCPs inside vortex cores on the
top surface of Cu𝑥Bi2Se3 and attribute them to MZMs. These ZBCPs could be due to
trivial vortex bound states or a more complicated reason may apply along the lines of the
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proposal by Hosur et al. [44].
On the other hand for CPSBS a 3D topological superconductivity is not possible- the

2D nature of the bulk electronic states gives rise to a cylindrical Fermi surface which can
only support a quasi-2D TSC. Although it obvious that one must measure the side surfaces
of these materials in order to establish quasi-2D TSC but due to the vdW gap in the (001)
plane, cleaving any plane other than the (001) is non-trivial and hence not easily accessible
in an STM experiment.

We now transition to a discussion on the entity that induces superconductivity in Bi2Se3:
the dopant. In the theoretical framework for superconductivity in doped Bi2Se3 by Fu
et al. [7] the dopant is expected to increase the carrier concentration in Bi2Se3 and thereby
lead to a rise in the chemical potential. However, the fact that doping Bi2Se3 thin films under
UHV conditions [143–145] does not result in superconducting films suggests that donating
electrons to the parent Bi2Se3 cannot be the only contribution of the dopant. Another
evidence is that the increase in charge-carrier concentration in Cu𝑥Bi2Se3, as determined
from Hall measurements [47], is only ∼10% of the expected amount of carriers from the
nominal doping value of 𝑥=0.3 (2.1×1021 cm−3, assuming single electron donation from
each Cu atom). Since the key ingredient for getting bulk superconducting samples is the
act of heating followed by rapid quenching of the doped sample, position and amount of
the dopant in the unit cell are important too. The dopant may influence the phonon mode
responsible for electron pairing either due to its position or because of its population. The
latter can be thought of as a disorder effect.

To understand the influence of the dopant on the superconducting state, it is intuitive
to perform a controlled experiment. Our strategy was to turn to members of the doped
Bi2Se3 family which had smaller dopant concentration per unit cell, in particular Sr𝑥Bi2Se3
(𝑥=0.06). Doping Bi2Se3 with Sr requires 5 times less amount of dopants as compared to
doping with Cu. Moreover, these samples can have a superconducting shielding fraction
close to a 100%. Although in terms of the crystal quality they may not be the best. They are
known to have a block structure [71], i.e., the sample consists of blocks (crystallites) with
the same in-plane (001) alignment but a small misalignment in the axis perpendicular to the
plane, due to the melt-growth technique. In Ref. [71] the size of the blocks was estimated
to lie between 0.05 - 0.5 mm. To characterize our crystals, we performed normal incidence
x-ray standing wave (NIXSW) and photoelectron spectroscopy (PES) in an collaboration
project [146]. Since a meaningful NIXSW experiment relies on a sharp x-ray reflection
profile, which can be obtained for only good crystalline order in the vertical direction, it
means that the block size in our crystals is atleast on the order of 0.1 mm2, based on the
x-ray spot size. The x-ray reflection profile obtained on Sr𝑥Bi2Se3 crystal and undoped
Bi2Se3 were very similar which further indicted that the doped crystal was of good quality.
The NIXSW experiment on Sr𝑥Bi2Se3 found that dopant atoms were located close to the
outermost Se layers of a QL - they occupy Se lattice sites in these layers, relaxed towards
the center of the QL. This study ruled out significant amount of dopant amounts in the
vdW gap. Any disordered arrangement of dopant atoms in the vdW gap is also not possible
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since this would affect the reflection profile. The position of the dopant identified from this
study is not the energetically most favorable site but rather a metastable one. This agrees
well with the need for quenching the crystals in last step of growth which cause the dopants
to get trapped in such a metastable adsorption site.

The same sample that was characterized with NIXSW together with other Sr𝑥Bi2Se3
samples when measured in STM lead to very inconclusive results regarding the dopant.
We could not identify any unique defect on the surface of Sr𝑥Bi2Se3 in comparison to
pristine Bi2Se3 that would point to the dopant. Note that the STM measurements did
resolve all native defects in doped and undoped samples by comparing their appearance in
high-resolution images with literature. Some defects in our crystals could not be assigned
by this comparison but since they were seen in both doped as well as undoped samples they
cannot not be associated with the Sr dopant. Moreover, in a well-ordered crystalline area
on Sr𝑥Bi2Se3 even the total density of all defects (2.6×1019 cm−3) did not add up to the
amount expected from the nominal doping value (4.2×1020 cm−3). Hence our STM data
is in disagreement with our NIXSW data on the point of the dopant homogeneity in these
samples. One can argue that the limited area (0.037 𝜇m2) probed in the STM experiment
is not representative of the entire sample. However, this is unlikely since our conclusion
holds for different samples scanned under different tips conditions. Also there is literature
([147]) on how dopants that exist in different sites in the QL of archetypal TIs like Bi2Se3,
Sb2Te3 show up in an STM image based on how the defect disturbs the LDOS around the
surface atom. Hence it is surprising that we did not find any fingerprint of the dopant.
Its absence maybe explained by assuming that the dopant does not in anyway influence
the electronic structure on the surface. This argument is supported by the fact that the
amount of charge (change in chemical potential) donated by the dopants is too small for
the amount of dopants, which immediately implies that the majority of dopants does not
interact strongly electronically.

With regards to observing superconductivity on the surface of Sr𝑥Bi2Se3 using STM
we obtained unexpected results. While our Sr𝑥Bi2Se3 crystals showed robust bulk super-
conductivity, we could not observe a SC gap anywhere on the surface of these crystals.
However a SC gap was observed when a flake from the sample was transferred to the tip.
These flakes also showed a SC gap when transferred back to the sample. To understand
these observations we proposed that SC does not extend to the surface as long as the TSS
was intact (evidence for the presence of the TSS is provided in our Landau level spec-
troscopy data). Electrons in the TSS are screened out by bulk carriers over a length scale
of ∼1 nm which means that at the surface there exists a strong electric field (estimated to
be of the order of 108 V/m) that can work against superconductivity. However, in the flakes
the TSS is likely destroyed due to strain that the flake experiences during the mechanical
transfer, which allows superconductivity to then extend to the surface12.
12It is still possible that a different reason can explain our observations on Sr𝑥Bi2Se3. The fact that

superconductivity is always observed when a flake is on the tip can mean that one needs a semiconducting
tip to measure these samples and not a metallic one. The reason may be that very strong electric fields
exist between the metallic tip and semiconducting sample due to the difference in their work function.

117



Discussion

A natural and important question is whether the above hypothesis is applicable on the
surface of Cu𝑥Bi2Se3 and CPSBS. For a superconducting region on surface of Cu𝑥Bi2Se3,
no evidence for the TSS is found in our STM studies as well as those by Tao et al. [32].
In these areas there is evidence for strain in the samples in the form of structural defects
which can locally destroy the surface state and thereby no local electric field should exist
in these areas. On the other hand, for CPSBS, it is not immediately clear if there should
be any charge density distribution between the surface and bulk (hence band bending
and a local electric field) since the bulk carrier density is two orders of magnitude larger
than in Sr𝑥Bi2Se3, ∼1021 cm−3 [57]. Note that this is still an order of magnitude lower
than standard metals. However, there must be a reason why majority of the surface is
always nonsuperconducting. In search of an answer, if we compare superconducting and
nonsuperconducting regions on CPSBS, the statement that can be made is that no areas that
showed the structural 1D stripe pattern, turned out to be superconducting. The 1D stripe
is a fingerprint of the presence of the PbSe layers in the PSBS unit cell. Hence the absence
of the stripe in a SC area suggests that there must be dopant atoms present between the
PbSe layer and the Bi2Se3 QL which decouple the two. Additionally, they can be present
inside the Bi2Se3 QL as well as on the surface. Taking this as a clue, we speculate that
the presence of the dopant atoms in the SC regions (in the right position and amount)
favorably suppresses the surface electric field in the area and allows for superconductivity
to be observed on the surface13.

Moreover, from ab initio simulations for the PSBS unit cell14 we have learnt that an
electric field of magnitude 8×107 V/m does exist on the surface layer of PSBS and decays
with some oscillations into the inner layers. Hence for future work the above idea can be
quantitatively explored together with routes to reverse its effect.

For all the doped Bi2Se3 samples, we have been unable to trace any variation in chemical
potential as a function of the dopant atom concentration. In principle one can answer such
a question by analyzing large scale spectroscopy data. However, we have not been able
address these aspects since interpretation of spectroscopy data became difficult due to the
insufficient data quality and quantity. In all these crystals one has to search for areas which
are superconducting. This is a tedious process in STM since a single scan frame has an
access of only ∼2.25 𝜇m2 and one must move the sample with respect to the tip with the
help of the coarse piezo from one area to the next (even by doing so one has access to only
∼0.28 mm2 of the sample). During this process the tip often becomes contaminated due to

One gets rid of this potential difference by having material of the same work function on either side of the
tunnel junction. More trivial reasons could involve the act of cleaving the crystal. Our cleaving procedure
may be too harsh such that it leads to the loss of the dopants near the surface or surface relaxation in the
top QL [148], factors that can be detrimental for SC on the surface.

13Additionally we point out that the hypothesis of the surface electric field being detrimental for surface
superconductivity does not contradict the experimental observations of proximity effect-SC that exists
on the surface of TI thin films grown on top of 𝑠-wave SCs[13]. The TI films are very thin, on the order
of a few QL layers, and hence the electric field due the top SS can cancel with the electric field from the
bottom SS [149], and hence allow for SC to extend to the surface despite the presence of the TSS.

14private communication with G. Bihlmayer
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interaction with the sample and is unsuitable for acquiring meaningful data.
The above problem, i.e., not being able to acquire reliable data due to STM-tip con-

tamination, maybe solved by using a dual-mode STM-AFM system at low temperatures
to measure these samples. Ref. [150] presents one such technologically advanced system.
The AFM can be used to acquire topographic images over large areas of the sample surface
and the STM tip can be used sparingly- only when the area is reasonable for scanning with
an STM tip or there are indications that it is superconducting.

In parallel to our experiments on doped Bi2Se3, we also briefly explored other routes
towards topological superconductivity. In particular via the topological proximity effect
where the TI TlBiSe2 was interfaced with a superconducting Pb(111) thin film. A 2D TSC
is expected to be realized upon migration of the TSS from the TI into the Pb film followed
by proximitization of the TSS. As a consequence MZMs should appear inside vortex cores.
However, we did not find any states inside the vortex cores of the heterostructure. The
possible reason for the absence of MZM on the top surface could be strong interface
scattering or the hybridization with the MZM on the other end of the vortex tube due to a
vortex phase transition. It is also possible that the MZMs were not detected in STS since
they are no longer localized on the surface but live deeper inside the vortex line due to the
presence other quasiparticles that originate from the Pb bands.
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A.1 Scanning tunneling microscopy
15The principle of the scanning tunneling microscope (STM) is the quantum mechanical
tunnel effect where an electron has a non-vanishing probability to cross a potential barrier
that, according to classical mechanics, the electron has insufficient energy to enter/pass.
Consequently, a tunneling current can flow between two metal electrodes that are separated
by an insulating material, e.g., vaccum. In a STM setup a metallic tip is brought within a
distance of ≤10 Å (𝑑) from a metallic16 sample and a bias-voltage (𝑒𝑈) is applied between
the tip and sample. This is schematically displayed in Fig. A.1.1(a). The work function
(𝜙), i.e., the energy needed to extract an electron from the surface, of both sample and tip
is assumed to be the same in this case. In general, the average of the work function of
the tip and sample determines the height of the energy barrier faced by the electrons on
either side. In equilibrium the Fermi energies of the sample and tip are aligned such that
no elastic tunneling can take place. However, applying a negative bias-voltage (−𝑒𝑈) shifts
the Fermi energy of the sample with respect to the tip, aligning (some) occupied states
of the sample with unoccupied states of the tip and thereby allowing for a net tunneling
current to flow from the sample to the tip. In a working STM circuit [Fig. A.1.1(b)], the
tip can be further moved to different lateral positions on the sample (𝑥, 𝑦) with the help of
piezo-elements. At each position the distance (𝑑) between the tip and sample is adjusted,
again with the piezo, so that a preset constant tunneling current flows. If the sample density
of states does not change as a function of 𝑥, 𝑦, then any change in 𝑑, for example due to a
step edge, is a reflection of the topography of the sample, i.e., 𝑑 (x,y) results in a topograph
image in the first approximation17. A small change in 𝑑 results in an exponential change
in the tunneling current which endows low temperature stable STMs with an enormous
vertical resolution of 1 pm or better.

The exponential dependence of the tunneling current on the tip sample distance can be
arrived at from the solution to the one-dimensional problem of an electron incident at a
rectangular potential barrier [152]. By solving the Schrödinger equation for regions outside
and inside the barrier one calculates the transmission coefficient 𝑇 (the ratio between the
incoming and transmitted electron wave), which is proportional to the tunneling current 𝐼,
to be equal to 𝑒−2𝜅𝑑 , where 𝜅 is the decay constant. However, this simple result is often

15This section is written based on Refs. [152, 151, 153].
16Can also be a semiconductor or materials with conductivity lower than conventional metals, e.g., the

samples measured in this thesis.
17One can have constant DOS and difference in work function (e.g. metal a grown on metal) that will give a

change in tunneling current that is not of topographic origin
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Figure A.1.1: Scanning tunneling microscopy. (a) Schematic representation of electron
tunneling from the sample state (red) to tip states under a negative bias voltage. (b) Schematic
representation of the constant-current mode operation of an STM. Image taken from Ref. [151].

unable to capture subtleties of an STM image. Importantly, any influence of the STM
tip or details of the tunnel barrier has been neglected in this simple model. To obtain
a better understanding of STM experiments one resorts to Bardeen’s model [154] which
can describe the tunneling current in three dimensions. This model was later extended by
Tersoff, Hamann [155] and Chen [156] for easy application to most STM experiments and
is still used today.

Using time dependent perturbation theory Bardeen’s formalism calculates the probability
of an electron in state 𝜓𝜇 of the sample (𝑆) to populate states of the tip (𝑇) 𝜓𝜇 and vice-
versa, which directly relates to the tunneling current from sample to tip and tip to sample.
By applying a bias voltage we can shift the Fermi energies of the tip (𝐸𝑇

𝐹
) and sample

(𝐸𝑆
𝐹
) with respect to each other and thereby allowing for a net tunneling current to flow.

The expression obtained for tunneling current given below is arrived at after assuming that
the electrons do not interact with each other during the tunneling process nor do they lose
energy, i.e., only elastic tunneling can take place.

𝐼 = 𝐼𝑇→𝑆 − 𝐼𝑆→𝑇 (A.5)

𝐼 =
4𝜋𝑒
ℏ

∑︁
𝜇𝜈

[ 𝑓 (𝐸𝑆𝜇 − 𝐸𝑆F) − 𝑓 (𝐸𝑇𝜈 − 𝐸𝑇F )] |𝑀𝜇𝜈 |2𝛿
(
𝐸𝑇𝜈 − 𝐸𝑆𝜇 − 𝑒𝑈

)
(A.6)

where 𝑓 denotes the Fermi-Dirac distribution and the delta function ensures elastic tun-
neling. 𝑀𝜇𝜈 is the tunnel matrix element which describes the coupling between tip and
sample states, i.e., the tunneling probability of electrons is determined by the overlap of the
sample and tip wavefunctions. All elements of this matrix need to be calculated following
the expression:
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𝑀𝜇𝜈 = − ℏ2

2𝑚

∫ (
𝜓∗
𝜇∇𝜓𝜈 − 𝜓𝜈∇𝜓∗

𝜇

)
· 𝑑S (A.7)

Theoretically, this is the essence of Bardeen’s approach. He showed that one can
calculate the tunnel matrix elements by simply performing the above integral over an
arbitrary separation surface S within the vacuum barrier, implying that the system on one
side of the barrier does not change the other significantly.

Nevertheless the above task is still demanding. Hence to simplify the problem at hand
Tersoff and Hamann assumed a spherically symmetric 𝑠 wavefunction to describe the tip
apex: since the tunneling current shows an exponential dependence on the distance from
the sample it should be reasonable to assume that it is dominated by contribution from the
outermost atom of the tip and the simplest atomic orbital is the 𝑠-wave. The ansatz for the
sample (Bloch wave) and tip (𝑠-wave) wavefunctions used are:

𝜓𝑆 ∝
∑︁
𝐺

𝑒−
√
𝜅2+|k∥+G∥ |2𝑑𝑒𝑖(k∥+G∥ )x, (A.8)

𝜓𝑇 ∝ 𝜅𝑅

𝜅 |r − r0 |
𝑒−𝑘 |r−r0 | (A.9)

where 𝜅2=2𝑚𝜙/ℏ2, k∥ is the parallel component of the three dimensional Bloch vector, G∥
is the reciprocal lattice vector, 𝑑 is the distance perpendicular to the surface, x is a vector
parallel to the surface and |r− r0 | is the radial distance from the center r0 of the outermost
tip atom, R being the radius.

Using these wavefunctions the tunnel matrix element can be calculated. The expression
for tunneling current, given below, depends on 𝜌𝑆 and 𝜌𝑇 which are the energy dependent
local density of states (LDOS) for the sample and tip, respectively.

𝐼 ∝
∫ 𝐸F+𝑒𝑈

𝐸F

𝜌𝑇 (𝐸 − 𝑒𝑈)𝜌𝑆 (𝐸, r0) |𝑀 (𝐸,𝑈, 𝑑) |2𝑑𝐸 (A.10)

An appropriate choice of tunnel matrix element 𝑀 (𝐸,𝑈, 𝑧) was found in the one-
dimensional, semiclassical Wentzel-Kramers-Brillouin (WKB) approximation [157] (an-
other model for the tunneling current between two electrodes separated by a barrier),
expressed as:

|𝑀 (𝐸,𝑈, 𝑑) |2 � exp ©«−2𝑑

√︄
2𝑚
ℏ2

(
𝜙 + 𝑒𝑈

2
− (𝐸 − 𝐸∥)

)ª®¬ . (A.11)

Note that Eqs. A.10 and A.11 show that the tunneling current depends exponentially on
the applied bias voltage (𝑈) and the energy of electrons parallel to the surface (𝐸∥). The
former implies that at positive bias voltages one mostly probes the occupied states of the
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sample at energy 𝑒𝑈, tunneling into lower lying states is exponentially suppressed. On the
other hand for negative bias voltages, the exponential decay of the tunneling current means
that majority of the current is contributed by states corresponding to the Fermi energy of
the sample irrespective of the bias. For the 𝐸∥ dependence of tunneling current, since
𝐸∥ = ℏ2𝑘2

∥/2𝑚, this implies that the states at 𝑘 ∥=0, i.e., at Γ point of the surface Brillouin
zone, have the largest contribution to the tunneling current while states away from the
Γ point are exponentially damped. This 𝑘 ∥-dependence of the tunneling current is also
obtained in the extension of the Tersoff-Harmann model for arbitrary tip-orbitals [156].

We also highlight the fact that the tunneling current is expected to have a dominant
contribution from surface states, in comparison to any bulk state, since the STM probes
the electronic states near the surface whose wavefunction overlaps with the tip-apex-
wavefunction. While the Bloch states from the bulk still exist near the surface and decay
exponentially into vaccum, the wavefunction of the surface state rises exponentially as one
approaches the surface: they are confined to the surface and decay exponentially both into
the bulk and vaccum, as depicted in Fig. A.1.2(b). It is intuitively clear that the surface
state wavefunction will have a larger overlap with the tip wavefunction in comparison to the
delocalized bulk state, resulting in a larger weight to the tunneling current. This becomes
relevant for the surface state of topological insulators such as Bi2Se3 which exists within the
bulk band gap. The tunneling current from the TSS is expected to dominate (theoretically)
even at energies away from the Dirac point where it is degenerate with the bulk valence or
conduction band.

In order to obtain an even simpler and easy to use expression for the tunneling current,
we make assumptions of low temperature and low bias voltage. The latter ensures that |𝑀 |
does not change with significantly with voltage, simplifying the expression for tunneling
current as:

𝐼 ∝
∫ 𝐸F+𝑒𝑈

𝐸F

𝜌𝑇 (𝐸 − 𝑒𝑈)𝜌𝑆 (𝐸, r0)𝑑𝐸 (A.12)

This expression is generally used to interpret an STM image. It shows that the tunneling
current measured on the surface includes all states between Fermi energy and that shifted
by the bias voltage, i.e., it is proportional to the integrated LDOS of the sample, measured
at the center of curvature of the tip apex, r0. If the LDOS of the tip18 is assumed to be
constant and taken out of the integral, the tunneling current is proportional to the LDOS
of the sample measured at r0. This means that a constant current STM image reflects the
contours of constant LDOS of the sample. A pictorial representation of the above equation
is shown in Fig. A.1.3.

18For the purposes of interpretation of a real experiment one must not forget that the tunneling current is a
convolution of the sample and tip density of states.
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Figure A.1.2: Surface and bulk states. (a,b) Real part of a one-dimensional bulk and surface
state wave function, respectively. Both decay exponentially into the vacuum. Additionally,
the surface state is damped out inside the bulk of the crystal. (c) The surface state (red dashed
line) is located in the gap of the bulk bands (blue) projected along 𝑘⊥ onto the 𝑘 ∥ plane at 𝑘⊥
= 𝜋/𝑎. Image, text and concept from Refs. [151, 158].

A.2 Scanning tunneling spectroscopy

We can directly probe the local density states as a function of energy by measuring d𝐼/d𝑈 or
the differential conductance. This is readily seen by differentiating Eq. A.12 (assuming the
tip density of states and the tunnel matrix to be constant in the measured energy interval):

d𝐼
d𝑈

∝ 𝜌𝑇 · 𝜌𝑆 (𝐸F + 𝑒𝑈, r0) (A.13)

The differential conductance (d𝐼/d𝑈) data can be acquired for a single position (STS
point spectrum) or for all positions (𝑥, 𝑦) in a given image window which will give a 3D
data set, illustrated in Fig. A.1.3.

The differential conductance is usually measured at a constant tip-sample distance at a
particular position on the sample. The data is acquired by means of a lock-in amplifier
where a small AC voltage (𝑈mod) at a modulation frequency of 𝜔mod is used to modulate
the applied bias-voltage (𝑈0) as: 𝑈0 + 𝑈mod cos(𝜔mod𝑡). This introduces a modulation in
the tunneling current 𝐼mod (depicted in Fig. A.2.4(a)). By expanding the current in a Taylor
series one can see that 𝐼mod is proportional to d𝐼/d𝑈:

𝐼 (𝑈) = 𝐼 (𝑈0) +
d𝐼
d𝑈
𝑈mod cos(𝜔mod𝑡) (A.14)

= 𝐼 (𝑈0) + 𝐼mod cos(𝜔mod𝑡) (A.15)
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Figure A.1.3: Traditional STM/STS measurements. Schematic representation of the two
measured quantities: tunneling current (𝐼) and differential conductance (d𝐼/d𝑈) in relation
to the local density of states of the sample. Data acquired on the Cu(111) surface is used to
demonstrate the different traditional measurements of STM topography, STS spectrum and
STS spatial map. Concept from Ref. [159].
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A.2 Scanning tunneling spectroscopy

Figure A.2.4: Scanning tunneling spectroscopy. (a) Illustration of the principle of acquiring
differential conductance spectrum using a lock-in amplifier. 𝑈mod is the AC modulation voltage
which results in the modulation of the output current signal 𝐼mod. 𝐼mod/𝑈mod = d𝐼/d𝑈 or the
slope of the 𝐼 (𝑈) spectrum. Image from Ref. [151]. (b,c) Spectra taken on the Cu(111) surface
and a SC Nb film, respectively. The 𝐼 (𝑈) characteristics and the corresponding d𝐼/d𝑈 plot
is shown. The d𝐼/d𝑈 trace is obtained by differentiating 𝐼 (𝑈) curves (open circles) and that
recorded using a lock-in (solid line).
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In Fig. A.2.4(b,c) 𝐼 (𝑈) curves together with the simultaneously acquired d𝐼/d𝑈 curves
by means of a lock-in are shown. The d𝐼/d𝑈 curves can also be obtained via numerical
differentiation of the 𝐼 (𝑈) curves [also illustrated in Fig. A.2.4(b,c)]. The former, using
the lock-in technique is usually preferred due to its advanced noise filtering capabilities.
However, under rare circumstances the latter may become a better choice. For example, in
case of any instability in the tunnel junction a d𝐼/d𝑈-lock-in-spectrum is marred by sudden
jumps in the tunneling current. To avoid such jumps in the data one needs to measure
faster than the timescale between two successive jumps/disruptions in the measurement.
This is possible in case of measuring 𝐼 (𝑈) spectra where a single spectrum between 2 mV
and -2 mV with a stepsize of 5 𝜇V can be acquired in 100 ms. In comparison, a lock-in
spectrum of same bias range and resolution takes 160 s. This method of data acquisition
was used for acquiring spectra on the surface of CPSBS in Chapter 3. It is important to
note that in this method one must acquire 𝐼 (𝑈)-spectra on the order of 100 and average
them. This is followed by numerical differentiation and smoothing to obtain a d𝐼/d𝑈 curve
that has a signal-to-noise ratio that is comparable to the lock-in-spectrum.

A.2.1 Normalization

Equation A.13 which is used to understand the measured d𝐼/d𝑈 spectrum is applicable
only if the tunnel matrix element can be assumed to be constant. Otherwise the equation
needs to be rewritten as:

d𝐼
d𝑈

∝ 𝜌𝑆 (𝑒𝑈)𝑀 (𝑒𝑈, 𝑒𝑈, 𝑑) + 𝑒
∫ 𝑒𝑈

0
𝜌𝑆 (𝐸)

d
d(𝑒𝑈) [𝑀 (𝐸, 𝑒𝑈, 𝑑)]𝑑𝐸 (A.16)

where 𝐸F has been set to zero. Hence our d𝐼/d𝑈 spectrum may not always be directly
proportional to the LDOS of the sample but may also have an unwanted contribution from
𝑀 (𝐸,𝑈, 𝑑). One way to suppress this contribution is to normalize the d𝐼/d𝑈-spectrum by
𝐼/𝑈, which results in the following expression [160]:

d𝐼
d𝑈
𝐼/𝑈 =

𝜌𝑆 (𝑒𝑈) +
∫ 𝑒𝑈

0
𝜌𝑆 (𝐸)

𝑀 (𝑒𝑈,𝑒𝑈,𝑑)
d

d(𝑒𝑈) [𝑀 (𝐸, 𝑒𝑈, 𝑑)]𝑑𝐸
1
𝑒𝑈

∫ 𝑒𝑈

0 𝜌𝑆 (𝐸) 𝑀 (𝐸,𝑒𝑈,𝑑)
𝑀 (𝑒𝑈,𝑒𝑈,𝑑) 𝑑𝐸

(A.17)

Since 𝑀 (𝐸, 𝑒𝑈, 𝑑) and 𝑀 (𝑒𝑈, 𝑒𝑈, 𝑑) appear as a ratio, their exponential dependence on
𝑈 and 𝑑 are canceled out. Hence the quantity on the left-hand side of the equation is a
good measure of the LDOS of the sample.

Another normalization method used in the thesis is to simply divide the d𝐼/d𝑈 spectrum
with 𝐼0/𝑈0, where 𝐼0 is the setpoint current and𝑈0 is the stabilization bias. This method of
normalization can help to qualitatively compare different spectra. Overall no normalization
technique is generally applicable. It must be chosen based on the particular experiment
and the aspect of the data that one may wish to highlight. For a d𝐼/d𝑈 spectrum showing
a superconducting gap around the Fermi level, it is normalized by dividing by the average
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Figure A.3.5: Lower limit of lock-in modulation amplitude. (a, b) SC gap measured on a Nb
film (a) and in-gap zero bias peak measured on the proximitized surface of (Bi1−𝑥Sb𝑥)2Te3 thin
film in the presence of an in-plane magnetic field (b), for different values of lock-in modulation
voltage. Data acquired at 0.35 K. Data acquisition parameters: (a) 𝑈 = 5 mV, 𝐼 = 200 pA,
𝑈mod = 5 𝜇Vp (black) and 50 𝜇Vp (red); (b) 𝑈 = 3 mV, 𝐼 = 120 pA, 𝑈mod = 5 𝜇Vp (black)
and 50 𝜇Vp (red).

value of the conductance in the nonsuperconducting/normal state. In some cases a second
degree polynomial was fit to the data outside the SC gap and the d𝐼/d𝑈 spectrum was
normalized by dividing by the fitted polynomial. This was necessary if the normal state tip
plus sample DOS was not constant over the interval used for normalization.

A.3 Energy resolution and effective temperature

The proportionality of the differential conductance to the density of states of the sample
is obtained only in the 𝑇=0 K limit (Eq. A.13). In fact, the density of states is convoluted
with the derivative of the Fermi function, given as:

d 𝑓 (𝐸)
d𝐸

=
1
𝑘B𝑇

𝑒
− 𝐸

𝑘B𝑇

(1 + 𝑒−
𝐸

𝑘B𝑇 )2
(A.18)

For 𝑇=0 K, d 𝑓 (𝐸)
d𝐸 is a delta function and Eq. A.13 is recovered. However, for finite

temperatures the delta function changes to a Gaussian of width ≈ 3.5𝑘B𝑇 , broadening our
spectral features, and is therefore a factor that limits our energy resolution. For example, a
system temperature of 4 K, 0.7 K and 0.35 K imply a thermal energy resolution of 1 meV,
200 𝜇eV and 100 𝜇eV, respectively. It is possible to overcome this thermal resolution limit
by making use of a superconducting tip: discussion and example can be found in section
4.6.2.

A second source of broadening is the AC modulation voltage 𝑈mod that is added to
the bias voltage during acquisition of spectra using the lock-in. As a result the intrinsic
spectrum is convoluted with a function of the form

√︃
𝑈2

mod −𝑈2/𝜋𝑈2
mod, applicable only for
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applied voltages which are ≤𝑈mod [161]. Hence one must choose a modulation voltage that
is large enough for good signal strength but also less than a value that can lead to artificial
broadening. We have acquired high resolution SC spectra with a typical modulation
amplitude of 50 𝜇V and have experimentally ascertained that using a modulation voltage
lower than this value does not lead to an improvement in the resolution of spectral features,
such as the coherence peak in a SC gap or a ZBCP inside the SC gap (see Fig. A.3.5).
Hence the resolution of these spectra are not limited by the modulation voltage but must
have another origin.

Another factor which can limit our energy resolution is broadening due to ’unknown’
electronic noise in our circuit19. A possible origin can be any form of capacitive crosstalk
between the current measurement line and the environment or other cables as a consequence
of imperfect shielding of the current cable. Also resistive parts of the circuit, for example
the op-amp of the current preamplifier uses a feedback resistor of 1 GΩ (for a gain of 109),
can lead to Johnson/thermal noise as well as low frequency noise. In most cases we are able
to get rid of any capacitive noise in the d𝐼/d𝑈 signal by carefully aligning the phase of the
reference and input signal for the lock-in. Impact of other noise sources on the the d𝐼/d𝑈
signal is limited to the bandwidth required by the lock-in for proper averaging times. For
our measurements this is typically only 38.9 Hz (an averaging time of ∼100 ms or the time
in which the low-pass filter reaches 63.2% of a step response) which adds an rms voltage
noise of 26 𝜇V or a current noise of 0.03 pA.

The impact of all the above sources of experimental broadening on our d𝐼/d𝑈 spectra, in
particular the SC spectra, can be captured by an effective broadening term. Experimentally
we use the temperature required to fit the SC gap of a well-known superconductor as this
effective broadening term and hence call it the effective temperature of our junction. In
principle this term takes into account all extrinsic sources of broadening. Such a calibration
experiment for our setup can be found in Ref. [58] where the effective temperature was
found to be 0.7 K.

A.4 Superconducting density of states

For a temperature and a magnetic field value that is below 𝑇c and 𝐻c, respectively, some
materials undergo a thermodynamic phase transition to a new state that is energetically
more favorable. The reduction in energy is a consequence of pairing of electrons near the
Fermi level which form Cooper pairs. Such pairs, formed of electrons whose momenta
are of equal magnitude but opposite direction, result from an attractive interaction between
the electrons mediated by the crystal lattice vibrations or phonons. All Cooper pairs have
the same net momentum, i.e., q=0, and occupy the same macroscopic quantum state, the
ground state, which is well separated from single-electron states by an energy gap. The
energy gap protects Cooper pairs from normal scattering processes in the crystal, allowing
19By far the most important electronic noise source is given by ground loops, which we avoid by our

grounding scheme.
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A.4 Superconducting density of states

them to move without any dissipation. Hence a zero resistance or super conductance state
is achieved and termed as superconductivity.

The microscopic understanding of the phenomenon of Cooper pair formation or the
emergence of superconductivity was gained from the theory of Bardeen, Cooper and
Schrieffer (BCS theory). The theory successfully predicted the temperature dependence
of the energy gap and its relation to the critical temperature 𝑇c among others and is well
supported by several experiments. Here we briefly review the BCS formalism. The BCS
Hamiltonian [162, 163] in second quantization reads as:

𝐻 =
∑︁
k𝜎
𝜉k𝑐

†
k𝜎𝑐k𝜎 + 1

𝑁

∑︁
kk′
𝑉kk′𝑐

†
k↑𝑐

†
−k↓𝑐−k′↓𝑐k′↑ (A.19)

where 𝜉k = ℏk2/2𝑚 is the kinetic energy of a free electron and the operators 𝑐 and 𝑐†
annihilate an electron or create an electron of spin state 𝜎, respectively. The second term
on the right side of the equation represents all the cooper pairs in the superconducting
state that result from the attractive interaction 𝑉kk′ . For a solution of this Hamiltonian one
employs a mean field approximation since a large number of particles are involved and any
fluctuation in the number of Cooper pairs should therefore be small. In this approach the
Hamiltonian can be rewritten as:

𝐻BCS =
∑︁
k𝜎
𝜉k𝑐

†
k𝜎𝑐k𝜎 −

∑︁
k

Δ∗
k𝑐−k↓𝑐k↑ −

∑︁
k

Δk𝑐
†
k↑𝑐

†
−k↓ (A.20)

where a new 'gap' operator Δk = − 1
𝑁

∑
k′ 𝑉kk′

〈
𝑐−k′,↓𝑐k′↑

〉
and its complex conjugate was

introduced and determines the expectation value of a Cooper pair.
In order to diagonalize 𝐻BCS, further new fermionic operators are needed, which are linear
combinations of electron creation and annihilation operators:(

𝛾k↑
𝛾
†
−k↓

)
=

(
𝑢∗k −𝑣k
𝑣∗k 𝑢k

) (
𝑐k↑
𝑐
†
−k↓

)
(A.21)

where 𝑢k and 𝑣k are complex numbers with the condition that |𝑢k |2 + |𝑣k |2 = 1. The above
mapping is called Bogoliubov transformation. If we insert the inverse transformation into
𝐻BCS and after some math (see Ref. [164]) the diagonalized BCS Hamiltonian reads as:

𝐻BCS =
∑︁

k

√︃
𝜉2

k + |Δk |2
(
𝛾
†
k↑𝛾k↑ + 𝛾†−k↓𝛾−k↓

)
(A.22)

𝐻BCS =
∑︁
k𝜎
𝐸k𝛾

†
k𝜎𝛾k𝜎 (A.23)

𝐸k represents the eigenvalues of the Hamiltonian, its momentum dependence, 𝐸k =

±
√︁
(𝜉𝑘 − 𝜇)2 + |Δ𝑘 |2, gives the dispersion relation, 𝜇 being the chemical potential. This
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Figure A.4.6: Dispersion relation of the Bogoliubov quasiparticles, 𝑬k =

±
√︁

(ℏ2𝒌2/2𝒎 − 𝝁)2 + |𝚫𝒌 |
2, and the DOS. (a) Solid (dashed) line corresponds to the spec-

trum for Δ > 0 (Δ = 0). Blue (red) denotes the electron-like (hole-like) branches. Note that
only the first quadrant of 𝐸 vs. 𝑘 is necessary. The spectrum in the other quadrants is obtained
through electron-hole symmetry (𝐸k = −𝐸k) and time-reversal symmetry (𝐸k = 𝐸−k). (b)
Corresponding to (a), the quasiparticle density of states in the presence of a gap Δ, normalized
by the density of states in the normal state.
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relation is the single particle excitation spectrum of the BCS Hamiltonian. To see this we
include a constant term that was ignored from Eq. A.20 onwards:

𝐻BCS =
∑︁
k𝜎
𝐸k𝛾

†
k𝜎𝛾k𝜎︸           ︷︷           ︸

Bogoliubov quasiparticle dispersion

+ 𝐸BCS︸︷︷︸
condensation energy

(A.24)

At the lowest temperature, in the absence of any quasiparticles, the energy of the system
equals only the condensation energy of the Cooper pairs (it must be less than zero for a
superconducting state). The other term from which we obtained the 𝐸k relation, describes
the dispersion of Bogoliubov quasiparticles, sketched in Fig. A.4.6(a). These quasiparticles
are elementary excitations of this system created by the fermionic operators 𝛾 and 𝛾†.
Following Fig. A.4.6(a), to create a quasiparticle in the superconducting state a minimum
energy of Δ is required. Thus |Δk | defines the energy gap of the superconducting state,
precisely the magnitude of the gap.

The Bogoliubov quasiparticles are superposition of particles and holes, away from 𝑘F
they can be electron-like or hole-like. However, right at the Fermi level they are equal
superposition of electron and hole. Such an excitation is within the superconducting gap
and to get such an excitation additional terms are required that will compete with the Δk
term in the Hamiltonian. This is one of the ingredients required to obtain a MZM.

As discussed before in section A.2, in our spectroscopy experiment we will measure the
quasiparticle density of states, shown in Fig. A.4.6(b). We can calculate the density of
states using the above dispersion relation and by integrating over momentum space. The
density of states of the superconductor (𝜌sc) reads as:

𝜌sc(𝐸,Δ) =
d𝑁
d𝐸

1
𝑉

=
d

d𝐸
1
𝑉

[
𝑉

∫
d3𝑘

(2𝜋)3

]
=

d
d𝐸

1
𝑉

[
𝑉

4𝜋
(2𝜋)3

∫
d

d𝐸
1

d𝐸
d𝑘
𝑘2

]
(A.25)

Differentiating the dispersion relation with respect to 𝑘:

d𝐸
d𝑘

=
𝜕𝐸

𝜕𝜉

d𝜉
d𝑘

=

√
𝐸2 − Δ2

𝐸

𝑘

𝑚𝑒
(A.26)

By inserting Eq. A.26 in Eq. A.25 and approximating the energy to be for a small range
around the Fermi level and writing (𝜉 − 𝜇)2 = 𝐸2 − Δ2 , we obtain:

𝜌sc(𝐸,Δ) = 𝜌n
𝐸

√
𝐸2 − Δ2

(A.27)

where 𝜌n is the DOS in the normal state. The SC DOS has a energy gap of 2Δ around the
Fermi energy. At the edge of the gap on either side of the Fermi level, i.e., ±Δ, the DOS
diverges. This divergence corresponds to the quasiparticle resonances or the coherence
peaks of the SC gap.
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A.4.1 Pairing symmetry

In the last section the magnitude of the function Δk has reflected an energy gap in the single
particle excitation spectrum. In this section we discuss the symmetry of Δk with respect
to the lattice or its momentum space (k) dependence, referred to as the pairing symmetry.
Since a Cooper pair is obtained from the electrons in a crystal which are described by
a Hamiltonian that is invariant for the different lattice symmetry operations, the pairing
potential for the Cooper pair as well as its wavefunction must also be subject to these
symmetries. For such considerations, the possible pairing states can be obtained with the
framework of group theory as in the work of A. Ramires in Chapter 3.

Here we attempt to provide a simple illustration of the relation between symmetry of the
lattice and Δk using a square lattice. The discussion here is based on Ref. [165]. The first
step is to write the electron-electron interaction in terms of the different lattice sites. For a
square lattice with 𝜹𝑥 and 𝜹𝑦 as unit vectors in orthogonal x and y directions it reads:

𝑉
(
r𝑖 − r 𝑗

)
= 𝑈𝛿

(
r𝑖 − r 𝑗

)︸        ︷︷        ︸
on-site interaction

(A.28)

+𝐽
[
𝛿
(
r𝑖 −

(
r 𝑗 − 𝜹𝑥

) )
+ 𝛿

(
r𝑖 −

(
r 𝑗 + 𝜹𝑥

) )
(A.29)

+𝛿
(
r𝑖 −

(
r 𝑗 − 𝜹𝑦

) )
+ 𝛿

(
r𝑖 −

(
r 𝑗 + 𝜹𝑦

) ) ]︸                                               ︷︷                                               ︸
nearest-neighbor interaction

(A.30)

+𝑊
[
𝛿
(
r𝑖 −

(
r 𝑗 − 𝜹𝑥 − 𝜹𝑦

) )
+ 𝛿

(
r𝑖 −

(
r 𝑗 + 𝜹𝑥 − 𝜹𝑦

) )
(A.31)

+𝛿
(
r𝑖 −

(
r 𝑗 − 𝜹𝑥 + 𝜹𝑦

) )
+ 𝛿

(
r𝑖 −

(
r 𝑗 + 𝜹𝑥 + 𝜹𝑦

) ) ]
,︸                                                              ︷︷                                                              ︸

next-nearest-neighbor interaction

(A.32)

where𝑈 is the electron-electron interaction on the same site, 𝐽 on nearest-neighbor and
𝑊 on the next-nearest-neighbor sites. The above equation can be Fourier transformed and
expressed in terms of square lattice harmonics:

𝑉kk′ =

9∑︁
𝑖=1

𝜆𝑖𝑔𝑖 (k)𝑔𝑖 (k′) (A.33)

where 𝜆1 = 4𝜋2𝑈, 𝜆2 = 𝜆3 = 𝜆6 = 𝜆7 = 2𝜋2𝐽, 𝜆4 = 𝜆5 = 𝜆8 = 𝜆9 = 𝜋2𝑊 , and 𝑔𝑖 (k) are
given by

𝑔1(k) =
1

2𝜋
, 𝑔2(k) =

1
2𝜋

[
cos (𝑘𝑥) + cos

(
𝑘𝑦

) ]
, 𝑔3(k) =

1
2𝜋

[
cos (𝑘𝑥) − cos

(
𝑘𝑦

) ]
,

𝑔4(k) =
1

2𝜋
cos (𝑘𝑥) cos

(
𝑘𝑦

)
, 𝑔5(k) =

1
2𝜋

sin (𝑘𝑥) sin
(
𝑘𝑦

)
, 𝑔6(k) =

1
2𝜋

[
sin (𝑘𝑥) + sin

(
𝑘𝑦

) ]
,

𝑔7(k) =
1

2𝜋
[
sin (𝑘𝑥) − sin

(
𝑘𝑦

) ]
, 𝑔8(k) =

1
2𝜋

cos (𝑘𝑥) sin
(
𝑘𝑦

)
, 𝑔9(k) =

1
2𝜋

sin (𝑘𝑥) cos
(
𝑘𝑦

)
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A.4 Superconducting density of states

Figure A.4.7: Pairing symmetries and expected DOS in a STS experiment. (a) Different
pairing symmetries over the first Brillouin zone. Light red (light blue) corresponds to a positive
(negative) sign. While transitioning from the positive to negative the superconducting gap
must go to zero, indicated by the white (nodal) lines. (b) Same information as in (a) but
now visualized over a 2D isotropic Fermi surface. The positions where the gap goes to
zero are indicated with red dots, also called gap nodes. For the different gap structures the
corresponding integrated DOS (simulated) for temperatures of 0 K and 0.7 K are shown below.
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The nine square lattice harmonics listed here are the few lower orders and not the complete
set. These harmonic functions reflect the symmetries of the square lattice considered. Now
𝑉kk′ is related to the gap Δk which then can be similarly expressed in terms of harmonic
functions.

Each harmonic corresponds to a gap channel with a symmetry that adheres to the lattice
symmetry. Ultimately one of these channels must be selected based on the details of the
effective electron-electron interaction. The symmetry of the selected channel is often used
to name the gap or pairing itself. For example different spherical harmonic functions (𝑌𝑙𝑚)
are classified by the quantum numbers 𝑙 = 0, 1, 2.. and are named as 𝑠-wave, 𝑝-wave, 𝑑-
wave, respectively. Similarly we can check the symmetry to the particular lattice harmonic
to name the gap or pairing symmetry. For example, 𝑔1(k) and 𝑔2(k) square harmonics are
𝑠-wave like (transforming as the identity under all symmetry operations), 𝑔6(k) - 𝑔9(k)
are 𝑝-wave like (there is sign change for 𝜋 rotation) and 𝑔3(k) - 𝑔5(k) are 𝑑-wave like
(there is sign change for 𝜋/2 rotation). Pairing symmetry in terms of these harmonics is
visualized in Fig. A.4.7(a). The name or the label is determined so as to be consistent with
the spherical isotropic system. However, it is the particular crystal lattice harmonic which
defines the symmetry.

Another way of depicting the same information is by plotting the SC gap amplitude over
the Fermi surface. This is shown in the second panel of Fig. A.4.7, where we have assumed
a 2D isotropic Fermi surface. A full gap or a 𝑠-wave like gap is isotropic in momentum
space, whereas an anisotropic gap has a reduced gap size and a nodal gap has zero gap size
for certain positions in momentum space. To relate this information on the gap size over
the Fermi surface to the quantity measured in an STS experiment we must integrate over
the entire momentum space. We show the simulated STS spectra for the four different gap
symmetries in Fig. A.4.7(b) for temperatures of 0 K and 0.7 K. Hence experimentally one
can confidently distinguish only between a full gap and any other gap symmetry (provided
that the energy scale corresponding to the measurement temperature is much smaller than
the SC gap). The nodal 𝑝-wave like and 𝑑-wave like gaps (simulated using cosΦ and
cos 2Φ functions, respectively) cannot be differentiated solely based on STS spectra.

It is understood that identifying symmetry of the Cooper pair wavefunction is a central
theme in understanding the phenomenon of superconductivity. All superconductors break
gauge symmetry below the transition temperature, i.e., each Cooper pair is associated with
a fixed phase factor and the relative phase between two pairs is also fixed. Superconductors
where only the gauge symmetry is broken are also the simplest, conventional kind. They
usually show an energy gap that is isotropic in momentum space or 𝑠-wave like or follows
the crystal symmetry. On the other hand if the gap symmetry is lower than the point
group symmetry of the crystal, the superconductor is termed as unconventional, as is
the case for the doped Bi2Se3 superconductors measured in this thesis. Unconventional
superconductors also have an gap function with odd parity and may break other symmetries
such as time reversal symmetry.

Experimentally, by measuring the DOS in the STS we only have access to the magnitude
of the Cooper pair wavefunction which is proportional to the gap size. By further analyzing
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A.4 Superconducting density of states

Figure A.4.8: Calculated SC DOS (𝑵(𝝎)) as a function of energy (scaled by the gap
𝚫) for Pb, for different temperatures within the BCS theory (a) and Eliashberg theory
(b). Finite temperatures only lead to a reduced gap in (a) whereas considerable smearing is
observed in (b). Plots taken from Ref. [166].

the STS spectra we can comment on the symmetry of the SC gap. However, since we do
not have any access to the phase of the Cooper pair wavefunction we cannot discuss if
there is a sign change in the gap function in momentum space. For example, we cannot
prove that a twofold symmetric gap structure with two gap nodes is truly 𝑝-wave like. SC
interference experiments which employ the Josephson effect are better suited for extracting
the phase information. Other experiments such as the Knight shift of the nuclear magnetic
resonance (NMR) frequency and the muon spin rotation (𝜇SR) can help to determine the
parity or the spin state of the Cooper pairs.

A.4.2 Fitting of superconducting gap spectra

In this thesis the SC gaps measured were fit using the BCS DOS A.26 modified by a Γ

term, as was proposed by Dynes [167]:

𝜌k(𝐸) = (𝐸 − 𝑖Γ)/
√︃
(𝐸 − 𝑖Γ)2 − Δ2

k (A.34)

The original proposal by Dynes to include this energy-independent imaginary Γ term
was to account for the temperature dependent smearing of the gap edge that is expected
for strong-electron-phonon-coupled superconductors, illustrated in Fig. A.4.8. These su-
perconductors cannot be adequately described within the BCS framework which assumes
electron-phonon interaction energy as a constant given by the highest possible phonon
energy (the Debye frequency). Instead, one has to consider the energy or the frequency
dependence of the gap function, as done within the Migdal-Eliashberg theory.

However, such systematic broadening of the gap edge is rarely observed in spectroscopy,
even for strongly coupled superconductors. Hence in practice the Γ term of Eq. A.34 is
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Figure A.4.9: Distinguishing different gap structures. (a) Simulation of the d𝐼/d𝑈 spectra
for isotropic, nodal and anisotropic gap functions with Δ=0.4 meV,𝑇=0.7 K and Γ=0, 0.01 and
0.03 meV. (b) Point STS (red dots) and spatially averaged STS (blue dots) with their respective
anisotropic gap fits (solid lines). The light blue shaded region marks the standard deviation
of the data points for the spatially averaged STS.
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used to account for other sources of broadening. The unavoidable (extrinsic) sources being
the finite temperature of the measurement setup and electronic noise. Broadening from
these sources are usually taken care of by convoluting Eq. A.34 with the derivative of the
Fermi function for an calibrated effective junction temperature of 0.7 K. Hence the value of
Γ obtained from the fit can be treated as intrinsic broadening to the superconducting density
of states caused by pair-breaking scattering processes such as inelastic electron-electron or
electron-phonon or simply due to the presence of nodes in the gap function20.

We briefly discuss the interpretation of the fit parameter Γ for the superconductor CPSBS,
presented in Chapter 3, since it has nodes in its gap function. For such a superconductor
even elastic scattering can lead to pair breaking since the Cooper pair maybe scattered to
a position in momentum space where a SC gap does not exist. These quasiparticles at the
nodes can lead to broadening of the SC gap and must be taken into account while fitting.
In Fig. A.4.9(a) we have simulated the d𝐼/d𝑈 spectrum considering three different gap
structures: isotropic (full gap), nodal (𝑝-wave like) and anisotropic with lifted nodes, for a
total gap magnitude of 0.4 meV, at finite temperatures of 0.7 K and for different Γ values.
We find that it is always possible to distinguish between the different gap structures in the
presence (Γ is finite) and absence (Γ is zero) of quasiparticles given the same total gap
magnitude (this value is obtained from the 𝑇c by assuming weak coupling BCS behavior).
Following this line of argument we have concluded in Chapter 3 that the point STS measured
on the surface of CPSBS is best described by an anisotropic gap function with lifted nodes.
While it is logically sound, there is need for caution experimentally. To illustrate this
point we have replotted the point STS and its best fit from Chapter 3 (red dots and solid
line, respectively) together with a STS (blue dots) that was obtained by averaging over 900
spectra from different spatial locations on the sample in Fig. A.4.9(b). We find that the
blue spectrum is more broadened than the red one, indicating spatial inhomogeneity. This
places an error bar on the ZBC and coherence peak values which are on the order of the
differences expected between the nodal and anisotropic gap. Further, the data acquisition
mode in this case21 introduced a large error bar for each data point, visualized by the light
blue shaded region in Fig. A.4.9(b). Hence it is non trivial to experimentally distinguish
different gap structures, requiring system temperatures on the order of 10 mK and data
acquisition methods that are optimized to have very low noise conditions.

A.5 Quasiparticle interference

STM and STS lack the momentum-resolution that is offered by techniques such as angle-
resolved photoemission spectroscopy (ARPES). For example, in general it cannot be used

20In some cases, based on the fit, it is hard to distinguishing whether the broadening should be attributed to
the Γ term or a different effective temperature, particularly when both terms can be adequately used to fit
the data well.

21On the CPSBS sample, data could only be acquired in the 𝐼 −𝑈 mode since the disordered sample surface
made the tunnel junction unstable.
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to trace the dispersion relation 𝜀(𝑘) for Bloch electrons in a metal, characterized by the
wavevector 𝑘 and energy 𝜀. This is easily seen if we express the measured LDOS in a
STM/STS experiment for a given position in terms of the Bloch wavefunction 𝜓k(®𝑟) by

LDOS(𝐸, ®𝑟) ∝
∑︁
𝑘

|𝜓k(®𝑟) |2 𝛿(𝐸 − 𝜀( ®𝑘)) (A.35)

At any given point in time, for a single location, we sum over the expectation value of all
Bloch states for a particular energy and hence it must be the same for all locations in space.
However, if there was a disturbance in the LDOS that varied in space and stood stationary
in time, the LDOS will also vary spatially! This notion can be precisely achieved when a
Bloch state reflects off defects, adatoms, step edges etc., and interferes with itself leading
to the formation of a standing wave near the vicinity of the local disorder. The standing
wave, whose wavelength is given as 𝜆 = 2𝜋/q, is observed as modulations in the LDOS in
a STM experiment. The wavevector q can be related to the wavevectors of the interfering
waves (k1, k2) such that q = k2 - k1. Further, elastic scattering increases the probability
that the two k vectors lie on the same constant energy contour (CEC) in k-space.

Experimentally, the spatial variations of LDOS for a given energy are recorded as d𝐼/d𝑈
maps, also known as quasiparticle interference (QPI) patterns. By identifying and tracing
the energy dependence of the scattering wavevector q from the Fourier transform of the
QPI image, and hence the k-vectors, one is able to map out the electronic dispersion of
bands. In the most simple approximation q = 2k where the incident state is backscattered.
Although this technique has emerged as a powerful tool for electronic characterization
of materials including superconductors [38], there is a catch. The process of assigning
meaning to the QPI pattern in terms of scattering from one part of the band structure to
another can quickly become complicated if scattering between different bands need to be
considered, also some of these scattering processes may not take place due to selection
rules or if it leads to a spin flip of the electron [168]. Under such circumstances theoretical
simulation is required for interpretation of the map. Such simulations can be done using
the 𝑇-matrix approach or by computing the a joint density of states (JDOS). The former
explicitly takes into account the local potential of the scatterer and calculates the density
of states in q-space, while the latter obtains the QPI pattern based on the CECs of the band
structure.

Here we discuss the expected QPI pattern from the Cu(111) surface state and the topo-
logical surface state based on their constant energy contours. It is important to note that we
are considering the most simple scattering picture: an incident quasiparticle is scattered at
a point-like defect that corresponds to an isotropic potential of the form𝑉 (𝑟) = 𝑉0𝛿(𝑟−𝑟0).
Assuming energy, momentum, spin and particle number conservation, the final electronic
state must have the same energy as the initial state and a momentum that is limited by
the CEC of the band to which the initial state belongs. Given the nature of the scat-
tering potential, it is most likely that the initial state is simply backscattered. This is
indeed the most dominant scattering wavevector that is found for the surface state elec-
trons of Cu(111) crystal. These states have a parabolic dispersion that is free-electron
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Figure A.5.10: Constant energy contours for the Cu(111) SS and the TSS of TI materials.
The spin orientation of the electronic state is marked for each case. The solid circle (cross)
indicates that the spin is out of plane along +𝑧(−𝑧) and the arrows show the spin to be in the
𝑥𝑦 plane. Note that the ΓM points in (c) lie on the mirror symmetry lines and the system has
threefold rotational symmetry.

like, 𝐸 (𝑘) = ℏ2𝑘2/2𝑚eff with an effective mass 𝑚eff=0.4𝑚𝑒. A constant energy cut of the
band [depicted in Fig. A.5.10(a)] is a circle, hence an initial state with momentum k is
backscattered to −k which gives the scattering wavevector q = 2k. Since every state on
the CEC can be backscattered and the scattering potential is isotropic we obtain a QPI
pattern which is circular in the Fourier space and of radius q [169]. The weak spin-orbit
coupling in Cu leaves the surface band spin degenerate and hence spin of the quasiparticle
is conserved for all scattering processes.

The scattering process for the TSS of materials such as Bi2Se3 and Bi2Te3 is however
not as simple as the surface state of noble metals. This is in particular due to its dispersion
and spin configuration. Close to the Dirac point the dispersion is linear and a CEC is a
circle [depicted in Fig. A.5.10(b)]. However the spins of the surface state electrons are
aligned in the plane of the surface and perpendicular to the momentum vector giving rise to
an in-plane helical spin texture. As a consequence electrons are not allowed to backscatter
since electrons with opposite momenta also have opposite spin and backscattering would
require a spin-flip. This means that the strongest scattering wavevector, as found for the
free electron like surface states of noble metals, is eliminated in this case. However,
oblique scattering is still allowed [170], and the expected QPI pattern is a disc of radius
q < 2k instead of a ring of q = 2k. Experimentally, the topological protection against
backscattering has been demonstrated for Bi2Se3 and Bi2Te3 [171–175] although there
exists a report that has observed the q = 2k ring on Mn doped Bi2Se3 [176] suggesting that
the protection is not complete.

At energies far away from the Dirac point the surface state becomes hexagonally warped
[177, 61], likely due to the hybridization between the surface and bulk states. The warping
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enters the Hamiltonian as a cubic term [62, 170],

𝐻 ( ®𝑘) = 𝑣( ®𝑘 × ®𝜎) · 𝑧 + 𝜆𝑘3 cos 3𝜙®𝑘𝜎
𝑧 . (A.36)

where the first term describes the isotropic 2D Dirac state. The azimuthal angle of ®𝑘
is 𝜙®𝑘 = tan−1 (

𝑘𝑦/𝑘𝑥
)
, where the ΓK direction is taken as 𝑥 axis. Warping transforms the

circular energy contour into a hexagon and further into a snowflake shape at even higher
energy [see Fig. A.5.10(b)]. It further leads to a spin texture that bends in and out of plane.
At the ΓM points (tips of the CEC), which lie on mirror symmetry lines, the warping term
vanishes since 𝜎𝑧 is odd under mirror operation and the spins lies in plane while at the
ΓK points (curved regions of the CEC) the spins lie out-of-plane with staggered signs [see
Fig. A.5.10(b)]. Scattering on this CEC can be understood by considering that points of
extremal curvature, namely the valleys and tips, correspond to high density of states which
can give rise to strong nesting conditions and at the same time the spin orientation also
plays a role. Scattering is found to be absent for backscattered states in the valleys and
tips, represented by q = 2k, since it requires a spin-flip. Instead, scattering is dominated
by wavevectors q ≃ 1.5k, which connect points between two valleys with the same sign
of spin. The absence of any other scattering wavevector can also be argued by taking into
account the degree of spin overlap. This simplified picture of the scattering process has
helped to explain the QPI patterns observed in STM experiments on TI materials where
QPI peaks along ΓK direction are strongly suppressed while those along ΓM are found to
be intense.

A.6 Landau quantization
22In the presence of a uniform external magnetic field B, charged particles such as electrons
move in cyclotron orbits (a circular path) induced by the Lorenz force. Their equation of
motion in a magnetic field given by

ℏ
dk
d𝑡

= −𝑒𝝂 × B (A.37)

shows that the wavevector k is confined to an orbit in a plane that is normal to B. Further,
rewriting the velocity of motion 𝜈 in terms of position r we find that r and k are in the same
plane (normal to each other and both to B) and related as

𝑘 =
𝑒𝐵

ℏ
𝑟 =

1
ℓ2 𝑟 (A.38)

where ℓ =
√︃

ℏ
𝑒𝐵

is the magnetic length.

22References for this section include [178, 179].
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A.6 Landau quantization

Thereafter, imposing the Bohr-Sommerfeld quantization condition for Bloch electrons in
a magnetic field, as was suggested by Onsager [180], one finds that the orbit of the electron
is quantized in such a way that the magnetic flux threading the orbit is also quantized as

Φ𝑛 (r) = 𝐵𝑆𝑛 (r) = (𝑛 + 𝛾)2𝜋ℏ
𝑒

= Φ0(𝑛 + 𝛾) (A.39)

where Φ0 = ℎ
𝑒

is a quantum unit of magnetic flux and 𝑛 is an integer. The area of the
electron orbit 𝑆𝑛 (r) in real space can be further related reciprocal-space area 𝑆𝑛 (k) through

𝑆𝑛 (k) =
1
𝐵ℓ4𝐵𝑆𝑛 (r) =

𝑒2𝐵

ℏ2 Φ𝑛 (r) =
2𝜋𝑒𝐵
ℏ

(𝑛 + 𝛾) (A.40)

which implies that 𝑆𝑛 (k) is also quantized.
The quantity 𝛾 that we have used in the above equations is quantum correction term. As
function of energy 𝐸 and magnetic field 𝐵 it is expressed as:

𝛾(𝐸, 𝐵) = 𝛾𝑀 + 𝛾𝐵 =
1
2
− Γ(𝐸)

2𝜋

where the first term, referred to as the Maslov term, equals 1/2 and can be thought of as
the zero-point correction of the harmonic oscillator. The second term is the Berry phase
contribution, a term obtained from the work of Roth and others [181–183]. They found
that Γ relates to the Berry phase that a Bloch electron acquires during its cyclotron motion.
The Berry phase is given as

Γ = 𝑖

∮
𝐶

𝑑𝒌 · ⟨𝑢𝒌 | ∇𝒌𝑢𝒌⟩

in terms of the Bloch function 𝑢𝒌 (𝒓), and is calculated along the cyclotron orbit 𝐶. For
Schrödinger electrons the Berry phase is obtained as zero, while it is 𝜋 for Dirac electrons
in graphene and the TSS of TI materials. This implies that a special scenario arises for
Dirac electrons in terms of the area of the cyclotron orbit in 𝑘-space since the term 𝛾 goes
to zero instead of the usual value of 1/2.

To get a further insight into the above relations, we imagine the area of the cyclotron orbit
to be the end faces of a cylindrical tube, this tube will intersect a 3D spherical Fermi surface
for a specific energy value. For a magnetic field in the z direction [see Fig. A.6.11(a)] we
can obtain the value of this energy by using Eq. A.40 where 𝑆𝑛 (k) = 𝜋𝑘2

𝑛 and energy (𝐸)
and k𝑛 are related by a parabolic dispersion; 𝛾=1/2. Hence the energy at k𝑧 of the tube is
given as

𝐸 (𝑛, 𝑘𝑧) = ℏ
𝑒𝐵

𝑚eff
(𝑛 + 1

2
) + ℏ2

2𝑚eff
𝑘2
𝑧 (A.41)
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Figure A.6.11: Landau levels in 3D parabolic band and 2D linear band. (a) Intersection
of Landau tubes with the 3D Fermi surface in k-space. The magnetic field direction is along z
axis. (b) Landau levels for a 2D state with Dirac dispersion. Each circle represents a Landau
level.

The electrons can occupy only these discrete energy values, also known as Landau levels
(LLs). For a particular magnetic field, the LLs correspond to all the tubes that can intersect
the Fermi surface [see Fig. A.6.11(a)]. With increasing magnetic field, the radius of each
tube increases and hence the energy of the 𝑛th LL shifts. The area of the part of the tube
that lies between the constant energy contours 𝐸 and 𝐸 + d𝐸 gives the number of states
contained in each LL.

By setting 𝑘𝑧 = 0 in Eq. A.41 one can also obtain the LLs for a parabolic 2D state.
However a more interesting case, as pointed before, is presented by the 2D linear state
(Dirac dispersion). The energy of LLs of this state can be obtained similar to the parabolic
case but by taking the linear dispersion instead and a Berry phase of 𝜋. The energy of the
𝑛-th LL is given as

𝐸 (𝑛) = 𝐸𝐷 + sgn(𝑛)𝑣𝐹
√︁

2𝑒𝐵ℏ|𝑛| (A.42)

which encodes the unique signature of Dirac electrons, i.e., the energy of the LLs varies as√︁
|𝑛|𝐵 and not 𝑛𝐵 (obtained for Schrödinger electrons), meaning that the energy difference

between the LLs are not same and decreases with increasing 𝑛. Another feature which
helps to identify the Dirac electrons is the nature of the zeroth LL since it stays independent
of the magnetic field. We demonstrate these aspects by using a spectroscopy dataset taken
on the surface of (Bi1−𝑥Sb𝑥)2Te3 thin film [Fig. A.6.12(a-c)]. The peaks in the LDOS
spectrum can be attributed to the LLs and their positions give the energy 𝐸𝑛 of each LL.
In Fig. A.6.12(c) we find the energy of the LLs to vary linearly as a function of the scaling
variable

√
𝑛𝐵, as expected for a Dirac dispersion. However, a more interesting observation

is the deviation of the zeroth LL from this straight line, which suggests that the band
acquires a finite mass term (𝑚eff). This deviation from an ideal Dirac dispersion can be
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A.6 Landau quantization

Figure A.6.12: Factors responsible for modifying the LL energies of the TSS. (a) d𝐼/d𝑈
spectra acquired on the surface of (Bi1−𝑥Sb𝑥)2Te3 thin film, showing peaks that can be
associated with LL formation. The spectra are offset vertically for clarity. The applied
magnetic field is indicated for each spectrum. The dashed violet line helps to trace the zeroth
LL expected at the Dirac point. (Data from J. Brede.) (b) Scaling analysis of the energy of
the LLs from (a). The zeroth LL deviates from the linear relation. (c) Visualization of the
variation in position of the zeroth LL as a function of magnetic field. (d) Schematic depiction
of the LLs for the TSS under the influence of different factors.
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approximated by considering a quadratic term in the dispersion relation. Naturally, this
modifies 𝐸𝑛 values by a term that is proportional to the magnetic field (𝐸 ∝ 𝜇B𝐵

𝑚eff
), and the

effect is prominent for 𝐸0.
A closer look at the zeroth LL as a function of magnetic field [panel (c)] shows that the

energy varies around the mean value of 61 meV and a single linear term is not enough
to describe the variation. This leads us to consider other factors which can influence the
energy positions of the LLs, namely the presence of a local electric field and the Zeeman
term [see schematic depiction in panel (d)]. We discuss these factors based on Refs. [184–
187]. A local electric field can arise from potential variations due to structural and charge
inhomogeneities or can be simply due to the STM tip [185] which is biased with respect to
the sample. The primary task is to identify the source of this potential variation and then
be able to model it accordingly. For example in Ref. [184], a case of well defined potential
variation occurs due to 1D structural buckling on the surface of Bi2Te3 with a periodicity of
100 nm. The energy of the zeroth LLs was found to be shifted by as much a 12 meV while
traversing the structural stripes. The higher energy levels either showed a smaller or no
offset in energy as a function of position. They understood the behaviour of the LLs based
on the spatial extent of the LL wavefunction: for higher indices the larger spread of the
wavefunction meant that it became immune to potential variations whose length scale was
smaller. On the other hand the potential landscape was more complicated on the surface of
Bi2Se3, as presented in Ref. [186] and had to be extracted by tracing the spatial variation in
energy of the zeroth LL. Hence only after careful experimental characterization followed
by modelling can the consequence of the spatial potential variation on the LLs of the TSS
be extracted.

If it is possible to independently eliminate the effect of 𝑚eff and potential variation, one
may observe the genuine Zeeman shift of the LLs which occurs due to the coupling of the
electron spin with the magnetic field. Since the TSS lacks spin degeneracy, the Zeeman
effect only leads to a energetic shift of the LLs except for the zeroth LL which splits. The
Zeeman energy term varies linearly with magnetic field being equal to 1

2𝑔𝑠𝜇B𝐵, where 𝑔𝑠 is
the electron 𝑔-factor of the TSS. The Zeeman effect is most pronounced for the zeroth LL
and decreases rapidly with increasing LL index. Investigating the Zeeman effect on LLs is
best done with spin polarized STM as this should help to visualize the spin-magnetization
distribution of the of the cyclotron orbit of the LL.

For the dataset presented in Fig. A.6.12(a), a simple linear fit for 𝐸𝑛 against
√
𝑛𝐵

gives values of Dirac point (DP) energy as 49±0.8 meV and a Fermi velocity (𝑣F) of
5±0.05×105 m/s. The latter is higher than that reported in Ref. [188]. Note that we can
improve the quality of the fit by including the additional terms discussed above, which
yields 𝐸DP=60±0.6 meV, 𝑣F=(3.5±0.1)×105 m/s, 𝑚eff=0.20±0.2 and a 𝑔𝑠 of 10. However,
we stress again that careful experiments are required to segregate the different sources
which shift the LL energies. It possible that two terms shift the levels in opposite directions
and thereby will lead to an effective cancellation. Detailed experiments were not done for
the LL dataset presented here.

In this thesis we observed LLs only the surface of Sr𝑥Bi2Se3 and in particular near 𝐸𝐹

146



A.6 Landau quantization

and were attributed to higher indices. This enhancement of the LL peaks near 𝐸𝐹 has been
observed in other TIs [184] as well as graphene [189] and Bi(111) thin films [190]. The
explanation that is commonly accepted is that the quasiparticle lifetime becomes longer near
𝐸𝐹 which can be due to electron-electron interactions [191, 192] or a decrease in electron-
phonon coupling. Estimates of such lifetime for zero field give ∼20 fs/eV [189], which
is expected to increase in the presence of magnetic field from stronger electron-electron
interactions.

LL peaks in spectroscopy should also show an enhancement with increasing magnetic
field and a smaller LL-index . This is understood with the help of the magnetic length
ℓ =

√︃
ℏ
𝑒𝐵

. Twice the magnetic length forms the diameter of the cyclotron orbit in real space
(this also gives the spatial extent of the LL wave function). For higher magnetic fields
where the cyclotron orbit becomes less than or equal to the mean free path of the electrons
in the system, it means that the electron has a lesser probability of being scattered. Similar
argument is applicable for lower LL-indices since the width of the orbit is ∝ ℓ

√︁
2|𝑛| for a

Dirac system.
We did not observe any LLs on the surface of 𝑛-type Bi2Se3 crystals, Cu𝑥Bi2Se3 and

most Sr𝑥Bi2Se3 pieces that were measured as a part of this thesis. A possible explanation
could be that the strong electric field that exists between the STM tip and sample causes
a widening of the cyclotron orbit [185] which may ultimately break the orbit through
scattering effects. Another possibility, entirely unrelated to the latter case, is that various
scattering channels exist for the TSS (including inelastic electron-phonon processes) due to
impurity bands which can arise from the large amount of native and dopant induced defects
that are present in these samples. These bands may exist near the surface state and maybe
lead to broadening and even total suppression of the LL peaks through scattering effects.
It is important to note that these impurity bands as well as a large amount of bulk carriers
are not expected for the TI thin films where LLs of the TSS are observed consistently and
reproducibly.
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Figure B.1.13: (a) Normalized ZBC map at B⊥=0.1 T showing a single isolated vortex.
Data was acquired as a STS-grid in the I-V mode for 30 by 30 pixels, covering an area of
200 by 200 nm2. The image shown here is obtained after interpolation and smoothing. (b)
Normalized d𝐼/d𝑈 spectra along the purple line (long axis) in (a). Each horizontal row
is a d𝐼/d𝑈 spectrum vs sample bias. The color scale represents the d𝐼/d𝑈 intensity and
the vertical axis shows the distance along the purple line in (a). The red d𝐼/d𝑈 spectrum
superimposed on the map is taken at the center of the vortex and highlights the absence of
any vortex bound states. (c) A similar map as done in (b) for the green line (short axis) in (a).
The superconducting gap disappears over a longer distance along the long axis of the vortex
in comparison to the short axis, as expected. Stabilization parameters: 𝑈 = 1 mV, 𝐼 = 50 pA
(100 sweeps) for (a); 𝑈 = 3 mV, 𝐼 = 50 pA (200 sweeps) for (b) and 𝑈 = 3 mV, 𝐼 = 50 pA
(200 sweeps) for (c).

B.1 Additional data on CPSBS and PSBS

Absence of vortex bound states

No vortex core states were observed for a single isolated vortex in CPSBS, as shown in
Fig. B.1.13. This is expected for a dirty superconductor [134]. We estimate the mean free
path (𝑙) in the sample to be 1.2 nm using the relation 𝑙 = ℏ𝑘F/𝜌0𝑛𝑒

2 (the relation holds
for a spherical Fermi surface and values for residual resistivity (𝜌0) and carrier density (𝑛)
are taken from Ref. [57]). The mean free path in CPSBS is an order of magnitude smaller
than the average in-plane coherence length (𝜉GL) of 25 nm indicating that the sample is in
the dirty limit.

Superconducting stripe pattern

In this section we discuss the signatures of superconductivity observed on the surface of
the second sample (S-II). We did not observe a vortex lattice on this sample unlike for
S-I, which was discussed in the main text. Instead, we found superconducting regions,
roughly 100 nm in width, separated by non-superconducting regions. Moreover, the super-
conducting areas extended in one direction in a stripe fashion, as seen in the normalized
ZBC map of Fig. B.1.14(a). Following the lineprofile from Fig. B.1.14(a) the largest gaps
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Figure B.1.14: (a) Normalized ZBC map over a field-of-view of 1500 by 1500 nm2, taken
with a resolution of 80 by 80 pixels. STS grid was obtained in the I-V mode with stabilization
parameters𝑈 = 1.5 mV and 𝐼 = 100 pA. A vertically averaged lineprofile of the map showing
a significant suppression in ZBC for three regions, is given below. (b) Normalized conductance
spectra for an energy range around zero-bias (gray open circles) is shown for regions marked
(1), (2) and (3) in (a), respectively. The gray traces are obtained by averaging 80 spectra in
the respective regions along a vertical line. The spectra show a superconducting gap. They
are fit for three different gap functions: isotropic (blue dashed), nodal (green dashed) and
anisotropic (red), as described in the main text.
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𝑇eff (K) Γ (meV) Δ𝑘
(meV)

Δ0
(meV)

Δ1
(meV)

Trace 1

isotropic 0.7 * 0.029 0.15

nodal 0.7 * 0.005 0.20 0 0.20

anisotropic 0.7 * 0.01 0.20 0.02 0.18

Trace 2

isotropic 0.7 * 0.038 0.14

nodal 0.7 * 0.016 0.19 0 0.19

anisotropic 0.7 * 0.021 0.19 0.02 0.17

Trace 3

isotropic 0.7 * 0.030 0.13

nodal 0.7 * 0.01 0.18 0 0.18

anisotropic 0.7 * 0.015 0.18 0.02 0.16

Table 3: Fitting parameters for trace 1, 2 and 3 from Fig. B.1.14(b). The parameter 𝑇eff is
held fixed in each case, indicated by the symbol *. The error bars obtained from the fitting
routine are on the order of a few 𝜇eV.

are identified around 190, 660 and 1367 nm with very small gaps about 417 and 1120 nm.
These superconducting stripes were found to be oriented perpendicular to the structural
one-dimensional stripe. Strangely the latter was not observed in this particular area. Its
orientation for the sample was determined from a non-superconducting region. To under-
stand if there is a correlation between appearance of superconductivity and the absence of
the structural stripe more statistics is required.
In Fig. B.1.14(b) spectra from the three superconducting stripe regions of panel (a) are
shown. We show fits to different gap functions, as done for the superconducting gap spec-
trum of the vortex region in the main text, with fitting parameter values given in Table
3. Fits to isotropic and nodal gap look good and are qualitatively similar. The gap size
obtained from the fits are 38% and 50% of the bulk gap value, respectively. Hence the
superconducting state observed here is not fully developed. Further, proximity of the su-
perconducting region to normal conducting regions can lead to an inverse proximity effect
and consequently a small gap. Hence, based on the gap size one cannot ascertain the gap
structure that is realized. Therefore we analyze the values obtained for the Γ parameter
used in the fit.

150



B.1 Additional data on CPSBS and PSBS

Figure B.1.15: (a) Waterfall plot showing the superconducting gap measured in region (1) of
Fig. B.1.14(a), in the presence of an in-plane field of 0.25 T. Orientation of the field is given
by the in-plane angle, measured from the horizontal axis. The error bar for the in-plane field
alignment is between 5 - 10◦. (b) Superconducting gaps from (a) with the corresponding fits
are shown for 30, 120, 210 and 300◦. The superconducting gaps in are fit using Γ as the only
fitting parameter; 𝑇eff=0.7 K and Δ=0.14 meV. (c) A twofold oscillation in Γ is observed. Data
is fit (green line) with a cosine function of the form f(x) = y0 + Acos2(𝜃 +Φ), to obtain minima
at 113◦ and 293◦. (d) Position of minima in the superconducting gap structure obtained for
S-I (purple dashed line) and S-II (green dashed line) with respect to the top Se lattice and the
monoclinic a and b axes.

The Γ term was originally introduced by Dynes et al. [167] to take into account a finite
quasiparticle (QP) lifetime from recombination processes. However, such effects are negli-
gible in both weak and strong coupling superconductors. Instead, for a real experiment the
Γ term is used to account for broadening from extrinsic and intrinsic sources. In principle,
we have calibrated our experimental setup and accounted for extrinsic sources of broaden-
ing in the effective junction temperature parameter. Hence, the Γ value obtained from the
fit should reflect intrinsic sources only. In this case inelastic scattering process which lead
to pair breaking and QPs due to nodes or anisotropy of the gap function can be considered
as intrinsic sources. Γ values of the order of 10 𝜇eV is expected for superconductors having
a nodal gap [193], making the obtained Γ values of 29-38 𝜇eV for an isotropic gap larger
than expectation. Reasonable Γ values of 5-16 𝜇eV are achieved for the case of a nodal gap.
Note that the gaps can be fit equally well with an anisotropic gap function which returns
similar Δ values as for the nodal case, but with slightly larger Γ values, as expected.
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In order to obtain conclusive evidence for the presence of nodes in the gap and the
possibility of the nodes being lifted, we measured the response of the gap in the presence
of an in-plane magnetic field (𝐵∥) of 0.25 T. The field is further rotated in the ab-plane
of the crystal [Fig. B.1.15(a)]. The azimuthal angle of 𝐵∥ with respect to the monoclinic
crystal axes for the sample is given in Fig. B.1.15(d).
Despite the absence of any in-plane vortices (area being too small for a flux tube), we
observe a twofold variation in the gap spectra with the direction of 𝐵∥ [Fig. B.1.15(a)].
Spectra for select symmetric angles are shown in Fig. B.1.15(b) to demonstrate the varia-
tion in gap size and symmetry with respect to the angle of 𝐵∥ .
The influence 𝐵∥ on the measured superconducting gap can be understood based on the
Volovik and Zeeman effects. The former effect has been discussed for nodal supercon-
ductors [74]. The presence of an in-plane field leads to an induced supercurrent running
perpendicular to the field direction. The supercurrent with velocity v𝑠 leads to a Doppler
shift in the energy (𝜀) of a quasiparticle with momentum k as 𝜀(k) → 𝜀(k) - ℏk·v𝑠. This
effect leads to the generation of maximum number of quasiparticles when the field is ori-
ented perpendicular to a gap node/minima as compared to any other direction, leading to
a maximum smearing of the gap edge for an integrated DOS measurement. The Zeeman
depairing effect has similar consequences on the gap. In this case the Zeeman energy scale
for 𝐵∥=0.25 T is 29 𝜇eV, comparable to the minimal gap magnitude from the anisotropic
fit.
The consequences of the Volovik and Zeeman effect on the gap is extracted from the data
by fitting the spectra in Fig. B.1.15(a) using Γ as the only fitting parameter while keeping
𝑇eff and Δ constant. This allows us to directly see the change in the amount of quasiparticles
as a function of the field direction. The quality of the fit is shown in Fig. B.1.15(b) for
select spectra and the Γ values for all spectra are plotted in Fig. B.1.15(c). We observe
a twofold symmetry in Γ with respect to the field direction with an anisotropy of 45%.
The smallest value Γ or the least amount of quasiparticles are expected when the field
points in the direction of the gap node/minima which occurs around 113◦ and 293◦, based
on a cosine fit to the data points. Identical results are obtained irrespective of the gap
function used for the fit. Lastly, we identify the orientation of the gap node/minima with
respect to the crystallographic axes in Fig. B.1.15(d). The gap nodes/minima are rotated
away from the mirror plane by 23◦. Since they are not mirror symmetry protected it is
reasonable to assume that even in this case the nodes are lifted or in other words we con-
clude an anisotropic gap structure for S-II. We also point out that the position of the gap
minima in S-I (deduced from the vortex anisotropy) and in S-II (deduced from in-plane
field anisotropy) are not the same, although they are both rotated away from the mirror
plane by 60◦ and 23◦, respectively.

Doppler shifted LDOS in a magnetic field

In the last section we explained that the differential conductance (d𝐼/d𝑈) for a nodal
superconductor in the presence of an in-plane magnetic field 𝐵∥ , depends on the orientation
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Figure B.1.16: (a) Simulated curves for the SC LDOS for 𝑇eff=0.7 K, 𝛿𝐸𝑘= 0.1Δ for isotropic
(gray traces) and nodal (red traces) gap functions. (b) Normalized conductance as a function
of the in-plane angle of a 𝐵∥ field of 0.25 T. (c-d) Simulation of the normalized conductance
for different gap functions, i.e., nodal (c) and anisotropic (d).

Figure B.1.17: Simulated spectra for the LDOS for 𝑇eff=0.7 K, 𝛿𝐸𝑘= 0.6Δ, for isotropic (gray
traces) and nodal (red traces) gap functions.
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of 𝐵∥ with respect to the nodes in the gap. The variation in the d𝐼/d𝑈 spectra due to the
Volovik effect was accounted for by the broadening parameter Γ. Here, we modify the
BCS DOS to explicitly incorporate this effect [194–196]. Note that the approach outlined
in Refs. [194, 195] is applied for an Abrikosov vortex lattice i.e., where the inter-vortex
distance is much larger than the vortex size, in the presence of a magnetic field which
can be both out-of-plane or in-plane. While there are no vortices to be observed in the
superconducting stripe region, one can still consider the supercurrent running along the
edge of the stripe in analogy to the circulating supercurrents outside the vortex core. The
origin and consequences of the supercurrent are discussed below.

An external magnetic field is excluded from the bulk of a superconductor except for a
layer of thickness of the London penetration depth 𝜆, owing to the Meissner effect. This
is possible due to the flow of a supercurrent (moving superconducting fluid) in the same
length scale as 𝜆 which generates a magnetic field in a direction opposite to the external
field. Associated with this supercurrent is a position dependent supercurrent density j𝑠 (r)
which equates to the product of the electron-pair density 𝜌𝑠 (r) and the superfluid velocity
v𝑠 (r). A non-zero superfluid velocity results in a ’Galilean boost’ or a ’Doppler shift’ in
the energy of a quasiparticle in the laboratory frame of reference, previously referred to as
the Volovik effect. The energy scale of this shift is given as 𝛿𝐸𝑘=ℏk · v𝑠. By including this
term in the BCS DOS we modify it as:

𝑁k(𝐸) = |𝑅𝑒[(𝐸 − ℏkv𝑠)/
√︃
(𝐸 − ℏkv𝑠)2 − Δ2

k] |. (B.43)

Using Refs. [194, 195], 𝛿𝐸𝑘 = ℏkv𝑠 = 𝜈Δ
𝜌

sin(𝜙 − 𝛽), where 𝜈 defines the energy in units
of the gap magnitude Δ; 𝜌 is a length scale in units of the inter-vortex distance, where a
value of 0.1 would mean a length of the order of the vortex size; 𝜙 refers to the angular
dependence of SC gap as in the nodal case and 𝛽 is the angle between the applied in-plane
magnetic field and the horizontal axis. For a nodal gap function Δk ≡ Δ0 cos(𝜙), a maxima
in 𝛿𝐸𝑘 occurs for 𝜙=𝜋/2 and 𝛽=0.
In Fig. B.1.16(a) we show simulated curves for Doppler shift energy scale that is 10% of
the SC gap (Δ), for isotropic (gray traces) and nodal (red traces) gap functions. A clear
difference can be seen between the red traces where the magnetic field is orientated along
the antinodes (solid line) and nodes (dashed lines). Hence the data [Fig. B.1.16(b)] that
was obtained in the SC stripe region as a function of in-plane field can we well described
by the DOS in Eq. B.43 assuming a nodal gap function [Fig. B.1.16(c)]. Better agreement
is obtained for an anisotropic gap [Fig. B.1.16(d)].

Using 𝛿𝐸𝑘 that is 10% of the SC gap (by fitting a single experimental spectra and opti-
mizing parameters) and 𝑘𝐹 of 0.18 Å−1 (ARPES data [103]) we obtain a superfluid velocity
(v𝑠) of 14 m/s. This value is only ∼9% of the superfluid velocity measured 160 nm away
from the vortex core in NbSe2 [196]. Moreover it is orders of magnitude smaller than
the value estimated from the applied field value (𝐵) and London penetration depth (𝜆) of
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Figure B.1.18: (a) STM topograph on the cleaved surface of PSBS. (b,c) Differential conduc-
tance images of the same area as (a) at sample bias of -10 mV (b) and -200 mV (c), showing
an intense QPI pattern. Setpoint: 1 nA (a,b); 2 nA (c). (d-f) Fourier transform of differential
conductance images at indicated bias voltages. A six-fold symmetric pattern is obtained in
the q-space for all energies with intensity along the Γ𝑀 direction. (g) Linecut along the Γ𝑀

direction for energies given by the vertical scale. The corresponding k vector is shown on the
top axis (for q=2k). The FFT intensity is normalized to intensity of the q-vector of interest at
𝐸F. The observed dispersion agrees well with the ARPES data [198] (overlaid white dots) for
1 QL Bi2Se3 on top of the PbSe layer upon cleaving the PSBS crystal.

doped Bi2Se3 using the relation v𝑠 = 𝑒𝐵𝜆/2𝑚𝑒; which approximates the field strength to be
constant and equal to the applied field on the top surface layer [197]. To further examine if
such a value is reasonable for the system of CPSBS and in particular the SC stripe region,
we need to consider an explicit distribution of the field in the sample.

A stronger effect on the LDOS via the Doppler shift in quasiparticle energies can be
observed when the energy scale of the shift is on the order of the superconducting energy
gap. The expected shape of the spectra for isotropic and nodal gap structure that is Doppler
shifted by 60% of the gap energy is shown in Fig. B.1.17(a,b). Experiments to this end
were done on a thin film of Bi2Te3 grown on NbSe2 [197].

Unexpected QPI pattern on PSBS and CPSBS

We performed QPI experiments on the cleaved surfaces of PSBS and CPSBS where stand-
ing waves or interference patterns arise due to the elastic scattering of surface states at
sub-surface defects and Cu adatoms. Such interference patterns in real space is Fourier
transformed to identify characteristic scattering wavevectors which are related to the con-
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stant energy contours of the band structure [169, 38] in the most simple approximation
(discussion in Appendix A.5). QPI data could be obtained on the 𝑚 = 1 and 2 surfaces as
well as the non-superconducting regions of CPSBS. No twofold anisotropy was observed
in the scattering patterns in Fourier space for all examined surfaces. This lends support
to our claim in the main text that the observed vortex anisotropy does not originate from
an anisotropy of the Fermi surface. In the remainder of this section and the following
subsections we discuss the QPI data obtained on PSBS, CPSBS and 𝑚=2 surface in detail.

For an area of 50 by 50 nm2 [Fig. B.1.18(a)] typical d𝐼/d𝑈 maps taken at indicated bias
voltages are shown in Fig. B.1.18(b) and (c) for the 𝑚=1 surface on PSBS. Fast Fourier
transform (FFT) of d𝐼/d𝑈 maps for three selected bias voltages are shown in Fig. B.1.18(d),
(e) and (f), respectively. We observe a sixfold symmetric pattern in the Fourier space with
intensity along the Γ𝑀 direction for large positive and negative bias. Closer to the Fermi
level this pattern transforms into a closed hexagon with intensity peaks showing up along
Γ𝐾 direction as well [Fig. B.1.18(e)]. Above 300 meV and below -300 meV the QPI
intensity is faint (data not presented).

We further analyze the QPI pattern by taking linecuts of the FFT images along one of the
Γ𝑀 direction (averaged over ±1Å−1) for a bias range between -600 to 300 mV, resulting in
Fig. B.1.18(g). This allows to easily trace scattering vector q as a function of energy. The
corresponding k-vector is derived from the simple scaling relation q=2k which is valid for
scattering from k to −k of a circular Fermi contour. Despite this crude approximation, the
agreement between the obtained dispersion from QPI patterns and ARPES data [white dots
in Fig. B.1.18(g)] for 𝑚=1 surface, is excellent, supporting our simple model. However,
contrary to the circular QPI patterns from circular Fermi surfaces on noble metal surfaces
[199, 200, 169, 201, 202], we observe the aforementioned hexagonal QPI. Similar QPI
patterns are commonly observed on the surface of bulk TIs such as Bi2Se3 [176] and Bi2Te3
[174, 172, 203], at energies away from the Dirac point, where origin of the QPI-symmetry
is explained considering the hexagonal warping of the TI surface state [62, 174, 172,
204]. The hexagonal deformation of the Fermi surface makes contribution from scattering
wavevectors that connect regions of high density of states on the constant energy contour
to be dominant [204]. Among them, vectors that lead to direct backscattering are strongly
suppressed due to the topological protection/spin texture of the surface state, leaving only
scattering vectors which connect the isoenergy surface along Γ𝑀 direction (see Appendix
A.5 for a sketch). Indeed, a weak hexagonal distortion of the surface state for 𝑚=1 can be
found in the ARPES data [102]. While this can explain why some scattering vectors may
become stronger in intensity, it cannot explain the absence of scattering vectors along the
Γ𝐾 direction since the band is expected to be spin degenerate.

Another explanation for the observed hexagonal QPI pattern may be found in the structure
of the scatterer, which defines the symmetry of the scattering potential [176], as well as
the density of scatterers which defines the extent of disorder or scattering rate in the
system [205]. For the 𝑚=1 surface the majority scatters are triangular shaped defects.
The triangular shape affects scattering processes in such a way that scattering along Γ𝐾

is suppressed relative to Γ𝑀 . A large defect density further adds to this tendency [205].
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Figure B.1.19: (a) An atomically resolved 50 by 50 nm STM topograph on the cleaved surface
of PSBS. The prominent one-dimensional strip along with a large density (1.2×1020 cm−3)
of triangular defects and a small amount of adatoms (red circles) are observed. (b) Fourier
transform of the image in (a). The three sets of Bragg spots are indicated as 𝑞1, 𝑞2 and 𝑞3,
respectively. Γ𝐾 and Γ𝑀 directions as well as spots corresponding to the stripe are also
identified. (c) Zoom of the stripe spots from the FFT of atomic resolution images taken on
PSBS and CPSBS with the 2D Gauss fits. The spots correspond to q-vectors of 0.28 Å−1 and
0.29 Å−1, respectively. (d) Atomically resolved image showing the typical defect found in 1
QL Bi2Se3 on PbSe. One defect is highlighted by the red triangle.

Note that only scattering processes of wavelength smaller than the defect size is affected
by its shape. For the 𝑚=1 surface the defects are roughly 1.25 nm [see Fig. B.1.19(d)].
Wavelengths smaller than this value amounts to q values larger than 0.5 Å−1, observed for
QPI patterns at positive sample bias. Hence the shape of the defect is relevant only for QPI
patterns at positive energies.

We exclude the possibility that the one-dimensional stripe observed on 𝑚=1 surface [see
Fig. B.1.19(a)] can give rise to the observed QPI pattern, owing to its reduced symmetry.
Moreover, the stripe corrugation is found to not change significantly as a function of energy
(see Fig. B.1.20), hence it is only a constant background to the observed QPI modulation.

Ultimately, theoretical support is required to compute the joint density of states and
the spin-dependent scattering probability based on the ARPES data to understand the
contribution of different q-vectors to the scattering pattern. In the following subsections
we discuss some specific aspects which are related to the QPI data.

High symmetry directions, defect density and size

The high symmetry directions, namely Γ𝑀 and Γ𝐾 , are identified from the Fourier trans-
form of an atomically resolved STM topograph [Fig. B.1.19(a,b)]. Additionally, three sets
of Bragg peaks (𝑞1, 𝑞2 and 𝑞3) and two spots (Gstripe) corresponding to the one-dimensional
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stripe are identified in the Fourier image. We have calibrated this image by forcing all six
Bragg spots to lie on the corners of a hexagon of length 2𝜋/(

√
3/2𝑎), where 𝑎 is the in-plane

lattice constant of the Se layer (0.417 nm). Using the calibrated FFT image the maxima
corresponding to the stripe and Bragg spots were fitted by 2D Gaussian peaks to extract
the q-vectors. Gstripe was found to be 0.28 Å−1, which translates to a real space periodicity
(𝑏) of 2.18 nm. This gives a ratio of the lattice vectors 𝑎/𝑏 as 0.192, differing from the
literature ratio by 1% only. A zoom of the stripe spots on the PSBS and CPSBS (NSC)
surfaces with the respective 2D Gauss fits are shown in Fig. B.1.19(c). The stripe spots on
CPSBS are less intense due to the disorder on the surface. The horizontal distortion of the
spot is an artifact.

The triangular defects in Fig. B.1.19(a) are more clearly seen in the zoom image in
Fig. B.1.19(d). The major triangular defect is indicated by the red triangle, whose length
corresponds to approximately 3 atomic lengths, i.e., 1.25 nm. This defect has not been seen
in STM studies of bulk Bi2Se3 crystals [146] and occurs exclusively in PSBS. As discussed
in Ref. [146], the lateral size of the defect on the surface can be used to infer the depth of
the defect with respect to the top layer. The observed defect in this case is somewhat larger
than three atomic sites meaning that it can be a substitution defect in the Bi(4A), Se(5B)
or PbSe layer. The defect that is considered in the PbSe layer is a Bi atom sitting on a
Pb site, i.e., a BiPb antisite defect. First-principles calculations [206] have shown that a
high density of BiPb antisite defects strongly shifts the PbSe bands down in energy thereby
helping to expose the Bi2Se3 derived bands around the Γ point. These defects modify
the chemical formula of the material to (Bi𝑥Pb1−𝑥Se)5(Bi2Se3)6 with 𝑥=0.38 being the
optimum value based on defection formation energy calculations. From Fig. B.1.19(d) we
find atleast 12 triangular defects in the area of 100 nm2 corresponding to a defect density
of 1.2×1020 cm−3 (from another image it is found to be 2×1020 cm−3). These numbers are
then used to find the number of defects (ndef) expected for a unit cell area of 0.89 nm2.
For the formula unit, 𝑥 value = ndef/5 = 0.1/5 = 0.02. This number is 20 times lower than
the concentration expected from the calculations. Therefore it possibly not a BiPb antisite
defect. The proper identification with the help of ab initio simulations will be done in
future.

Stripe corrugation

In Fig. B.1.20 we note the reduced stripe corrugation from the 𝑚=1 to the 𝑚=2 surface,
the average value being 11±0.4 pm and 3.6±0.7 pm, respectively. While the apparent
corrugation did not show any significant dependence on the sample bias for the 𝑚=1
surface, the apparent corrugation was found to be reduced by 50% at positive bias for 𝑚=2
surface.
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Figure B.1.20: Apparent corrugation of the one-dimensional stripe on the 𝑚=1 and 𝑚=2
surfaces. Left panel shows a differentiated STM topograph image for a step edge between
𝑚=1 and 𝑚=2 surface.

Figure B.1.21: (a-c, f-h) Fourier transform of d𝐼/d𝑈 maps for indicated bias voltages using
different measurement techniques, namely constant current lock-in mapping (a-c) and STS
grids (f-h). The resulting energy dispersion in q-space is shown in (d, e) and (i, j) for the
two techniques, respectively. White dashed line corresponds to ARPES data [198] on the
𝑚=1 surface. Constant current data was acquired with a setpoint current of 2 nA, lock-in
parameters: 𝑓 = 6.67 kHz and 𝑈mod of 5, 30 and 50 mV. STS grid was obtained under
stabilization parameters of 𝑈 = 300 mV, 𝐼 = 2 nA and lock-in parameters: 𝑓 = 6.67 kHz and
𝑈mod = 5 mVp.
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Data acquisition mode

QPI data can be acquired in three different modes, namely constant height, constant current
and spectroscopy grid (STS grid). It is not possible to take QPI data in the constant height
mode where the tip height is stabilized only at the first image point, on 𝑚=1 and 2 surfaces,
due to the 1D-stripe which causes a variation in the actual tip sample distance following its
own modulation. The exponential dependence of the tunneling current on the tip sample
distance results in the stripe pattern dominating over any QPI signal. We can overcome
this challenge by using the constant current mode where the tip height is stabilized to the
same current value at each point. The current value at a single point is a convolution of
the integrated density of states and the transimission function (dependent on the tip-sample
distance) of the tunnel junction. This means at a point in-between the stripe where the
density of states is lower the tip is brought closer to the sample by the feedback circuit to
keep the current unchanged. As a result the d𝐼/d𝑈 or QPI signal in-between the stripe
is no longer exponentially attenuated. However, the d𝐼/d𝑈 signal still contains the stripe
modulation through the transmission function. By the additional trick of using the feedback
settings with a shorter reaction time it is possible to filter out the stripe frequency from the
d𝐼/d𝑈 map.

A complementary data acquisition mode is the STS-grid. In a STS-grid the tip height
is stabilized at each pixel to the same bias value for all energy maps, unlike the constant
current map, where the bias is tied to the map energy. However, since the 1D-stripe is
largely independent of bias, it should influence the constant current and STS-grid maps in
the same way.

Dispersing features identified in the constant current Fourier images [Fig. B.1.21(a-e)],
in particular the Γ𝑀 direction, are reproduced in the STS grid data [Fig. B.1.21(f-j)] on the
same sample with same tip. The surface state dispersion along Γ𝑀 agrees well with the
ARPES data (white dashed line). Intensity along Γ𝐾 only appears near the Fermi level as
a strong feature in the constant current map and a faint one in the STS-grid. There are two
possible explanations. It can have a trivial source since length of the associated q-vector in
real space is roughly equal to the size of the defects or it originates from states that have a
larger tunneling decay constant as compared to the states which give rise to intensity along
Γ𝑀 .

Note that a slightly larger q-vector length (difference of 0.04 Å−1 or ∼10%) is obtained
in STS grid data [Fig. B.1.21(f-h)] as compared to the constant current [Fig. B.1.21(a-c)]
data. This could be a result of piezoelectric creep during the long acquisition time for the
STS grid. However, by comparing the distance between two defects in the topograph image
from the STS grid and constant current, measured as 35 nm and 35.4 nm, respectively, we
found the grid data to be compressed by only by 1%.
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Figure B.1.22: Comparison of the dispersion on the surface of PSBS (right) with that on
the non-superconducting surface of CPSBS (left). The QPI intensity for PSBS and CPSBS
is normalized to the intensity of the q-vector of interest for PSBS at 𝐸F. Data was acquired
in the constant current mode with a setpoint current of 2 nA. For a given bias the QPI map
on PSBS and CPSBS have the same lock-in modulation voltage. Lock-in parameters: 𝑓 =
6.67 kHz and𝑈mod of 5, 30 and 50 mV.

QPI on CPSBS

The single parabolic band on the 𝑚=1 surface observed using ARPES [198] and QPI
analysis (Fig. B.1.18), persists on the cleaved non-superconducting surface of CPSBS (see
Fig. B.1.22).

Suppressed QPI intensity with increasing Bi2Se3 QLs

• 𝒎=1 to 𝒎=2

In Fig. B.1.23 we show QPI maps acquired simultaneously on the 𝑚=1 and 𝑚=2 surface
by scanning across a step edge of QL height. Such step edges can be found by cleaving
a sample which consists of 3 Bi2Se3 QLs encapsulated by PbSe layers. QPI data on the
two surfaces are separately Fourier transformed to obtain the energy dispersion in q-space
[Fig. B.1.23(e)]. On the𝑚=1 surface the q-vector length is similar to what was discussed in
Fig. B.1.18 and also compares well with the ARPES data (white dots) [198]. On the other
hand QPI pattern on the 𝑚=2 surface is observed only for bias voltages ∼−100 meV and
above, where two separate q-vectors are identified (indicated by green and blue arrows).
The outer (larger) q-vector most likely corresponds to scattering involving the surface state
and the inner (smaller) q-vector originates from the conduction band. The observation that
scattering from the surface state on the 𝑚=2 surface can be observed only in the presence
of a second band could be an indication of the topological character of the former. For
a topological band while scattering is forbidden from k to −k due to the opposite spin
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Figure B.1.23: (a) A 3D rendered STM topograph image (50 nm by 100 nm) showing a step
edge between a 𝑚=1 and 𝑚=2 surface. The cartoon of Bi2Se3 and PbSe blocks sketches the
scenario of a QL step height. The green trace is the lineprofile of the topograph. (b) QPI
map simultaneously acquired on the two different surfaces across the step edge at -50 meV.
(c, d) Fourier transform of part of the image (b) corresponding to the 𝑚=1 surface (c) and
𝑚=2 surface (d). Both images have been sixfold symmetrized. (e) Energy dispersion for 𝑚=1
surface (left part) and 𝑚=2 surface (right part). The corresponding k value is obtained from
the scaling relation q=2k. White dots correspond to ARPES data [198] on 𝑚=1 surface. For
the 𝑚=2 surface, features are indicated with green and blue arrows. (f) QPI map taken at a
bias voltage of -200 meV on the 𝑚=1 (upper panel) and 𝑚=2 (lower panel) surfaces. Setpoint:
500 pA.

Figure B.1.24: (a) Topograph on the 𝑚=2 surface over a 50 by 50 nm2 area. (b) QPI map in
the same field of view as (a) at -50 meV. A small (upper right image) and a large (lower right
image) QPI wavelength is extracted. (c) Unsymmetrized Fourier-space image of (b) with two
q-vectors (green arrows) corresponding to the two different QPI wavelengths.
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B.1 Additional data on CPSBS and PSBS

Figure B.1.25: (a-c) QPI maps and corresponding Fourier images on 𝑚=1 (a), 𝑚=2 (b) and
𝑚=∞ (c) surfaces at indicated sample bias. All visible q-vectors are indicated. Fourier maps
for the 𝑚=2 and 𝑚=∞ have been sixfold symmetrized and the latter is rotated as well. (d)
Azimuthally averaged radial profiles of the Fourier signal for the three surfaces. Each curve
is normalized between 0 and 1. Black arrows point to the position of the q1 in each case.
Setpoint: 2 nA (a,b); 20 nA (c). 𝑈mod = 50 mV (a), 30 mV (b) and 20 mV (c).

configuration, the presence of a second band may dilute the k values to k+Δk, acting in
a manner similar to disorder [205] and hence lifting the strict topological protection. The
absence of QPI on the 𝑚=2 surface at -200 meV is highlighted in Fig. B.1.23(f), where
only a bias-independent large modulation is observed, likely due to charge in-homogeneity.

We additionally show Fig. B.1.24 to convince the reader that two separate wavelengths
can be identified from the raw QPI data in real space for the 𝑚=2 surface at -50 meV;
corresponding q-vectors are seen in the unsymmetrized Fourier space image.

• 𝒎=1 to m=∞

In Fig. B.1.25 we trace the QPI intensity by further increasing the number to Bi2Se3
QLs to ∞. Here we compare QPI maps and their Fourier maps for 𝑚=1, 𝑚=2 and 𝑚=∞
surfaces, for indicated bias voltages which correspond to a similar energy level above the
band bottom as for 𝑚=1. q-vectors are indicated in each case with q1 originating from the
surface state. For 𝑚=∞ q2 corresponds to scattering involving bulk states and its shape
can be explained following Refs. [203, 207]; q3 relates to the scattering potential of the
defects and does not change with energy.

In Fig. B.1.25(d) we compare intensity of the q1 vector (black arrows) for the three
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Figure B.1.26: (a) Point-spectra obtained on the 𝑚=1 (red trace), 2 (blue trace) and ∞ (gray
trace) surfaces. (b) Point-spectra taken on the 𝑚=1 surface for positions corresponding to
the stripe (red solid line), in-between the stripe (dashed light red line) and on a defect (black
line). The inset is a zoom-in around the Fermi level. Stabilization parameters: 𝑈 = 500 mV,
𝐼 = 0.5 nA (red), 𝑈 = 600 mV, 𝐼 = 0.5 nA (blue), 𝑈 = −900 mV, 𝐼 = 2 nA (gray) for (a);
𝑈 = 600 mV, 𝐼 = 0.5 nA for (b).

surfaces. Each curve has been normalized between 0 and 1. It is readily seen that by
increasing the number of Bi2Se3 QLs there is a strong suppression in the QPI intensity. We
attribute this to the increase in topological character of the surface state, which suppresses
the most intense scattering vector that also happens to correspond to direct backscattering.

STS on surfaces corresponding to 𝒎=1, 2 and ∞

Point-spectra on the 𝑚=1 (red trace) and 𝑚=2 (blue trace) surfaces show a bandgap of
∼0.5 eV (Fig. B.1.26) between the conduction and valence band, consistent with the
ARPES data [102]. The bottom of the conduction band and top of the valence band are
indicated with dashed lines in each case, identified either from the sudden or a rapid rise
in the d𝐼/d𝑈 signal.

Upon increasing the number of QLs the bandgap in the material is expected to reduce. A
reduced bandgap of∼0.3 eV is observed on the m=∞ (gray trace) surface which corresponds
to a bulk Bi2Se3 crystal. Finite density of states within the bandgap for the blue and gray
traces originate from the surface states.

The red trace shown in Fig. B.1.26(a) for the 𝑚=1 surface is the only spectrum that
relates to the APRES data nicely. Other spectra on the 𝑚=1 surface [see Fig. B.1.26(b)],
taken on a different sample with a different tip, only match above -0.2 V. The common
and reproducible feature for all spectra is a step around 0.4 V. Some minor differences are
observed for the spectra taken on the stripe and that in-between, as seen in Fig. B.1.26(b).
Spectrum on the defect shows a peak around -0.03 V.
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