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## Abstract

This doctoral thesis presents the modernisation and digitalization of two different experimental techniques and the results of different nuclear structure experiments in: The Orange conversion electron spectrometer setup was revised, rebuild in many hardware units and the usability has been restored by extensive software development of a control and acquisition software. Two different measurement modi are supported: a scan modes, which allows for conversion electron spectroscopy of an energy range during $\gamma$-source and in-beam measurements and an continuous mode, where one conversion electron energy can be selected by the strenghts of the magnetic field generated by the Orange spectrometer. Additionally, the implementation and validation of the digital fast timing technique with the recently commissioned fast-sampling digitizers Caen V1730 and additionally V1751 has been carried out. The digitizers have been installed and thoroughly been investigated and characterized in terms of time resolution and time walk and the settings of the integrated digital constant fraction discriminators have been optimized for digital fast-timing experiments. Both developments have successfully been commissioned in $e^{-}-$ $\gamma$ and $\gamma-\gamma$ fast-timing lifetime measurements in nuclei belonging to the neutron midshell $\mathrm{N}=$ $104, \mathrm{~A} \approx 180$ region.

The lifetime results of four tungsten and osmium isotopes are discussed within the context of the deformation and transitional phenomena in the neutron midshell $\mathrm{N}=104$ region. All investigated nuclei lie at the edge of the strongly deformed region whose center is represented by the midshell-midshell nucleus ${ }^{170} \mathrm{Dy}$.
For ${ }^{176,178,180} \mathrm{~W}$, fast-timing methods using the newly revised and commissioned Orange conversion electron spectrometer and the Cologne HORUS spectrometer were employed. Different fusion evaporation reactions were utilized to populate excited states in these tungsten isotopes, allowing for the measurement of lifetimes for the $2_{1}^{+}, 4_{1}^{+}, 6_{1}^{+}$, and $8_{1}^{+}$yrast states, with an additional measurement of the $10_{1}^{+}$state in ${ }^{176} \mathrm{~W}$. The extracted quadrupole deformation parameters, reduced transition probabilities, and $B_{4 / 2}$ ratios were compared with Interacting Boson Model 1 calculations, confirming the deformed prolate rotor nature of the investigated tungsten isotopes.
In the case of ${ }^{182}$ Os the low-lying yrast states $2_{1}^{+}, 4_{1}^{+}$, and $6_{1}^{+}$were studied using the newly implemented and commissioned digital fast-timing technique of the IKP. For the first time, lifetimes were determined for the $4_{1}^{+}$and $6_{1}^{+}$states, while the lifetime of the $2_{1}^{+}$state was re-evaluated to remove inconsistencies in the literature. The obtained lifetimes and extracted $\mathrm{B}(\mathrm{E} 2)$ values were analyzed in terms of collective signatures and transitional phenomena. The calculated $\mathrm{B}\left(\mathrm{E} 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right) / \mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$ratio of $1.39(7)$ supported the interpretation of ${ }^{182} \mathrm{Os}$ as a rigid rotor, and its significance was discussed alongside neighboring isotopes and isotones within the framework of the interacting boson model 1. Furthermore, the structure of ${ }^{182}$ Os was investigated under consideration of the influences of competing factors such as the nearby collective deformed region, $\gamma$-soft rotors, $\mathrm{X}(5)$ symmetry, and neighboring regions of shape coexistence in low excitation states. The study of higher-lying excitation bands in osmium isotopes and the associated isotones helped explain the structural transitions occurring at ${ }^{182} \mathrm{Os}$, shedding light on the interplay of the different structural influences.
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## 1 Introduction

### 1.1 Lifetime measurements and fast-timing techniques

Lifetime measurement of excited states of atomic nuclei is an important key ingredient to obtain structural information about excited nuclei and underlying electromagnetic properties [1, 2]. Knowing the lifetime of an excited state of a nucleus can help in understanding collective or singleparticle structures and phase shape transitions by extracting the reduced transition probability $B\left(\sigma L ; J_{i} \rightarrow J_{f}\right)$ between two excited states $[1-3]$. The reduced transition probabilities, also associated with transition matrix element, can be used to classify and compare different nuclei in different theoretical frameworks and models. Throughout the evolution of nuclear physics, numerous techniques for determining lifetimes from millions of years down to femtoseconds and even lower have been developed. The lifetimes observed in this work all lie within the picosecond to nanosecond regime, hence, the fast-timing method is the selected timing method. The fast-timing method and related technical implementations are described in the following.

### 1.1.1 The fast-timing method

The fast-timing method is a reliable tool for determining lifetimes of excited nuclear states between several microseconds and a few picoseconds. Fast-timing generally works like a stop watch for a populating and depopulating transition cascade of a state of interest [4, 5]. A precise point in time, which indicates the population or the depopulation of the excited state of interest is a requirement to enable fast-timing methods. The detection of a transition depends on how the transition manifests, for example as a $\gamma$-ray, a conversion electron or any particle decay. In this work, $\gamma$-rays and conversion electrons were used as time-giving transition indicators. To determine the lifetimes of excited states, $\gamma-\gamma, \gamma-\gamma-\gamma, e^{-}-\gamma$ and $e^{-}-\gamma-\gamma$ correlations were used. The threefold coincidences were used to select the $\gamma$-ray cascade of interest to clean the coincidence and time spectra from unwanted contamination. The time stamps of incoming $\gamma$-rays or conversion electrons and the time-difference between two consecutive transitions is determined by different technical implementations, which are described in Sec. 1.1.2 and 1.1.3.

Due to the intrinsic time resolution of the components contained in the timing setup, the timedifferences between two signals scatter statistically convoluted with the lifetime of the state of interest, leading to a delayed time-difference distribution. The delayed time-difference distribution is described by a convolution of an exponential tail and the prompt response function (PRF), which depends on the timing system [6]:

$$
\begin{equation*}
D(t)=n \lambda \int_{-\infty}^{t} P R F\left(t^{\prime}-C^{P}\right) e^{-\lambda\left(t-t^{\prime}\right)} d t^{\prime}+n_{r}, \quad \lambda=\frac{1}{\tau} \tag{1.1}
\end{equation*}
$$

where $C^{P}$ is the time-difference centroid (first moment) of the PRF, $\tau$ the lifetime of the state and $n_{r}$ is the random background contribution. The PRF is the time-difference distribution obtained for two signals with a time-difference of zero in comparison to the time resolving power of the timing system. The full width at half maximum (FWHM) of the PRF, which is considered as the time resolution, and the centroid position of the PRF are dependent on detector properties, time pick-off devices and also the $\gamma$-ray energy. The exponential tail of the distribution becomes visible, if the lifetime between the signals is long compared to the intrinsic time resolution of the timing system. The slope method [5] can be used to directly determine lifetimes that are longer than the time resolution of the energy corresponding PRF. This method involves fitting an exponential decay to the pure exponential part (slope) of the time-difference distribution Eq. 1.1. The lifetime $\tau$ is then obtained as the reciprocal of the decay constant.

To access lifetimes values below the time resolution of the corresponding setup, the centroid-shift method is used. In the centroid-shift method, the lifetime is derived from the time shift between the centroids of the measured delayed and the energy-corresponding prompt time-difference distributions: $\tau=C_{D}-C_{P}$. The centroid position of the delayed distribution $C_{D}$ is defined as [6]:

$$
\begin{equation*}
C_{D}=\langle t\rangle=\frac{\int_{-\infty}^{\infty} t D(t) d t}{\int_{-\infty}^{\infty} D(t) d t} . \tag{1.2}
\end{equation*}
$$

Both situations, slope method and centroid shift, are illustrated in Fig. 1. In the right part of the figure, delayed distributions of a long and a short lifetime compared to the time resolution of the PRF are shown. The exponential slope fit is indicated by the red line. The centroid shift in the case of the short lifetime is indicated by $C_{D}$. Furthermore, in Fig. 1, the presence of the energy-dependent time walk (TW) is illustrated, which is caused by technical factors within the time pick-off devices [7-9]. The amplitude of the incoming signal plays a significant role in the occurrence of time walk. Depending on the signal processing technique, such as leading-edge timing (LED) or constant fraction discrimination, the time stamp is determined differently. LED measures the time stamp when the signal surpasses a certain threshold, resulting in a relatively pronounced time walk that varies based on the signal shape and rise time (which is usually a constant of a detector system). On the other hand, constant fraction discrimination shapes the signal in a bipolar manner, and the time stamp is determined by the zero crossing, leading to smaller time walks compared to LED. In both cases, the magnitude of the time walk is influenced by the signal amplitude. Consequently, the centroid position of the PRF, denoted as $C_{P}$, shifts with the signal amplitude. If the TW is calibrated for the experimental setup, the lifetime of an intermediate state can be derived according to:

$$
\begin{equation*}
\tau=C^{D}-T W\left(E_{\text {feeder }}, E_{\text {decay }}\right) \tag{1.3}
\end{equation*}
$$

In this work, $\operatorname{LaBr}_{3}(\mathrm{Ce})$ detectors were used for all fast-timing experiments due to their exceptional balance between time and energy resolution. For an energy combination of a $779-344 \mathrm{keV} \gamma$-ray cascade emitted from ${ }^{152} \mathrm{Gd}$, the time resolution is approximately 350 ps with a well-adjusted


Figure 1: The principles of the fast-timing methods. The dashed blue distribution represents the PRF and $C_{P}$ is the centroid position of the PRF. The shifted distribution is obtained when the lifetime of the state under investigation is in the range of the resolution of the PRF. The lifetime $\tau$ is found in the delayed shift of the centroid of the time-difference distribution $C_{D}$. The exponential slope is obtained when the lifetime is greater than the resolution of the PRF. The straight line fit to the exponential part of the slope to extract the lifetime is shown in red. The right half of the figure shows the simple centroid shift approach of the fast-timing analysis. The right and pale left part together illustrate the centroid difference method. The doubled time walk is the prompt response difference, also known as PRD.

CFDs or digital CFDs [8-10]. The intermediate $2_{1}^{+}$state has a lifetime of 46.9(3) ps [11].

### 1.1.2 The analogue fast-timing setup and related analysis methods

The established analogue fast-timing setup is constructed by using 2 or more fast-timing detectors e.g. $\mathrm{LaBr}_{3}(\mathrm{Ce})$. Fast-timing detectors need to provide two output signals, one for the time branch, the other for the energy branch of the fast-timing setup. In the case of the here used $\mathrm{LaBr}_{3}(\mathrm{Ce})$ scintillators with optically coupled photomultiplier tubes (PMT), the positive dynode signals are used as energy signals and are directly digitized in the data acquisition system (DAQ). The negative anode signals are used as input signals for constant fraction discriminators (CFD). The CFD determines a precise timestamp of the signal by a constant fraction shaping procedure,
which strongly reduces the time walk $[8,9,12]$.
The logical time signals coming from the CFDs are used as start and stop inputs for a time-toamplitude converter (TAC). A TAC generates a logic signal with an amplitude proportional to the time-difference between two incoming CFD signals. The output signal of the TAC is fed into the DAQ as the corresponding time-difference associated with the two energy signals. A sketch of this setup is given in Fig. 2 taking into account all parts of the figure, also the grey shaded parts. A delay in one of the time branches enables the possibility to apply the mirror symmetric centroid difference method (MSCD) [13], where a detector combination $D_{1}, D_{2}$ can be used in both directions as $\mathrm{D}_{\text {start }}$ and $\mathrm{D}_{\text {stop }}$ and vice versa. By interchanging start and stop, two time-difference distributions are gained, the delayed and the anti-delayed distribution with centroids $C_{D}$ (delayed) and $C_{A D}$ (anti-delayed). As described Sec. 1.1.1, the positions of the PRFs are effected by energy dependent time walk. The centroid difference of the PRFs of the time-difference distributions is called prompt response difference (PRD). The PRD has to be calibrated for every fast-timing setup using standard $\gamma$-ray sources, e.g. ${ }^{152} \mathrm{Eu}$ and ${ }^{133} \mathrm{Ba}$. Both of these sources emit $\gamma$-rays with well-known energy and lifetimes of intermediate states. The lifetime $\tau$ is than determined by [13]:

$$
\begin{equation*}
\tau=\frac{\Delta C-P R D\left(E_{\text {feeder }}, E_{\text {decay }}\right)}{2}, \quad \text { with } \quad \Delta C=C^{D}-C^{A D} \tag{1.4}
\end{equation*}
$$

The Generalized Centroid Difference (GCD) method [14] offers an easy solution for the analysis of large-scale fast-timing experiments. In the MSCD/GCD method, time-difference distributions from all detector combinations are combined, reducing the analysis effort significantly. The centroid difference method is illustrated in Fig. 1 considering left and right side of the picture, where $\mathrm{PRD}=2 \cdot \mathrm{TW}$ [15].

### 1.1.3 Digital timestamp determination and digital fast-timing

In recent years, the advent of digitally implemented CFD algorithms with picosecond precise timestamp determination has enabled digital timing techniques, that simplify both timing setups and analysis procedures. Compared to the analogue setup, no external electronic modules such as CFDs or TACs are required and the complex electrical circuits are reduced to a single cable from a detector to the DAQ. Figure 2 shows a schematic drawing of an analogue and digital setup, with parts only used in the analogue setup drawn in grey shade.

Fast sampling digitizers have sufficient sampling rates from $250 \mathrm{MS} / \mathrm{s}$ up to several GS/s to trace even short electrical detector pulses with rise times down to a few nanoseconds, e.g. pulses from a PMT in case of $\mathrm{LaBr}_{3}(\mathrm{Ce})$ scintillation detectors. A digital wave trace is an array of numbers, where each number represents a digital representation of the amplitude $A$ of the analogue input signal at a specific time $t_{n}$. The time-difference between two amplitude samples is called sample period and is defined by the reciprocal of the sample frequency of the digitizer. A number of different time-determining methods e.g. [16]: leading edge discrimination, peak


Figure 2: The schematic drawing depicts the differences between a digital and an analogue fast-timing setup using two $\mathrm{LaBr}_{3}(\mathrm{Ce})$ detectors. The components that are exclusively utilized in an analogue setup are illustrated in a grey shade
discrimination, center of gravity discrimination, inflection discrimination (zero crossing of the second derivative) or constant fraction discrimination and a number of different optimizations and filters for each method can be applied to a digitized wave trace. In this work, only constant fraction discrimination was used to determine a time stamp of an incoming detector pulse.

A digitally implemented CFD algorithm basically works equal to an analogue CFD circuit: a digitized wave trace of an analogue detector pulse is duplicated, one of the duplicates is inverted and delayed by a specific delay time $d$, while the other one is attenuated by a defined fraction $f$. After applying the delay and fraction procedures, the resulting signals are added to each other to generate the typical bipolar CFD signal [12]. To achieve a timestamp precision below the sample period of a digitizer, digital CFDs utilize different interpolation procedures to determine the zero crossing between the last sample before and the first sample after the zero crossing of the constant fraction shaped digital wave. Either linear or cubic interpolation are commonly used. The timestamp of the interpolated zero crossing serves as the timestamp of the incoming signal and is up to three orders of magnitude more precise as the sample period. The digitizers of the model V1730 manufactured by CAEN S. p. A., recently established at the Institut für Kernphysik, Cologne, and used in this work, have a sample rate of $500 \mathrm{MS} / \mathrm{s}$, 14 bit analog-digital-converters (ADC) and use linear interpolation between the last sample before the zero crossing and the first sample after the zero crossing. As presented in the second publication (see Sec. 3), these digitizers achieve time resolutions of about 350 ps for the $779-344 \mathrm{keV} \gamma-\gamma$ cascade with $1.5 " \times$ 1.5" $\mathrm{LaBr}_{3}(\mathrm{Ce})$ detectors.

Digital timing is a nearly direct application of the centroid shift method [5, 6] without the
necessity of additional analogue modules to determine timestamps and time-differences. The time-differences are taken in the offline analysis by sorting algorithms consistent with the sequence of the applied energy gates. If the energy gates are applied in the sequence $\mathrm{E}_{\text {feeder }}-\mathrm{E}_{\text {decay }}$, a delayed time-difference distribution is obtained. Exchanging the energy gate sequence results in an identical but mirrored (with respect to $\mathrm{T}_{0}$ of the timing system) delayed time-difference distribution. After a time walk calibration and a calibration of the time-difference zero reference $T_{0}$, a simple centroid shift analysis can be applied to the data, where the lifetime results in

$$
\tau=C^{D}-T W\left(E_{1}, E_{2}\right)
$$

The situation in the right part of Fig. 1. The digital fast-timing system of the IKP, based on the CAEN V1730 digitizers, has been thoroughly characterized, validated, and optimized in the second publication (Sec. 3). Detailed explanations of the method, results and the commissioning of the system are provided there.

### 1.1.4 Development of digital timing related software components

To process the raw binary data of the CAEN digitizers and address the digital timing analysis procedure, the software Fast-timing Sorting Code (FT-soco [17]), based on the former version SOCO-v2 [18], was developed as part of this work. The full code is provided in the IKP version control system gitlab under https://gitlab.ikp.uni-koeln.de/soco/ft-soco. FTsoco is written in parallel $\mathrm{C}++$ close to the computational hardware and, hence, provides high-performance and reliability. The software is expandable and provides an easy to understand code structure. Ft-soco is able to read the binary format of the free acquisition and control software CoMPASS [19], which is used in the IKP to control the DAQ consisting of CAEN digitizers V1782 and V1730 [20] and the binary format of the NOMAD DAQ of the ILL [21], used for the data acquisition of experiments at the Lohengrin spectrometer. The binary format of one hit of the CoMPASS data format is shown in Lst. 1.1 and the implementation of the listmode readers for the CoMPASS data and the ILL data are found in the class CaenReader and in the namespace ILL of FT-soco, respectively.

Listing 1.1: Binary format of a single hit of the CoMPASS acquisition and control software in 8 bit-words (bytes).

```
01 02 03 04 05 06 07 08 09 10 11 12 13 14(15 16) 17 18 19 19 20 21 22 23 24
BD BD CH CH TS TS TS TS TS TS TS TS AC AC(ES ES)FL FL FL FL WS WS WS WS
BD: board nr (16 bit)
CH: Channel nr (16 bit),
TS: Timestamp (64 bit),
AC: ADC channel (16 bit),
[ES: Energy Short (16 bit)] only when DPP-PSD firmware is in use by one board
FL: Flags (32 bit)
WS: Number of wave samples (32 bit)
```

Ft-soco combines all features to carry out a digital timing analysis. Core part of this analysis approach is the digital timing matrix (dt-matrix) module. A timing matrix is a matrix with one energy and one time-difference dimension

$$
(E, d t)
$$

and represents a projection of a timing cube. A timing cube has two energy and one time-difference dimensions

$$
\left(E_{1}, E_{2}, d t\right)
$$

and contains the full information of a timing experiment. The projection is done by applying an energy gate to the first energy dimension. The function void incrementMatrix (gate_first, gate_last, hit_first, hit_last) within this module handles three-dimensional fast-timing events that consist of at least two fast-timing detector hits and a gate sequence. It calculates the time-difference, denoted as $d t$, in a consistent manner using the equation:

$$
d t=t_{\text {gate non-matching }}-t_{\text {gate matching }} .
$$

By implementing this approach, it ensures that the time-difference is consistently measured in a specific physical direction, either feeder - decay (yielding a delayed time-difference distribution) or decay - feeder (yielding a mirrored delayed time-difference distribution), regardless of which detector detected each corresponding gamma-ray. The analogue analysis approach based on the MSCD [13] and GCD [14] produces two timing matrices, a start and a stop matrix leading to delayed and anti-delayed time-difference distributions when cuts in the matrices are applied. The approach used here generates one single matrix, which contains the information of both the former start and stop matrices. By applying a cut in this matrix, a single time-difference distribution is obtained. Hence, no centroid difference method must be used but only a simple centroid shift method can be applied like explained in Sec. 1.1.1.

The core function of the dt-matrix module of ft-soco is void incrementMatrix (...) and is given in Lst. 1.2. The variable defined_zero defines the zero point, which is half the size of the dt-matrix.

Before constructing a dt-matrix, it is necessary to correct for runtime-differences between different detector combinations, similar to TAC shifts. Each detector combination has a unique timedifference offset, which can be calibrated by creating dt-matrices for each combination for a $\gamma$ cascade with a prompt lifetime. The time-difference distribution, obtained by a cut in these matrices have to be aligned by applying a constant offset. As exemplified in Lst. 1.3, these offsets are applied by providing a dt-shift.conf file. In Lst. 1.2, the object dts-shifter is an instance of the DTsShifter class (digital-timestamp-shifter), which provides the unique time-difference offsets of the current detector combination (as obtained from the dt-shift.conf) at line 28 in Lst. 1.2. This time offset is added to the time-difference in line 28 of Lst. 1.2.

Listing 1.2: Excerpt of the function void incrementMatrix(), which generates the timedifference between two fast-timing hits and increments the digital timing matrix.

```
// definition of void incrementMatrix()
void DTMatrix::incrementMatrix(GateConstIterator gate_first,
    GateConstIterator gate_last,
    HitConstIterator hit_first,
    HitConstIterator hit_last) {
// find a LaBr hit in the event which matches the given fast-timing gate
    auto matching =
        findMatchingLaBrHit(gate_first, gate_last, hit_first, hit_last);
// find a LaBr hit in the event, which not matches the given fast-timing gate
    auto non_matching =
        findNonMatchingLaBrHit(hit_first, hit_last, matching);
// set the energy value of the gate matching LaBr hit to matching_adc
    const uint32_t matching_adc =
                std::min(matching->adc, static_cast<uint16_t>(8191));
// set the energy value of the gate non-matching LaBr hit to non_matching_adc
    const uint32_t non_matching_adc =
                std::min(non_matching ->adc, static_cast<uint16_t>(8191));
// get the channel id of the matching and the non-matching LaBr hits
    const uint16_t matching_channel_id = config_[matching->id].channelID(),
                        non_matching_channel_id =
                            config_[non_matching->id].channelID();
// set the initial value of the time-difference to 0
    uint64_t time_diff = 0;
// take the time-difference consistent to t_{non-matching}-t_{matching}
// and subtract it from the zero point
    time_diff = defined_zero_ - (matching - >timestamp -
        non_matching->timestamp);
// apply the digital time stamp shift of the unique detector combination
    time_diff = time_diff + dts_shifter_.offset(matching_channel_id,
        non_matching_channel_id);
// increment the digital timing matrix at the position of the energy
// of the non-matching LaBr and the time-difference or the maximum of the
// time axis of the dt-matrix
    sym_matrix_.increment(non_matching_adc, time_diff > MAX ? MAX :
        time_diff);
3 }
```

Listing 1.3: Format of the digital timestamp shift file for four fast-timing detectors with ids 50-53

| \# channel-ID-1 | channel-ID-2 | shift |
| :--- | :--- | :--- |
| 50 | 51 | 9 |
| 50 | 52 | 201 |
| 50 | 53 | 3 |
|  |  |  |
| 51 | 52 | 192 |
| 51 | 53 | -6 |
| 52 | 53 | -198 |

The module DT-Matrix of FT-soco allows some additional options for refinement of the analysis: The use of the -W from, to option allows for the specification of a specific time-difference window, similar to a TAC gate in analogue fast-timing analysis. This option restricts the passage of time-differences within a defined range, starting from a specific value up to a maximum value. By employing this option, events with random coincidences, which do not contribute to the desired time-difference distribution, are eliminated. As a result, the peak-to-background ratio of the coincidence spectrum is enhanced, and the background correction procedure becomes more effective.

An experimental feature has been implemented for threefold LaBr coincidence analysis. The -t option enables the dt-matrix command to process threefold LaBr coincidences. This functionality allows for LaBr triggered fast-timing, where a specific gamma-ray cascade of interest can be selected, and the timing spectra can be cleaned from unwanted time-correlated coincidences. When the -t option is set, the first gate in the gate.conf file is assumed as the trigger gate, and the second LaBr gate defined in the gate.conf serves as the fast-timing gate for the desired transition.

Table 1.1 presents the available options for the dt-matrix command, including the -W option for defining the time window, the -t option for enabling threefold LaBr coincidence analysis, and various other optional settings for calibration, timestamp units, add-back, BGO thresholds, channel configuration, exclusion configuration, shift files, and output directory.

In addition to the capability to read the binary data obtained from the CAEN data acquisition software CoMPASS with the online determined digital CFD timestamps of the detector pulses, ft-soco provides a binary data reader for the waves binary format of CoMPASS, where a wave trace is recorded for every single detector signal. An offline digital CFD was implemented in ft-soco providing full control over the shaping parameters of the digital CFD in contrast to the limited CFD shaping parameters of the online CFD. Details about a possible usage of the offline digital CFD are given in the outlook (see Chapter. 6).

The third publication (Chap. 4) presents the results of the commissioning experiment of the newly established digital timing method using fast-sampling digitizers at the IKP in the form of lifetime measurements in ${ }^{182} \mathrm{Os}$.

| Option |  | Description | Optional |
| :---: | :---: | :---: | :---: |
| -C | calibration-config | The name of the calibration configuration | Yes |
| -T | timestamp-unit | sets desired timestamp unit (tick) in fractions of the DAQ timestamp accuracy | No |
| -W | from,to | defines time window in bins ( -T ) relative to the gate-matching hit, in which fast-timing hits should be processed | Yes |
| -a |  | Enable add-back for segmented detector types and add-back gate support | Yes |
| -b | bgo-thresholds | Enable Compton suppression using associated BGO channels and set BGO threshold values | Yes |
| -c | channel-config | The name of the file containing the channel configuration | Yes |
| -d | DT-shift-config | Set name of digital timestamp shift config file | No |
| -g | gate-config | The name of a gate config file | Yes |
| -e | exclude config | set name of exclusion config file | Yes |
| -s | shift dir | set name of the shift file directory | Yes |
| -t |  | threefold LaBr coincidence is enabled. The trigger gate has to be the first gate in gate.conf | Yes |
| -о | output-dir | The name of the output directory (created if not existent, default: "gg_matrix/") | Yes |

Table 1.1: Excerpt from the manual (https://gitlab.ikp.uni-koeln.de/soco/ft-soco/-/ blob/master/manual/manual.pdf): Options accepted by the 'dt-matrix' command. Details about the calibration configuration, the Compton suppression, the channel configuration, the gate configuration, the exclude configuration and the shift directory are given in the manual.

### 1.2 Conversion electron spectroscopy

Structural properties of nuclei such as excitation energies, transition probabilities, multipolarities and others and are preferably accessible by the detection of $\gamma$-rays. For transitions with high multipolarities and low $\gamma$-energies, the inner conversion effect increasingly resplaces the $\gamma$-decay. Especially in heavy nuclei, inner conversion becomes more and more a competing decay mechanic, due to the $Z^{3}$ dependency of the conversion effect. Additionally, E0 (electronic monopole) transitions between states of the same spin and parity, are strictly forbidden as single-photon transitions due to angular momentum selection rules [2, 22], and are only visible as conversion decays (and double-photon decay, which is much less likely than conversion [22]). Hence, conversion electron detection plays an essential role in the nuclear structure investigation of medium and heavy nuclei [23]. The accurate spectroscopy of conversion electrons requires an efficient and precise measuring device, which has been fulfilled by the Orange spectrometer, a highly effective and high resolution electron lens [24, 25]. Conversion electron spectroscopy is an established measurement method at the IKP, Cologne [26-30] and in order to ensure the ongoing capability of conversion electron spectroscopy at the IKP, the experimental setup of the Orange spectrometer
was extensively revised, modernized and optimized in the scope of this work. The modernization includes the replacement of several hardware parts, the complete redevelopment of the control and recording software as well as the realignment of the Orange spectrometer into the beamline and the commissioning of the measuring system. The modernisation are in detail addressed in Sec. 1.2.3. The modernized Orange spectrometer was commissioned in the scope of the first publication (Chap. 2) in the application for fast-timing lifetime measurements in the nuclei ${ }^{178,180} \mathrm{~W}$.

### 1.2.1 Inner conversion

Inner conversion is an electromagnetic process that competes with a $\gamma$-decay [2]. It is possible, that the wave functions of orbital electrons $e_{i}^{-}$of the inner atomic shells $i=K, L_{1,2,3}, M_{1-5}, N_{1-7}, \ldots$ penetrate the nuclear volume, which is not zero as its radius is approximated by $R=1.2 \mathrm{fm} \cdot A^{\frac{1}{3}}$. The electromagnetic multipole fields of the nucleus and the electron interact directly [2, 23]. In this case, the nucleus does not decay by a $\gamma$-transition but by transferring its excitation energy to the electron, which is emitted with an residual kinetic energy of

$$
\begin{equation*}
E_{k, i}=E_{\gamma}-\epsilon_{i} \tag{1.5}
\end{equation*}
$$

where $\epsilon_{i}$ is the binding energy of the electron of a specific shell $i$. The probability of an inner conversion process is quantified by the conversion coefficient $\alpha_{i}$, defined as the ratio between the number of $\gamma$-decays $N_{\gamma}$ and the number of conversion decays from the $i$-th atomic orbital $N_{i}$ that occur within the same time [2]:

$$
\begin{equation*}
\alpha_{i}=\frac{N_{i}}{N_{\gamma}} \tag{1.6}
\end{equation*}
$$

The total conversion coefficient is the sum of all conversion coefficients of all atomic orbitals [23]:

$$
\begin{equation*}
\alpha_{t o t}=\sum_{i} \alpha_{i} \quad, i=K, L_{1,2,3}, M_{1-5}, N_{1-7}, \ldots \tag{1.7}
\end{equation*}
$$

Conversion coefficients exhibit an increase proportional to $Z^{3}$, the multipolarity of the transition, and a decrease in transition energy [2]. This dependency is demonstrated in Fig. 3, which depicts the relationship between the conversion coefficient and these three variables. Very strong converted transitions are nearly invisible and E0 transitions are completely invisible in $\gamma$-ray spectroscopy due to selection rules of the spin quantum number. A typical conversion electron spectrum shows several electron peaks for each transition due to the different binding energies of the electrons of different atomic shells (see Fig. 5 in Sec. 1.2.2).

### 1.2.2 Principle of the Orange electron spectrometer

An Orange electron spectrometer [24] focuses electrons from a source into a detector using a magnetic field. The key components of the Orange spectrometer are specially shaped coils


Figure 3: Total conversion coefficients in dependency of $\mathrm{E}_{\gamma}$, multipolarity of transition with $\sigma L=\mathrm{E} 1-5$ and $\mathrm{Z}=20,50,90$. The lowest line of each color belong to the E1 transitions and the others increase up to E5 transition. The plot looks similar for magnetic multipoles. The lines are meant to guide the eyes. Data is taken from Ref. [31].
arranged in a torus configuration with equal angles between the individual coils. By circulating current through the coils, a quasitoroidal magnetic field is induced. Electrons entering the magnetic field are deflected in such a way that the trajectories of electrons of the same kinetic energy intersect in one point. A counter is located at this point. Electrons of different kinetic energies cannot reach the counter, disregarding scattering effects and loops of the electrons (see Fig. 4) within the spectrometer in this idealized representation.

Considering a plane of a coil in cylindrical coordinates, as shown in Fig. 4, the local magnetic field $B_{\Phi}$ has only an azimuthal component, which is proportional to $1 / r$, where $r$ is the distance from the symmetry axis ( $z$-axis) [24]:

$$
\begin{equation*}
B_{\Phi}(r)=\mu_{0} \frac{N I}{2 \pi r} \tag{1.8}
\end{equation*}
$$

where $\mu_{0}$ is the magnetic permeability, $N$ is the number of coils, $I$ is the current through the coils.

Outside the coils, the magnetic field vanishes, allowing electrons to move undistracted. Assuming the electron source is point-like, it follows that electrons entering the magnetic field will always move in the $(r, z)$ plane of a coil. This motion is depicted in Fig. 4 for different entrance angles.

If an electron moves with velocity $v$ precisely within this plane, it is forced by the Lorentz force to follow a cycloid path with a radius of rotation $\rho_{B}$. For our consideration, the rotation radius


Figure 4: Electron trajectories with different entrance angles. Figure taken from Ref. [30].
can be approximated by the curvature radius $\rho$ for homogeneous magnetic fields [25, 30]:

$$
\begin{equation*}
m \frac{v^{2}}{\rho}=e v B_{\Phi} \tag{1.9}
\end{equation*}
$$

with $B_{\Phi}$ from Eq. 1.8 and the relativistic mass $m=\frac{m_{0}}{\sqrt{1-\left(\frac{v}{c}\right)^{2}}}$. It follows the dependency between the electron momentum $p$ and the current circulating in the coils $I[24,30]$ :

$$
\begin{equation*}
e B \rho=p=\frac{\rho}{r} \frac{\mu_{0} N}{2 \pi} I, \tag{1.10}
\end{equation*}
$$

where $\frac{\rho}{r}$ is a constant of the spectrometer depending on the coil's shape.
In electron spectroscopy, it is common to express the electron's momentum in terms of $B \rho[25,30]$, as the momentum (and not the energy) of the electron is proportional to the magnetic field or coil current. To obtain the energy- $B \rho$ relationship, Eq. 1.10 is substituted into the total relativistic energy resulting in:

$$
\begin{equation*}
E_{e^{-}}=\sqrt{\left(m_{0} c^{2}\right)^{2}+e^{2} c^{2}(B \rho)^{2}}-m_{0} c^{2} . \tag{1.11}
\end{equation*}
$$

In summary, the theory of the Orange spectrometer states that electrons with energy proportional to the coil current are selected and deflected into the counter by the magnetic field. This characteristic makes the Orange spectrometer particularly suitable for conversion electron spectroscopy [24]. The Orange spectrometer is particularly well-suited for coincidence experiments due to its


Figure 5: Conversion electron spectrum of ${ }^{180} \mathrm{~W}$ as measured with the Orange spectrometer of the IKP. Conversion electron peaks of low yrast transitions and the $\delta$-electron background are indicated.
high efficiency ( $>20 \%$ in case of the Orange spectrometer of the IKP) and complete insensitivity to Compton events, which arise from the scattering of $\gamma$-rays and which typically strongly overlap with gamma spectra. Hence, no time-correlated background is detected in the electron counter. This capability enhances the reliability and accuracy of coincidence measurements performed using the Orange spectrometer, making it a valuable tool in lifetime experiments.

Figure 5 shows a exemplary conversion electron spectrum of ${ }^{180} \mathrm{~W}$ as measured with the Orange spectrometer of the IKP within a current range between 125-325 A. The current is proportional to the residual energy of the conversion electrons. The in-beam reaction and electron peaks of yrast low transitions are indicated. Electron spectra acquired from in-beam ion-scattering experiments commonly exhibit contamination from an exponentially decreasing background attributed to $\delta$ electrons [32]. The $\delta$-electrons arise from the energy transfer through inelastic Coulomb scattering, which results in the ionization of target atoms or projectile ions. Consequently, excited electrons are emitted as $\delta$-electrons within a cone that opens in the direction of the beam. The intensity of the $\delta$-electron background is influenced by factors such as target thickness, the energy and charge number of the projectile. Higher values of these parameters lead to increased $\delta$-electron background levels [32]. The $\delta$-electron background and its exponential decrease is marked in Fig. 5

### 1.2.3 Modernisation of the Orange spectrometer setup

The work on the Orange spectrometer was initiated during the state examination thesis project [33] of the author, where significant preparatory work has been conducted. However, the testing and commissioning of the Orange spectrometer setup was not possible at that time due to the


Figure 6: Schematic representation of the current Orange setup of the IKP. Thin solid lines represent digital input/output streams, dashed lines represent analogue data streams.
inoperability of the high-performance power supply unit of the Orange spectrometer. In the scope of this work, additional hardware components were added, and the complete software was rewritten to eliminate structural misconceptions of the first project. The complete and current experimental setup with all necessary hardware parts is illustrated in Fig. 6. In this work, nearly all hardware components, which communicate with and are controlled by the new software called NewOrange were installed in a newly designed 19"-rack enclosure, which is depicted in Fig. 7. This enclosure combines all controlling parts and complicated but static wiring.

The hardware parts, that were found necessary during testing and added in this work are

1. a 'watchdog', which ensures the functionality of the software NewOrange through an independent hardware unit in form of an Arduino Nano [34]. When the Orange spectrometer is in operation, the heavy current applied to the spectrometer can reach values of several 100 A, which heats the internal coil. The software NewOrange monitors the temperature of the coil, and in the event that it exceeds a specified threshold, the software initiates a shutdown of the spectrometer. To ensure proper heat control even if the software or the computer fails, the following mechanism was implemented: NewOrange periodically toggles a specific bit of one of the digital I/O boards. A watchdog is employed to monitor this toggle operation. If the waiting period exceeds one second, the watchdog enters an "interrupt" state and initiates the hardware-side shutdown of the high-performance power supply of the Orange spectrometer.


Figure 7: On top: Front panel of the 19 " rack enclosure. Middle: Back panel of the 19 " rack enclosure. Bottom: Internal structure and connections of the 19 " rack enclosure.
2. a manual emergency shutdown button. This button directly initiates the hardware-side shutdown of the high-performance power supply of the Orange spectrometer.
3. water-proof temperature senors. The previous temperature sensors of the Orange coil possess exposed electrical components that are prone to short-circuiting and malfunction caused by condensed water dripping from the coils. This occurs under conditions of excessively cold water cooling and high humidity in the surrounding air. The new sensors are cast in a block of synthetic resin and are insensitive to the influence of moisture.
4. The primary water cooling of the Orange spectrometer was extended by a control unit, which controls the water pump, that circulates the circuit in dependence of the temperature of the Orange coils. The system is functional, however, the frequency modulator of the pump controller interacts with the temperature sensing and causes malfunctions of the acquisition of the sensors. Until this interaction is resolved, the control system cannot be used and the water cooling has to be controlled manually.

The primary function of the software NewOrange is the precise control of the current flowing through the Orange coil and monitoring the temperature of the coil. It also performs various other tasks, such as displaying real-time measurement values online, capturing beam currents, initiating and stopping the data acquisition, and continuously reading the acquired data of the electron scintillation counter. The software operates in two main modes: the scan mode and the manual mode. The scan mode is primarily used to measure conversion electron spectra: It scans an adjustable range of currents, proportional to residual energies of electrons with a user-defined step size and a predetermined duration per step. In the manual mode, the user simply sets the current to a desired value to measure the conversion electrons of a specific transition over a long time period.

NewOrange is written in the object-oriented programming language $\mathrm{C}++17$. The graphical user interface is set up in Qt5. The software is multi-threaded due to multiple different tasks and requirements imposed on the software. During all operations, the GUI remains responsive and fluid. The source code, documentation and user manual is stored in the gitlab of the IKP [35]. The GUI elements are presented in App. 7.1.1. Some software tool useful for an Orange analysis, as the procedure to generate an Orange conversion electron spectrum from the single scintillator spectra of each step of a scan run or the calibration of the magnetic field of the Orange coil to the residual energy of the electrons are presented in App. 7.2.

### 1.2.4 Exemplary Orange measurement and lifetime determination in ${ }^{98} \mathrm{Mo}$

As an example and a demonstration of the abilities of the Orange spectrometer to detect E0transitions with high-lying decay energies, a conversion electron spectroscopy and a lifetime measurement of the first excited $0_{2}^{+}$state of the nucleus ${ }^{98} \mathrm{Mo}$ is presented here. A $0.5 \mathrm{mg} / \mathrm{cm}^{2}$ ${ }^{98} \mathrm{Mo}$ target was exposed to a proton beam at an beam energy of 6.7 MeV inside the Orange spectrometer. Excited states were populated with a ${ }^{98} \mathrm{Mo}\left(\mathrm{p}, \mathrm{p}^{\prime}\right)^{98} \mathrm{Mo}$ coulomb excitation reaction.


Figure 8: a) $\gamma$-ray spectrum between E0 transition $0_{2}^{+} \rightarrow 0^{+} 1$ and coincident $\gamma$-rays. No background subtraction was applied. The transitions in coincidence with the conversion electron decay are indicated. b) Level scheme corresponding to the coincidence spectrum. The widths of the arrows indicate the relative ratio between the transitions. c) Scintillator spectrum of the electron counter in coincidence with $\gamma$-ray spectrum in (a) at an Orange current of 563 A. d) Time-difference distribution between conversion electrons of the E0 transition $0_{2}^{+} \rightarrow 0_{1}^{+}$with 743.8 keV . The lifetime amounts to $\tau=31.4(7) \mathrm{ns}$. e) Conversion electron spectrum obtained from a scan of the current range 110 A to 600 A . Note the logarithmic scaling of the y -axis in the low-energy range. The $\delta$-electron background shows a perfect exponential decay.

The Orange spectrometer was equipped with 5 high-purity Germanium (HPGe) detectors in bismuth-germanate (BGO) active Compton suppression shields.

Figure 8 shows a spectrum of $\gamma$-rays detected with the HPGe detectors in coincidence with conversion electron decays of the $0_{2}^{+}$state to the ground state detected with the Orange spectrometer (a) and the corresponding level scheme (b). The spectrum is displayed without any background subtraction. The emphasized peak (red) was used for the lifetime analysis. Figure 8c shows the electron spectrum from the electron scintillation counter for an Orange current of 563 A . The peak corresponds to the focussed conversion electrons of the E0 transition $0_{2}^{+} \rightarrow 0_{1}^{+}$with 743.8 keV , which is also depicted in the level scheme in (b). The lifetime analysis reduces to a simple slope-fit to the exponential part of the decay curve [2]:

$$
A(t)=b+A_{0} * e^{(-\lambda t)}
$$

in the distribution of the time-differences between the conversion electrons of the $0_{2}^{+} \rightarrow 0_{1}^{+}$ transition measured with the Orange spectrometer and the $\gamma$-rays from the feeding $2_{3}^{+} \rightarrow 0_{2}^{+}$ transition with an energy of 1023.7 keV measured with the HPGe detectors. $b$ represents the background level and $\lambda$ the decay constant. The lifetime corresponds to $\tau=1 / \lambda$. The timedifference distribution with the slope-fit is depicted in Fig. 8d. The lifetime of the $0_{2}^{+}$state amounts to $\tau=31.4(7) \mathrm{ns}$ and is in good agreement with the literature value of $\tau=31.5(13) \mathrm{ns}$ [36]. Figure 8e shows the conversion electron spectrum of ${ }^{98} \mathrm{Mo}$ in a split range between 110 A and 600 A . In the low energy range, nearly pure $\delta$-electron background was measured (except the weak contribution of the K-peak of the $5_{1}^{+} \rightarrow 4_{5}^{+}$transition $(87 \mathrm{keV})$ ). In the high energy range, the $\mathrm{K}, \mathrm{L}$ and M peaks of the $\mathrm{E} 00_{2}^{+} \rightarrow 0_{1}^{+}$transition are depicted. The L and M peaks are not well resolved. The energy resolution in this energy range is about $0.80 \%$.

The first publication included in this thesis (see Chap. 2) presents the first $e^{-}-\gamma$ and $e-\gamma-\gamma$ lifetime measurements after the modernization of the Orange spectrometer setup in the nuclei ${ }^{178,180} \mathrm{~W}$ for short lifetimes of $<100 \mathrm{ps}$. Important insights into the structure of these nuclei were gained and the results were discussed in connection with the structural phenomena and transitions in the mass region $\mathrm{A} \approx 180$.

### 1.3 Nuclear structure in the neutron midshell $A=180$ mass region and nuclear models

All nuclei investigated with fast-timing methods in this work belong to the neutron-deficient region around $\mathrm{A} \approx 180$. The nuclei of interest here, ${ }^{176,178,180} \mathrm{~W}$ and ${ }^{182} \mathrm{Os}$, lie close to the neutron midshell $\mathrm{N}=104$ at the edge of the strongly deformed region between the neutron shell closures 82 and 126 and proton shell closures 50 and 82 . The isotopic chains with $\mathrm{Z}=74(\mathrm{~W})$ and $\mathrm{Z}=$ 76 (Os) are rich of transitional and deformation phenomena driven by a competition between the microscopic nature of single-particle structures and underlying collective shape degrees of
freedom $[1,37]$. The former dominates towards the proton shell closure $(Z=82)$ and the latter is particularly pronounced with increasing valence nucleons respectively holes. In all nuclei under investigation, collective deformation dominates, which is deduced from the low excitation energies of the first excited $2_{1}^{+}$states, the ratio of the excitation energies of the $4_{1}^{+}$and $2_{1}^{+}$states, also called $\mathrm{R}_{4 / 2}$ ratio, of around 3.3, which is called the rigid rotor limit [38], and high reduced transition probabilities of around $100 \mathrm{~W} . \mathrm{u}$. or higher. In all tungsten and osmium isotopes investigated here, these three signatures are already known yet and speak for rotor behavior. An additional and important signature is the $B_{4 / 2}$, which is defined as

$$
\begin{equation*}
\mathrm{B}_{4 / 2}=\frac{\mathrm{B}\left(\mathrm{E} 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)}{\mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)} \tag{1.12}
\end{equation*}
$$

The main goal of the experiments conducted in this study was to determine this value for the studied nuclei via lifetime measurements of the first excited yrast states. This value holds significant importance as it provides a strong indication of the particular shape phase of a nucleus. Values of around 1.43 are a strong indication for rotational, values of around 2.0 for spherical, vibrational behavior. This will be detailed in the model descriptions in the following. The first publication (Chap. 2) presents the findings derived from lifetime measurements conducted on tungsten nuclei, while the third publication presents the results obtained from lifetime measurements on ${ }^{182}$ Os (Chap. 4.

As nuclei close to the neutron midshell, a considerably large number of valence nucleons/holes is found in the investigated nuclei and microscopic model approaches like the application of the nuclear shell-model becomes nearly impossible. The high dimensions of the model spaces and matrix diagonalization operations, representing the solution effort for the residual interactions between single nucleon configurations require a huge amount of computing time and memory. Therefore, the nuclear many-body system of valence nucleons is to be considered macroscopically and inner structures and transitions are considered as collective properties and motion, respectively: the rigid rotor model for deformed nuclei and the interacting boson model (IBM) are taken as frameworks to classify and understand the experimental results obtained in this work.

### 1.3.1 The geometric rigid rotor model

The geometric model developed by Bohr and Mottelson [38-40] considers a nucleus as a geometric body, which collective motion follows the intrinsic interactions among the nucleons and their arrangement in the nuclear potential resulting from the tension between electromagnetic and nuclear forces. The model provides a theoretical framework to explain the rotational motion and deformation of atomic nuclei. Shape parameters $\beta$ (quadrupole deformation) and $\gamma$ (axial asymmetry) are used to describe the geometry of the nucleus. The Hamiltonian of the model takes into account the potential energy based on these shape parameters and can be expanded to include various deformation shapes and phase coexistence phenomena. Different parameter
combinations lead to different shapes of nuclei [40]:

1. $\beta=0, \gamma=0^{\circ}$ leads to spherical shapes
2. $\beta>0, \gamma=0^{\circ} / 60^{\circ}$ leads to prolate or oblate shapes, respectively
3. $\beta>0,0^{\circ}<\gamma<60^{\circ}$ leads to $\gamma$-unstable shapes, with a special case of $\gamma=30^{\circ}$ for triaxial shapes

For a specific case of a prolate nucleus with $\beta>0$ and $\gamma=0^{\circ}$, the Hamiltonian simplifies to a rigid rotor:

$$
\begin{equation*}
\hat{H}=\frac{\hbar^{2}}{2} \frac{\hat{L}^{2}}{\mathfrak{I}} \tag{1.13}
\end{equation*}
$$

where the rotational spectrum and energies of the states are described using the moment of inertia $\mathfrak{I}$ and rotational angular momentum operator $\hat{L}$. The energy eigenvalues of the rotational band based on intrinsic excitations follow a pattern determined by the rotational motion, which is depicted in Fig. 9b, the middle pattern. The low-lying band head energies in deformed nuclei are typically associated with quadrupole vibrations, which are phonon excitations. The $\mathrm{K}=2$ mode, known as " $\gamma$-vibration," represents the dynamic departure from axial symmetry. The $\mathrm{K}=$ 0 band head is often known as " $\beta$-vibration". This mode preserves the axial symmetry, as the shape of the nucleus vibrates along the symmetry axis.

The ground state of even-even nuclei has always a nuclear spin $J^{\pi}=0^{+}$and corresponds to $\mathrm{K}=$ 0 . The rotational spectrum of the lowest-lying states, called yrast band, can be determined using the expression for rotational energy [38, 40]:

$$
\begin{equation*}
E_{r o t}(J)=\frac{\hbar^{2}}{2 \mathfrak{I}} J(J+1), \quad K=0, J \text { even. } \tag{1.14}
\end{equation*}
$$

The ratio of energies between the $4_{1}^{+}$and $2_{1}^{+}$states, denoted as $R_{4 / 2}$, serves as a signature of deformation and rotational motion and the limit for rigid rotors equals $\mathrm{R}_{4 / 2}=3.33$.

The model also allows for the calculation of reduced E2 transition probabilities ( $\mathrm{B}(\mathrm{E} 2)$ values), which describe the strength of an electromagnetic transition between excited states. For an intra-band transition, the reduced E2 transition probability is given as [1, 38, 39]:

$$
\begin{equation*}
B\left(E 2 ; J_{i} \rightarrow J_{f}\right)=\frac{5}{16} e^{2} Q_{0}^{2}\left\langle J_{j} 020 \mid J_{f} 0\right\rangle^{2} \tag{1.15}
\end{equation*}
$$

where $\left\langle J_{j} 020 \mid J_{f} 0\right\rangle$ is the Clebsch-Gordon coefficient [1] for an exemplary transition $2_{1}^{+} \rightarrow 0_{1}^{+}, e$ is the electric charge unit and $Q_{0}$ the intrinsic quadrupole moment. From Eq. 1.15 follows the second strong signatur for rigid rotors next to the $R_{4 / 2}$ ratio, the ratio of the $B(E 2)$ values of the $4_{1}^{+}$and the $2_{1}^{+}$states called the Alaga rule for rigid rotors [1]:

$$
\begin{equation*}
B_{4 / 2}=\frac{B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)}{B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)}=\frac{10}{7} \approx 1.43 \tag{1.16}
\end{equation*}
$$

In this work, the main effort consisted of determining the $\mathrm{B}_{4 / 2}$ value for the investigated nuclei .


Figure 9: a) The Casten triangle with indicated $\mathrm{U}(5), \mathrm{SU}(3)$ and $\mathrm{O}(6)$ symmetries and critical point symmetries $\mathrm{X}(5)$ and $\mathrm{E}(5)$ [1]. b) Level spacing, $\mathrm{R}_{4 / 2}$ and $\mathrm{B}_{4 / 2}$ signatures of each symmetry.

### 1.3.2 Interacting Boson Model (IBM)

The interacting boson model (IBM) is a group theoretical model for collective behaviour of nuclei and becomes particularly applicable far from closed shells [1, 41]. It was introduced in 1974 by F. Iachello and A. Arima as an algebraic approach to describe excitation levels and transition probabilities in even-even nuclei $[1,41,42]$. It is not in all details compatible with the geometric model of Bohr and Mottelson, but it leads to a general picture of the nucleus closely allied to the macroscopic geometric model. In the framework of the IBM, closed shells of either protons or neutrons and excitations out of them, are neglected and valence nucleons or holes, counted from the nearest closed shell, couple to bosons under specific bosonic commutation relations [1, 43]. In the sd-IBM-1, the simplest case of the model, the valence nucleons are treated in pairs as s and d bosons, with angular momenta 0 and 2 . No distinction is made between proton and neutron bosons. Since an s boson has only one magnetic substate and a d boson has five, the s-d boson system can be mathematically viewed as a six dimensional space [1] with the basis states as basis. This system can be effectively described using the $\mathrm{U}(6)$ algebraic group structure [41]. The $\mathrm{U}(6)$ group has diverse subgroups and can be decomposed into different sequences of subgroups, resulting in distinct symmetries known as $\mathrm{U}(5), \mathrm{SU}(3)$ and $\mathrm{O}(6)$ [41, 43-45]. These symmetries represent the well-defined geometric properties of spherical harmonic vibrators, axially-symmetric rigid rotors and axially-asymmetric, $\gamma$-soft rotors, respectively. The relationships between these symmetries are represented by the Casten triangle [1, 46], depicted in Fig. 9a. The critical point symmetries $\mathrm{X}(5)$ and $\mathrm{E}(5)$ describe the transitional points between spherical and deformed shapes via first and second order transitions, respectively [47, 48]. Not every point within the Casten triangle corresponds to a valid nuclear structure, but every distinct nuclear structure can be associated with a point within the triangle.

The IBM Hamiltonian in the form of the extended consistent Q-formalism, which is commonly
used, is given by [41]:

$$
\begin{align*}
\hat{\mathrm{H}} & =\epsilon \hat{\mathrm{n}}_{\mathrm{d}}+\mathrm{a}_{0} \hat{\mathrm{P}} \hat{\mathrm{P}}+\mathrm{a}_{1} \hat{\mathrm{~L}} \hat{\mathrm{~L}}+\mathrm{a}_{2} \hat{\mathrm{Q}}_{\chi} \hat{\mathrm{Q}}_{\chi}+\mathrm{a}_{3} \hat{\mathrm{~T}}_{3}^{2}+\mathrm{a}_{4} \hat{\mathrm{~T}}_{4}^{2}  \tag{1.17}\\
\text { with } \quad \hat{\mathrm{n}}_{\mathrm{d}} & =\mathrm{d}^{\dagger} \tilde{\mathrm{d}} \\
\hat{P} & =\frac{1}{2}(\tilde{\mathrm{~d}} \tilde{\mathrm{~d}})-\frac{1}{2}(\tilde{\mathrm{~s}} \tilde{\mathrm{~s}}) \\
\hat{\mathrm{L}} & =\sqrt{10} \hat{\mathrm{~T}}_{1} \\
\hat{\mathrm{Q}}_{\chi} & =\left(\mathrm{d}^{\dagger} \tilde{\mathrm{s}}+\mathrm{s}^{\dagger \tilde{\mathrm{d}})+\chi\left(\mathrm{d}^{\dagger} \tilde{\mathrm{d}}\right)^{(2)}}\right. \\
\hat{\mathrm{T}}_{\mathrm{J}} & =\left(\mathrm{d}^{\dagger} \tilde{\mathrm{d}}\right)^{(\mathrm{J}) \quad \text { with } \mathrm{J}=0,1,2,3,4} \text {. }
\end{align*}
$$

Depending on the context, this Hamiltonian reduces to different sub-combinations of the operators, e.g. the combination for the $\mathrm{SU}(3)$ symmetry for an ideal prolate rotor [41]:

$$
\begin{equation*}
\hat{\mathrm{H}}=\mathrm{a}_{1} \hat{\mathrm{~L}} \hat{\mathrm{~L}}+\mathrm{a}_{2} \hat{\mathrm{Q}} \chi \hat{\mathrm{Q}} \chi, \text { for } \chi=-\frac{\sqrt{7}}{2} \tag{1.18}
\end{equation*}
$$

where $\hat{L}$ is the angular momentum operator and $\hat{Q}$ is the quadrupole operator.
The E2 transition probability $T(E 2)$, an important parameter for describing a nucleus, can be calculated within the IBM framework using the formula:

$$
\begin{equation*}
\hat{T}(E 2)=e_{B} \hat{Q} \chi=e_{B}\left[s^{\dagger} \tilde{d}+d^{\dagger} \tilde{s}+\chi\left(d^{\dagger} \tilde{d}\right)\right] \tag{1.19}
\end{equation*}
$$

where $e_{B}$ represents the effective boson charge.
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#### Abstract

Lifetimes of yrast states in the rare-earth midshell isotopes ${ }^{176,178,180} \mathrm{~W}$ have been measured with fast-timing methods using the Cologne iron-free Orange spectrometer and the Cologne HORUS spectrometer and with the recoil distance Doppler shift method using the Cologne coincidence plunger setup. Different fusion evaporation reactions have been used to populated excited states in the investigated nuclei. Lifetimes of the $2_{1}^{+}, 4_{1}^{+}, 6_{1}^{+}$, and $8_{1}^{+}$yrast states were measured in all three tungsten isotopes and in addition the lifetime of the $10_{1}^{+}$state was measured in ${ }^{176} \mathrm{~W}$. Quadrupole deformation parameters, reduced transition probabilities, and $\mathrm{B}_{4 / 2}$ ratios are extracted and discussed in the context of interacting boson model 1 calculations. The results with newly determined signatures largely confirm the investigated tungsten isotopes to be deformed prolate rotors.
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## I. INTRODUCTION

The rare-earth midshell mass region around $A=178$ is characterized by a rich abundance of transitional nuclear structure phenomena [1-3]. This is caused by a competition between the microscopic nature of underlying single-particle structures and collective shape degrees of freedom [4]. The former dominates towards the proton shell closure ( $Z=82$ ) and the latter is particularly pronounced with increasing valence nucleons or holes. The tungsten isotopes ( $Z=74$ ) around the neutron midshell $(N=104)$ lie at the edge of the strongly collective quadrupole deformed mass region around ${ }^{170}$ Dy [5]. Therefore, the measurement of the collective signatures of the even-even tungsten isotopes around the neutron midshell makes a decisive contribution to the delimitation of this transition region itself.

It was suggested that the investigated nuclei lie close to the $\mathrm{X}(5)$ critical point symmetry region [6] with a shape phase transition from spherical shapes to axially symmetric prolate shapes around ${ }^{178}$ Os [7-9]. This assumption could not be confirmed due to the unclear or incomplete data situation [9]. Moreover, nuclear collectivity and shape transition in rotorlike regions are usually described in terms of, e.g., the excitation energy of the first excited $2_{1}^{+}$state as well as its ratio to the first excited $4_{1}^{+}$state, called $\mathrm{R}_{4 / 2}$, or the transition strength of the $2_{1}^{+} \rightarrow 0_{1}^{+}$ground state transition and its ratio to the transition strength of the $4_{1}^{+} \rightarrow 2_{1}^{+}$transition, called $\mathrm{B}_{4 / 2}$ [10]. The $\mathrm{B}_{4 / 2}$ ratio is an indication for the $\gamma$ softness of the potential [11-13] and can also be used as a signature for shape phase transitions $[6,14]$. For deformed nuclei the ratio can show deviations from the Alaga rule value of 10/7. Therefore, the measurement of the tungsten isotopes ${ }^{176,178,180} \mathrm{~W}$, with regard

[^0]to the transition strengths of the low-spin yrast states, forms an interesting contribution to the understanding of the nuclear structure transitions in this region.

The low excitation energies of the $2_{1}^{+}$states, as well as the $\mathrm{R}_{4 / 2}$ ratios, show a clear tendency towards axially symmetric rotor properties [10,15-17]. Therefore, the question arises whether this tendency is confirmed by the evolution of the $B_{4 / 2}$ ratio and pronounced transition strengths of the low-spin yrast states. Consequently, the characterization of the midshell surrounding tungsten isotopes with special regard to the transition strengths of the low-spin yrast states and the $B_{4 / 2}$ ratios is an interesting prospect, especially since the data are incomplete [18]. In particular, for ${ }^{176,180} \mathrm{~W}$ the $\mathrm{B}_{4 / 2}$ ratio is unknown. The $B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$values are already known for all isotopes. For ${ }^{178} \mathrm{~W}$, the $B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)$and an upper limit for the $B\left(E 2 ; 6_{1}^{+} \rightarrow 4_{1}^{+}\right)$were published recently [19]. $B(E 2 ; I \rightarrow I-2)$ values of higher-lying yrast states are completely unknown so far.

To fill these gaps, lifetime measurements of yrast states were carried out for the isotopes ${ }^{176,178,180} \mathrm{~W}$. The new lifetimes allow to obtain $B(E 2)$ values for the low-spin yrast states of the given nuclei. Lifetimes of the low-spin yrast states in the investigated tungsten isotopes were measured using fast-timing methods. Additionally, lifetimes of the $6_{1}^{+}$, $8_{1}^{+}$, and $10_{1}^{+}$states in ${ }^{176} \mathrm{~W}$ were measured with the Cologne coincidence plunger using the differential decay curve method (DDCM) [20]. The fast-timing experiments for the lifetime measurement of ${ }^{178,180} \mathrm{~W}$ were performed using the Cologne iron-free Orange conversion electron spectrometer. The experiment for ${ }^{176} \mathrm{~W}$ was performed using the Cologne HORUS cube spectrometer, equipped with $\mathrm{LaBr}_{3}(\mathrm{Ce})$ fast-timing scintillators ( $\mathrm{LaBr} \mathrm{)} \mathrm{and} \mathrm{high-resolution} \mathrm{high-purity} \mathrm{germanium}$ (HPGe) detectors. Not all nuclides were measured by the plunger method because this method requires high recoil velocities of the reaction product nuclei to allow the necessary

Doppler shifts of the $\gamma$ lines. These were sufficiently given only in the reaction for ${ }^{176} \mathrm{~W}$, and even that only at $\gamma$ energies above 300 keV .

The excitation energies of the $2_{1}^{+}$states lie barely higher than 100 keV . Hence, the $\gamma$-ray emission is highly dominated by the internal conversion process and the emission of conversion electrons (ce) [21]. A suitable instrument to measure conversion electrons is an iron-free Orange spectrometer [22]. An Orange spectrometer consists of specially shaped copper coils to induce a magnetic field through a circulating current. Based on the applied current, electrons with a specific momentum can be selected and deflected into the narrow detector entrance window [23]. The high selectivity of the Orange spectrometer allows for a precise electron gate, specifying the cascade of interest. This allows for accurate $e^{-}-\gamma$ and electron tagged $\gamma-\gamma$ fast timing $\left(e^{-}-\gamma-\gamma\right)$ to access lifetimes in the subnanosecond regime [18,24].

The experimental details with a special emphasis on the Orange spectrometer in combination with $\mathrm{LaBr}_{3}(\mathrm{Ce})$ fasttiming scintillators for $e^{-}-\gamma-\gamma$ and $e^{-}-\gamma$ fast timing as well as the recoil distance Doppler-shift method are summarized in Sec. II. The experimental results are presented in Sec. III. The analysis of the data and the presentation of the results are followed by theoretical calculations in the framework of the interacting boson model [25] in order to be able to classify the results in a well-known context. Here, the interacting boson model 1 (IBM-1), where no distinction between protons and neutrons is made, was chosen as a successful model in collective regions [10].

## II. EXPERIMENTAL DETAILS

All experiments were conducted at the 10 MV FN Tandem accelerator of the Institut für Kernphysik (IKP) in Cologne. Excited states in ${ }^{176,178,180} \mathrm{~W}$ were populated via different fusion-evaporation reactions: ${ }^{164} \mathrm{Dy}\left({ }^{16} \mathrm{O}, 4 n\right){ }^{176} \mathrm{~W}$ at beam energy of $80 \mathrm{MeV},{ }^{172} \mathrm{Yb}\left({ }^{9} \mathrm{Be}, 3 n\right){ }^{178} \mathrm{~W}$ at beam energy of 40 MeV , and ${ }^{181} \mathrm{Ta}\left({ }^{1} \mathrm{H}, 2 n\right){ }^{180} \mathrm{~W}$ at beam energy of 16 MeV .

For the populating reactions the self-supporting targets ${ }^{164} \mathrm{Dy}, 7 \mathrm{mg} / \mathrm{cm}^{2}$ (in HORUS) and $0.9 \mathrm{mg} / \mathrm{cm}^{2}$ (in plunger), ${ }^{172} \mathrm{Yb}, 1 \mathrm{mg} / \mathrm{cm}^{2}$, and ${ }^{181} \mathrm{Ta}, 0.5 \mathrm{mg} / \mathrm{cm}^{2}$, were used. The lifetimes were measured using the fast-timing technique in combination with the generalized centroid difference (GCD) method [26] as well as the recoil distance Dopplershift (RDDS) method [27]. The reaction ${ }^{164} \mathrm{Dy}\left({ }^{16} \mathrm{O}, 4 n\right){ }^{176} \mathrm{~W}$ was used both for the fast-timing experiment at the HORUS spectrometer and for the RDDS measurement at the Cologne coincidence plunger setup. The ${ }^{172} \mathrm{Yb}\left({ }^{9} \mathrm{Be}, 3 n\right){ }^{178} \mathrm{~W}$ and ${ }^{181} \mathrm{Ta}\left({ }^{1} \mathrm{H}, 2 n\right){ }^{180} \mathrm{~W}$ experiments were performed at the Cologne Orange spectrometer setup.

## A. Experiments with the IKP iron-free Orange spectrometer

The experiments to measure lifetimes in ${ }^{178,180} \mathrm{~W}$ were performed at the Orange spectrometer [22] of the IKP using $e^{-}-\gamma$ and $e^{-}-\gamma-\gamma$ timing with $\mathrm{LaBr}_{3}(\mathrm{Ce})$ scintillators. Lifetimes of the $2_{1}^{+}, 4_{1}^{+}$, and $6_{1}^{+}$states and an upper limit for the lifetime of the $8_{1}^{+}$state were determined for both isotopes. The conversion electron spectroscopy using the iron-free Or-


FIG. 1. (a) The elements of the Orange spectrometer, shown in a section through an $(r, z)$ plane [30]. (b) Schematic three-dimensional model of the Orange spectrometer. The copper coils are drawn in orange. The magnetic field is indicated by the green circular arrows inside the coil volume. The circular electron shields are shown by the transparent light gray forms. The dark gray cone represents the $\gamma$-ray shield to shield the electron detector from unwanted $\gamma$ rays. Possible flight trajectories of detected electrons are displayed by the black dotted curves. The symmetry axis $(z)$ is displayed in black and the beam axis $(r)$ in red.
ange spectrometer is a well-established method at the IKP [22,24,28,29]. The operating hardware as well as the controlling software was revised in 2018-2019 and, consequently, the two experiments performed in this work were also used as a commissioning of the new system.

The basic idea of an Orange spectrometer is the deflection of charged particles (i.e., conversion electrons) by a toroidal magnetic field generated by a current $I$ circulating through specially shaped copper coils (see Fig. 1) yielding [23,31]

$$
\begin{equation*}
B=\mu_{0} \frac{N I}{2 \pi r} \tag{1}
\end{equation*}
$$

Here, $\mu_{0}$ is the magnetic permeability, $r$ the distance to the axis of symmetry, and $N$ the number of windings. A schematic sketch of the system is presented in Fig. 1(a). The electrons are emitted from the target in a straight line towards the Orange coils and are deflected in the magnetic field towards
a plastic scintillation counter of type NE102 [22]. Based on the assumption that the electron source (target) is pointlike, it is assumed that the electrons with a selected momentum that enter the magnetic field move in the $(r, z)$ plane of a winding, as displayed in Fig. 1(a). Electrons that do not fulfill the momentum condition do not reach the detector. An electron with velocity $v$ is forced on a cycloid trajectory with rotation radius $\rho_{B}$ which can be obtained from the radius of curvature $\rho$ for homogeneous magnetic fields [31]:

$$
\begin{equation*}
m \frac{v^{2}}{\rho}=e v B \tag{2}
\end{equation*}
$$

$B$ is calculated according to Eq. (1) and $m=\frac{m_{0}}{\sqrt{1-\left(\frac{v}{c}\right)^{2}}}$ is the relativistic mass of an electron. It follows that [23]

$$
\begin{equation*}
e B \rho=p=\frac{\rho}{r} \frac{\mu_{0} N}{2 \pi} I, \tag{3}
\end{equation*}
$$

where $\rho / r$ is a constant of the specific spectrometer depending on the shape of the coils. The electron momentum $p$ can be expressed by the rigidity $B \rho$ due to the proportionality of the electron momentum and the magnetic field strength or the coil current. By varying the coil current and the magnetic field, respectively, the energy of the electrons to be deflected into the plastic scintillator can be selected. By substituting Eq. (3) into the total relativistic energy

$$
E_{\mathrm{tot}}=\sqrt{\left(m_{0} c^{2}\right)^{2}+p^{2} c^{2}}=E_{e^{-}}+m_{0} c^{2}
$$

one obtains the relationship between the electron energy and the magnetic rigidity $B \rho$ :

$$
\begin{equation*}
E_{e^{-}}=\sqrt{\left(m_{0} c^{2}\right)^{2}+e^{2} c^{2}(B \rho)^{2}}-m_{0} c^{2} . \tag{4}
\end{equation*}
$$

The energy spectra of the scintillator counter of the Orange spectrometer are usually contaminated by an exponentially decreasing $\delta$-electron background, which is unavoidable in in-beam ion reaction experiments [32], as displayed in Fig. 2. The energy transfer through inelastic Coulomb scattering is sufficient to ionize the colliding target atoms and projectile ions. Thus, excited electrons are emitted as $\delta$ electrons in a cone opening in the beam direction. The $\delta$-electron background increases with the target thickness and the energy and charge number of the projectile.

Electron shields consisting of aluminum are attached to the inside of the spectrometer, blocking the straight path between the target and the scintillator. The Orange spectrometer at the IKP Cologne has a spatial opening angle of $50^{\circ}$ [22]. This corresponds to a solid angle coverage of approximately 15$20 \%$ of $4 \pi$ depending on the opening width of the ring slot of the scintillator counter. In combination with the efficiency of larger than $95 \%$ of the plastic scintillator for electrons with energies more than 15 keV , this leads to an electron detection efficiency of up to $20 \%$.

In the present experiments, electron events were used as timing signals for $e^{-}-\gamma$ timing and as trigger signal for $e^{-}-\gamma-\gamma$ timing. In a first step, the Orange spectrometer is used to scan the electron spectrum and adjust the applied current according to the energy of the conversion electrons (ce). The electron counts were normalized to the beam current. Figure 2 shows scans of the electron spectra for ${ }^{178} \mathrm{~W}$ and ${ }^{180} \mathrm{~W}$


FIG. 2. Conversion electron momentum scans of ${ }^{178,180} \mathrm{~W}$ between 125 and 325 A corresponding to an electron residual energy range of 60 to 310 keV . The scan is performed in steps of 0.3 A with 10 -s measurements and the electron counts were normalized to the beam current. The L and M peaks of the $2_{1}^{+} \rightarrow 0_{1}^{+}$transition and the $\mathrm{K}, \mathrm{L}$, and M peaks of the $4_{1}^{+} \rightarrow 2_{1}^{+}$of (a) the ${ }^{178} \mathrm{~W}$ reaction and (b) the ${ }^{180} \mathrm{~W}$ reaction are marked. The peaks at 137 and 144 A , marked with asterisks in (a), are the L and M peaks of the $2_{1}^{+} \rightarrow 0_{1}^{+}$ transition in ${ }^{172} \mathrm{Yb}$ from the Coulomb excitation of the target.
between 125 and 325 A corresponding to an electron residual energy of 60 to 310 keV . The K conversion electron lines of the $2^{+} \rightarrow 0^{+}$transitions with 105.9 keV for ${ }^{178} \mathrm{~W}$ and 103.6 keV for ${ }^{180} \mathrm{~W}$ are buried in the strong $\delta$-electron background. Therefore, the L-peaks of these transitions were used for the timing analysis. The Orange spectrometer was equipped with eight $1.5^{\prime \prime} \times 1.5^{\prime \prime} \mathrm{LaBr}_{3}(\mathrm{Ce})$ scintillation detectors (hereafter LaBr ) and one high-purity germanium detector (hereafter HPGe ) for monitoring purposes. Four of the LaBr detectors were surrounded by bismuth germanate (BGO) scintillators, which are used as an active shield to suppress background from Compton scattering. The LaBr detectors without BGO shields were excluded in the analysis due to high scattering. Effectively, this leads to a further reduction of Compton background in the shielded detectors. The dynode outputs of the LaBr detectors deliver the energy information according to the pulse height. The anode outputs of the LaBr detectors are connected to a constant fraction discriminator (CFD). The timing signals are combined into multiplexed start-stop groups according to Ref. [33] and fed into time-to-amplitude (TAC) converters. The TAC and dynode output signals are connected to a digitizer module [34]. In Figs. 3(b) and 3(c),


FIG. 3. LaBr spectra and HPGe spectra in coincidence with the $2_{1}^{+} \rightarrow 0_{1}^{+}$transition (observed with HPGe detectors in HORUS in ${ }^{176} \mathrm{~W}$ and with the Orange spectrometer in ${ }^{178,180} \mathrm{~W}$ ) for (a) ${ }^{176} \mathrm{~W}$, (b) ${ }^{178} \mathrm{~W}$, and (c) ${ }^{180} \mathrm{~W}$ (c). In (a) and (b) the yrast cascade $\gamma$-ray lines are marked. In (c) the yrast $\gamma$-ray lines as well as some of the $K^{\pi}=2^{-}$ band $\gamma$-ray lines and the $8_{1}^{-} \rightarrow 8_{1}^{+}$transition from the $K^{\pi}=8^{-}$band to the ground state band are marked. The small overlay box shows the $902.8 \mathrm{keV} \gamma$ ray of the $2_{1}^{-} \rightarrow 2_{1}^{+}$transition from the $K^{\pi}=2^{-}$band to the ground state band.
the measured LaBr and HPGe spectra for ${ }^{178,180} \mathrm{~W}$ are shown, where the current of the Orange spectrometer was set to $163.5 \mathrm{~A}(105.9 \mathrm{keV})$ and $161.5 \mathrm{~A}(103.6 \mathrm{keV})$, respectively. A partial level scheme for all three investigated tungsten isotopes in each experiment is shown in Fig. 4. In ${ }^{176,178} \mathrm{~W}$, the yrast cascade up to the $10^{+}$state was detected with enough statistics for the fast-timing analysis. In ${ }^{180} \mathrm{~W}$, the $10_{1}^{+}$state was not populated, but negative parity states from the $K^{\pi}=2^{-}$ octupole rotational band up to the $7_{1}^{-}$state band were observed [35] as well as the $8_{1}^{-}$state of the $K^{\pi}=8^{-}$band [36].

## B. The HORUS cube spectrometer

The experiment to measure the lifetimes in ${ }^{176} \mathrm{~W}$ using fast timing was conducted at the HORUS cube spectrometer of the IKP Cologne [37]. The spectrometer was equipped with eight HPGe detectors and 10 LaBr fast-timing scintillators. The


FIG. 4. Relevant level schemes of ${ }^{176,178,{ }^{180}} \mathrm{~W}$. All transitions depicted with solid lines were used for the lifetime analysis in this work, and are labeled with their respective transition energy. The level and transition energies were adopted from the Nuclear Data Sheets [15-17].
crystals of the LaBr detectors were of two different shapes. Eight $1.5 \times 1.5$ in. ${ }^{2}$ cylindrical crystals and two smaller coneshaped crystals were used. Six of the LaBr detectors with cylindrical crystals were surrounded by active BGO shields. A schematic drawing of the geometry of this setup is depicted in Fig. 5. This configuration has already been used for several


FIG. 5. Schematic drawing of the HORUS setup. The red tubes are the BGO Compton shields, the blue cylinders are the HPGe detectors. The yellow shapes are the LaBr fast-timing scintillators attached to their photo-multiplier tubes, depicted in gray. The beam direction is depicted by a green arrow.
successful fast-timing experiments and its fast-timing capabilities are well tested [38-41].

## C. The IKP plunger experiment

Lifetimes of excited states with $J^{\pi}>2^{+}$in ${ }^{176} \mathrm{~W}$ were also measured using the IKP Cologne coincidence plunger setup [9]. The plunger setup was equipped with five HPGe detectors with relative efficiencies between $55 \%$ and $80 \%$ under a backward angle of $143^{\circ}$ relative to the beam axis and one sevenfold Euroball cluster detector [42] mounted under $0^{\circ}$ resulting in a ring of six cluster segments under $34^{\circ}$ plus the central segment under $0^{\circ}$. The applied target-to-stopper distances were 2,4 , $6,9,13,25,35,50,70,100,150,190,300,500,700,1000$, and $1500 \mu \mathrm{~m}$ with respect to electrical contact of the foils. The velocity of the ${ }^{176} \mathrm{~W}$ recoil nuclei was determined to be $v / c=0.70(1) \%$ using the shifted and unshifted components of the observed yrast cascade transitions from the $12_{1}^{+}$down to the $2_{1}^{+}$state in ${ }^{176} \mathrm{~W}$. The DDCM [20] was used to determine the lifetimes of the $4^{+}, 6^{+}, 8^{+}$, and $10^{+}$excited yrast states. To minimize feeding contributions from states above as well as unobserved feeders, a gate on the shifted component, that feeds the state of interest, was applied.

## III. LIFETIME ANALYSIS AND RESULTS

## A. Fast-timing analysis

The fast-timing method relies on measuring the time difference between a feeding transition and the decaying transition (either via conversion electron or $\gamma$ rays) of the state of interest. When a start signal is given by the feeder and the stop signal by the decay, the delayed time distribution is obtained [26,43]:

$$
\begin{equation*}
D(t)=n \lambda \int_{-\infty}^{t} \operatorname{PRF}\left(t^{\prime}-t_{t}\right) e^{-\lambda\left(t-t^{\prime}\right)} d t^{\prime}+n_{r}, \quad \lambda=\frac{1}{\tau} \tag{5}
\end{equation*}
$$

where $n$ is the number of coincidences in the time distribution, $n_{r}$ is the number of background counts, and $\tau$ is the lifetime of the state connected by the feeder-decay cascade. The delayed time distribution $D(t)$ is a convolution of the prompt response function (PRF) of the system and an exponential decay.

If the lifetime of a given state is long compared to the full width at half maximum (FWHM) of the PRF, the time difference spectra show an exponential decay as a slope. The slope of the spectrum can be fitted to obtain the lifetime of the exponential decay. If the lifetime of the state of interest is below the resolution of the PRF, they are accessible through the centroid difference method [26,44]. The centroid difference method is based on measuring the centroid $C$ of delayed $(d)$ and antidelayed $(a d)$ time distribution where the latter one is obtained by inverting start and stop signals. The lifetime can then be determined according to [26]

$$
\begin{equation*}
\tau=\frac{1}{2}\left(\Delta C-\operatorname{PRD}\left(E_{\text {feeder }}, E_{\text {decay }}\right)\right), \tag{6}
\end{equation*}
$$

where $\Delta C=C_{d}-C_{a d}$ is the centroid difference and PRD is the prompt response difference that describes the $\gamma-\gamma$ zero time response of the detector system [26]. The generalization of Eq. (6) for $N$ detectors is known as the generalized centroid difference (GCD) method [44].


FIG. 6. The PRDs of (a) the Orange setup and (b) the HORUS setup. The upper panels in (a) and (b) show the prompt response difference curve, determined with coincident $\gamma$ rays from a ${ }^{152} \mathrm{Eu}$ source at target position. The fitted calibration functions are displayed by the red lines. The uncertainties are displayed by the green uncertainty bands. The zero reference is 344 keV in both cases. The residuals of the PRD fits with uncertainties and $1 \sigma$ interval, displayed by the green lines, are depicted in the lower panels.

The final PRD curves for both setups (HORUS and Orange) were calibrated using $\gamma$ rays from a ${ }^{152} \mathrm{Eu}$ source and are fitted using the following function [44]:

$$
\operatorname{PRD}\left(E_{\gamma}\right)=\frac{a}{\sqrt{\left(b-E_{\gamma}\right)}}+c+d E_{\gamma} .
$$

Both curves are shown in Fig. 6. The uncertainty of the PRD is not larger than 5 ps in the energy range of interest for both setups. Note that Eq. (6) only holds under the assumption that no background is present. Time correlated background resulting from scattered coincident $\gamma$ rays has to be corrected for. The procedure is explained in Ref. [44] and was successfully applied in Refs. [38,41, 45,46 ]. In this analysis, the lifetimes of the $2_{1}^{+}$states in all three tungsten isotopes were determined using the slope method while the higher-lying excited states were measured using the GCD method.


FIG. 7. Time distributions for the $2_{1}^{+}$states in (a) ${ }^{176} \mathrm{~W}$, (b) ${ }^{178} \mathrm{~W}$, and (c) ${ }^{180} \mathrm{~W}$. The fits to the exponential decay are shown as green lines, the constant background contribution is indicated by blue constants, and the fit with all components by red curves. The fit ranges are indicated by vertical lines. Each panel is labeled with the respective conversion electron and LaBr gates and resulting lifetimes. The yellow centroids are the prompt response functions of the HORUS respective Orange timing systems. The time resolution of the LaBr-Orange timing system is around 1000 ps [22], indicated by the widened PRF, shown in (b) and (c), compared to the $\mathrm{LaBr}-\mathrm{LaBr}$ timing system of the HORUS spectrometer with a time resolution of about 340 ps .

In Fig. 7(a) the time spectra for the lifetime measurement of the $2_{1}^{+}$state in ${ }^{176} \mathrm{~W}$ is shown. It is generated by placing a LaBr gate on the $2_{1}^{+} \rightarrow 0_{1}^{+}(108.5 \mathrm{keV})$ transition and another one on the $4_{1}^{+} \rightarrow 2_{1}^{+}(240 \mathrm{keV})$ transition.

The lifetimes of the $2_{1}^{+}$states in ${ }^{178,180} \mathrm{~W}$ were measured with the Orange spectrometer using $e^{-}-\gamma$ coincidences. In Fig. 7(b) the respective time spectrum for the lifetime measurements in ${ }^{178} \mathrm{~W}$, with one gate on the L1 conversion electron of the $2_{1}^{+} \rightarrow 0_{1}^{+}(106 \mathrm{keV})$ transition and a narrow LaBr gate on the $4_{1}^{+} \rightarrow 2_{1}^{+}(237 \mathrm{keV})$ transition, is shown. The lifetime measurement of the $2_{1}^{+}$state in ${ }^{180} \mathrm{~W}$ is shown in Fig. 7(c). Here, the gates are placed on the $2_{1}^{-} \rightarrow 2_{1}^{+}$(903


FIG. 8. Centroid difference of the $6_{1}^{+} \rightarrow 4_{1}^{+} \rightarrow 2_{1}^{+} \gamma$ cascade in ${ }^{178} \mathrm{~W}$, generated using a conversion electron gate on the $2_{1}^{+} \rightarrow 0_{1}^{+}$ transition. Displayed are the time distributions for delayed (blue) and antidelayed (red) gate sequence.
$\mathrm{keV})$ and $2_{1}^{+} \rightarrow 0_{1}^{+}(103.6 \mathrm{keV})$ transitions. Note that the feeding transition was the $2_{1}^{-} \rightarrow 2_{1}^{+}(903 \mathrm{keV})$ and not the $4_{1}^{+} \rightarrow 2_{1}^{+}$transition. The 903 keV transition has considerably less uncorrelated background compared to the 234 keV feeder, as the 234 keV peak has a contamination of the $5_{1}^{-} \rightarrow 3_{1}^{-}$ lying in its left flank. For each time spectrum presented in Fig. 7 the corresponding exponential fit to determine the lifetimes is shown. The fit components are depicted by the colored curves: background component in blue, exponential component in green, and the combined fit in red. The final lifetimes result in $\tau=1422(15) \mathrm{ps}$ for ${ }^{176} \mathrm{~W}, \tau=1631(25) \mathrm{ps}$ for ${ }^{178} \mathrm{~W}$, and $\tau=1823(25) \mathrm{ps}$ for ${ }^{180} \mathrm{~W}$. The uncertainties correspond to the maximum deviations of the fits from the median.

The lifetime determination using the HPGe or conversion electron triggered $\gamma-\gamma$ coincidence measurements is shown as an example for the $4_{1}^{+}$state in ${ }^{178} \mathrm{~W}$. Figure 8 shows the delayed and antidelayed time distributions with the $6_{1}^{+} \rightarrow$ $4_{1}^{+}(351 \mathrm{keV})$ feeding and the $4_{1}^{+} \rightarrow 2_{1}^{+}(237 \mathrm{keV})$ decaying transition, where a trigger has been set on the conversion electron of the $2_{1}^{+}$decay of 105.9 keV . The centroid difference was measured to be $\Delta C=122(7) \mathrm{ps}$. This result has to be corrected for time correlated background underneath the peak of the feeding and the decaying transition. The background underneath the full-energy peak has to be interpolated from centroid difference measurements around the peak of interest according to the standard procedure discussed in Refs. [28,44]. The LaBr and HPGe reference spectra as well as the centroid differences in picoseconds, the background centroid differences, as well as the interpolated background at the respective peak positions for the $4_{1}^{+}$state are shown in Fig. 9. The interpolated background time response is weighted with the peak-to-background ratio and combined with the PRD value for the energies of the respective feeder-decay cascade; the lifetime of the $4_{1}^{+}$state, corresponding to $\tau=70(5) \mathrm{ps}$, is derived using Eq. (6). This value is consistent with the previously reported result of $\tau=65(6) \mathrm{ps}$ [18].



FIG. 9. Analysis of the $4_{1}^{+}$state of ${ }^{178} \mathrm{~W}$. In red and black, double gated HPGe and LaBr energy spectra with an Orange trigger gate on the $2_{1}^{+} \rightarrow 0_{1}^{+}$transition and a LaBr gate on the (a) $4_{1}^{+} \rightarrow 2_{1}^{+}(237 \mathrm{keV})$, which results in an antidelayed time spectrum, and the (b) $6_{1}^{+} \rightarrow 4_{1}^{+}(351$ keV ), which results in a delayed time spectrum. The peaks of interest are well separated from contaminating transitions. In the lower parts of the plots, the measured centroid difference (green) and the measured background time response and corresponding interpolations (blue) are shown.

The lifetimes of the other excited yrast states were determined in the same way with a gate from the next higher-lying yrast state each. Since the $10_{1}^{+}$state was not excited in ${ }^{180} \mathrm{~W}$, the lifetime of the $8_{1}^{+}$state was determined using the $\gamma$ cascade from the $8_{1}^{-}$state from the $\mathrm{K}^{\pi}=8^{-}$band. The experimental results are shown in Table I. The reduced transition probabilities were calculated using the conversion coefficients of the BrIcc database [47] and the transition energies from the evaluated Nuclear Data Sheets [15-17].

## B. RDDS and DDCM analysis

The lifetimes of the $4_{1}^{+}, 6_{1}^{+}, 8_{1}^{+}$, and $10_{1}^{+}$yrast states of ${ }^{176} \mathrm{~W}$ were also determined using the RDDS and DDCM. In

Fig. 10 gated spectra of the detectors under the $143^{\circ}$ backward angle, with respect to the beam axis, are shown for the ${ }^{176} \mathrm{~W}$ experiment. The gated spectra, shown for different target-tostopper distances between 2 and $1500 \mu \mathrm{~m}$, are generated by applying a gate on the $12_{1}^{+} \rightarrow 10_{1}^{+}(558 \mathrm{keV})$ transition. The $\gamma$-ray energies of the yrast cascade from the $4^{+}$up to the $10^{+}$state are marked with two dashed lines, where the dashed line on the left corresponds to the shifted component and the dashed line on the right to the unshifted component. For a distance of $1500 \mu \mathrm{~m}$, all recoiled nuclei are in flight and all $\gamma$ rays are entirely Doppler shifted. By lowering the distance between target and stopper an increasing amount of recoiled nuclei are stopped before their $\gamma$ decay and $\gamma$ rays not influenced by Doppler shifts are detected. The energetically higher


FIG. 10. Projections of the $\gamma-\gamma$ coincidences with a gate on the flight component of the $12_{1}^{+} \rightarrow 10_{1}^{+}$transition in ${ }^{176} \mathrm{~W}$ are shown for different target-to-stopper distances under backward angle. Yrast transitions of interest are marked with dashed lines, where the left lines mark the Doppler-shifted and the right ones the unshifted components.

TABLE I. Summary of lifetimes measured in this work and derived reduced transition strengths in comparison adopted literature values and IBM-1 calculations from this work (see Sec. IV B). In the case of ${ }^{176} \mathrm{~W}$, the values marked with an asterisk are resulting from the plunger experiment from Sec. III B and the unmarked values for ${ }^{176} \mathrm{~W}$ are derived from the HORUS fast-timing experiment. The values printed in bold are adopted for further discussion and the extraction of the $B(E 2)$ values in the case of ${ }^{176} \mathrm{~W}$. For details on the selection of the adopted values see Sec. III B.

| Nucleus | $I^{\pi}$ | $\tau$ (ps) |  | $B\left(E 2 ; I^{\pi} \rightarrow I^{\pi}-2\right)$ (W.u.) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | This work | Literature | This work | Literature | IBM-1 |
| ${ }^{176}$ W | $2_{1}^{+}$ | 1422(15) | $1431(9)^{\text {a }}$ | 170(3) | 166(3) ${ }^{\text {a }}$ | 170 |
|  | $4_{1}^{+}$ | 57.9(29) |  | 258(13) |  | 244 |
|  |  | 64.2(12)* |  |  |  |  |
|  | $6_{1}^{+}$ | 10.7(30) |  |  |  |  |
|  |  | 8.1(3)* |  | 306(11) |  | 270 |
|  | $8_{1}^{+}$ | <8 |  |  |  | - |
|  |  | 3.8(5)* |  | 213(24) |  | 281 |
|  | $10_{1}^{+}$ | 2.1(4)* |  | $190_{-30}^{+44}$ |  | 283 |
| ${ }^{178} \mathrm{~W}$ | $2{ }_{1}^{+}$ | 1631(25) | 1642(21) ${ }^{\text {b }}$ | 154(3) | 153(2) ${ }^{\text {b }}$ | 154 |
|  | $4_{1}^{+}$ | 70(4) | $65(6)^{\text {c }}$ | $222_{-12}^{+13}$ | $238{ }_{-18}^{+24 \mathrm{c}}$ | 224 |
|  | $6_{1}^{+}$ | $9.8(38)$ | $<14.4{ }^{\text {c }}$ | $230_{-64}^{+134}$ | >170 | 254 |
|  | $8_{1}^{+}$ | <6 |  | > 105 |  | >269 |
| ${ }^{180} \mathrm{~W}$ | $2_{1}^{+}$ | 1823(25) | $1850(70)^{\text {d }}$ | 141(3) | 139(6) | 141 |
|  | $4_{1}^{+}$ | 79.4(29) |  | 204(7.7) |  | 208 |
|  | $6_{1}^{+}$ | 12(3.5) |  | $199{ }_{-45}^{+82}$ |  | 234 |
|  | $8_{1}^{+}$ | $<8.6$ |  | >74 |  | >247 |

${ }^{\text {a }}$ Reference [22].
${ }^{\mathrm{b}}$ Reference [18].
${ }^{c}$ Reference [19].
${ }^{\text {d }}$ Reference [17].
peaks are not entirely stopped, because the time of flight of the recoiled nuclei tends to be longer than the lifetime of the respective state. But even at the lowest distance of $2 \mu \mathrm{~m}$,
both components can be observed. Note that the peaks of the $4_{1}^{+} \rightarrow 2_{1}^{+}$transition are not well separated. The reason is the relatively low velocity ( $\frac{v}{c} \approx 0.7 \%$ ) of the recoiled reaction product of the specific fusion evaporation reaction. Due to nearly indistinguishable shifted and unshifted components of the $4_{1}^{+} \rightarrow 2_{1}^{+}$transition, as visible in Fig. 10, the lifetime measurement using the RDDS method or DDCM does not generate a reasonable result. The given uncertainty does only reflect the statistical error and not the systematic error of the poorly separated shifted and unshifted components. Thus, the lifetime of the fast-timing experiment is used for further discussions about the $4_{1}^{+}$state. The separation of the shifted and unshifted components of the decaying transitions of the $6^{+}, 8^{+}$, and $10^{+}$states is sufficient and can be used to determine lifetimes. With the applicability limit of the fast-timing method being around 10 ps [26] the results of the plunger method have been used for further discussions about the yrast states with $J^{+}>4^{+}$. In Table I, the results of the plunger experiment in the case of ${ }^{176} \mathrm{~W}$ are indicated by asterisks. The results for ${ }^{176} \mathrm{~W}$ used for further discussions and the extraction of the $B(E 2)$ values are printed in bold text in Table I.

Figure 11 shows an example of the DDCM analysis for the lifetime determination of the $6_{1}^{+}$state, gated on the flight components of the indirect feeding $10_{1}^{+} \rightarrow 8_{1}^{+}$[Fig. 11(a)] and $12_{1}^{+} \rightarrow 10_{1}^{+}$in forward [Fig. 11(b)] and backward angle [Fig. 11(c)]. The lifetimes of the $6^{+}, 8^{+}$, and $10^{+}$states in ${ }^{176} \mathrm{~W}$ were determined according to the example shown in Fig. 11. A summary of the determined lifetimes including gate information and adopted values is shown in Table II.

## IV. DISCUSSION

## A. Systematic of $\boldsymbol{B}(\boldsymbol{E} 2)$ values and quadrupole deformation

Collective signatures in atomic nuclei can be described by different parameters like the $\mathrm{R}_{4 / 2}=E_{4_{1}^{+}} / E_{2_{1}^{+}}$ratio greater than 2 or $B\left(E 2 ; 2^{+} \rightarrow 0^{+}\right)$values larger than $10-20$ W.u. [49]. Further parameters are, e.g., intrinsic electric quadrupole


FIG. 11. Example of the DDCM analysis for the $6_{1}^{+}$state using the software NAPATAU [48]. The upper panels show the corresponding obtained lifetimes. The lower panels show the evolution of the shifted component intensities (green data points and red curves) and derivates (light red data points and blue curves). The $\tau$ plots are depicted with their corresponding gate configurations and angles, where "fw" means forward angle and "bw" means backward angle.

TABLE II. Summary of the determined lifetimes in ${ }^{176} \mathrm{~W}$ from the RDDS experiment with respective gates and weighted means. Forward and backward angles are marked with "fw" and "bw," respectively. The weighted means of each lifetime are printed in bold text.

| $4_{1}^{+}$ |  | $6_{1}^{+}$ |  |
| :---: | :---: | :---: | :---: |
| Gate | $\tau(\mathrm{ps})$ | Gate | $\tau(\mathrm{ps})$ |
| $8_{1}^{+} \rightarrow 6_{1}^{+} \mathrm{fw}$ | 64.3(14) | $12_{1}^{+} \rightarrow 10_{1}^{+}$fw | 7.8(34) |
| $8_{1}^{+} \rightarrow 6_{1}^{+}$bw | 67.7(21) | $12_{1}^{+} \rightarrow 10_{1}^{+}$bw | 7.6(18) |
| $6_{1}^{+} \rightarrow 4_{1}^{+} \mathrm{fw}$ | 62.9(12) | $10_{1}^{+} \rightarrow 8_{1}^{+}$fw | 8.1(3) |
| Weighted mean | 64.2(12) | Weighted mean | 8.1(3) |
| $8_{1}^{+}$ |  | $10_{1}^{+}$ |  |
| Gate | $\tau(\mathrm{ps})$ | gate | $\tau(\mathrm{ps})$ |
| $10_{1}^{+} \rightarrow 8_{1}^{+}$bw | 3.7(7) | $12_{1}^{+} \rightarrow 10_{1}^{+}$bw | 1.9(12) |
| $12_{1}^{+} \rightarrow 10_{1}^{+} \mathrm{fw}$ | 3.9(6) | $8_{1}^{+} \rightarrow 6_{1}^{+} \mathrm{bw}$ | 2.1(4) |
| Weighted mean | 3.8(5) | Weighted mean | 2.1(4) |

moment $Q_{0}$, deformation parameter $\beta$, and the $\mathrm{B}_{4 / 2}=$ $B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right) / B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$ratio which is expected to be 1.43 for a heavy deformed nucleus [49]. The experimental data obtained in this work enable a more complete picture of the evolution of the collective signatures of the tungsten isotopes around the rare-earth neutron midshell at $N=104$. As can be seen in Fig. 12(a), the tungsten isotopes around the neutron midshell show an increasing $\mathrm{R}_{4 / 2}$ ratio with a maximum at ${ }^{182} \mathrm{~W}_{108}$. The ratio increases from around 2.9 at $N=$ 94,96 to 3.29 for $N=108$. For the near-midshell isotopes this suggests the interpretation of close to axially symmetric rigid rotors which have theoretical $\mathrm{R}_{4 / 2}$ ratios of 3.33 [10]. Looking at Figs. 12(a) and 13 (top), it is clear that most isotopes have exceeded the $\mathrm{X}(5)$ limit of $\mathrm{R}_{4 / 2}=2.91$, but for the lighter tungsten isotopes, this signature indicates slight hints of $\mathrm{X}(5)$ characteristics. The $B(E 2)$ values of the $2_{1}^{+} \rightarrow 0_{1}^{+}$ and $4_{1}^{+} \rightarrow 2_{1}^{+}$transitions are shown in Fig. 12(b). In this mass region, the increasing $B\left(E 2,2_{1}^{+} \rightarrow 0_{1}^{+}\right)$values as a function of decreasing neutron number are commonly interpreted as an increase in collectivity towards more neutron-deficient nuclei. A saturation of collectivity around $N=100$ to neutron midshell $N=104$ can be assumed, based on the current $B(E 2)$ data. The evolution of the newly acquired $B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)$ values accompanies the evolution of the $B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$values depending on the neutron number. Both evolutions follow a similar general tendency. Though the maximum of both signatures, $B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$and $B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)$, lies near midshell, as expected in well-deformed nuclei, a satisfactory explanation for the displaced maximum of the $B(E 2)$ values towards neutron-deficient isotopes is not yet presented.

Compared to the lighter even-even hafnium, ytterbium, and erbium neighbors with $Z=72,70$, and 68 , a similar behavior of the $B(E 2)$ values of the low-spin yrast states is found. In these isotopes the $B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$value peaks at $N=100, N=102$, and $N=98$, respectively, emphasizing the saturation of collectivity in this region when approaching the midshell $[24,55]$, but with slight displacement to the neutron-deficient side. This effect of pre-midshell saturation could partly be caused by the influence of the hexadecapolar


FIG. 12. The evolution of (a) $\mathrm{R}_{4 / 2}$ ratios, (b) $B(E 2)$ values, (c) $\mathrm{B}_{4 / 2}$ ratios, and (d) experimental quadrupole deformation parameters of the tungsten isotopes around $N=104$ compared with the IBM-1 calculations from this work. The $\beta$ values obtained from the IBM-1 calculations are drawn with solid lines in the same color as the experimental values. Experimental values for the energies and the literature values of the $B(E 2)$ values are taken from Refs. [15-17,19,50-54]. Rigid rotor and $\mathrm{X}(5)$ limits are shown as horizontal lines. The $\hat{L} \hat{L}$ criterion as mentioned in Sec. IV B is displayed as a dashed line in (a).
deformation $\beta_{4}$ on the quadrupole moment $Q_{t}$, as proposed in Ref. [56], investigated and discussed for this region in Refs. [18,55]. A detailed study of the hexadecapolar deformation $\beta_{4}$ for this mass region, including the tungsten isotopes, is presented in Ref. [55]. This approach, however, cannot explain the displacement entirely [55].

Figure 12(c) shows the evolution of the $\mathrm{B}_{4 / 2}$ ratio around the neutron midshell. The ratio is expected to be around


FIG. 13. Excitation energies (top), reduced transition probabilities (middle), and experimental quadrupole deformation parameters $\beta_{I, I-2}$ (bottom) as a function of yrast spin for ${ }^{172-182} \mathrm{~W}$. The upper and the middle panels compare the experimental values to the IBM-1 calculations from Sec. IV B and the $\mathrm{SU}(3)$ and $\mathrm{X}(5)$ limits. The bottom plot compares the experimental values to the IBM-1. The literature values are taken from Refs. [50,52,64,65].
1.428 for well-deformed nuclei, according to the predictions of the rigid rotor model [57] and the $\mathrm{SU}(3)$ limit of the interacting boson model [10,25]. In the tungsten isotopes with $N=94-110$, the $\mathrm{B}_{4 / 2}$ ratio increases from $1.11(34)$ at ${ }^{168} \mathrm{~W}$ $(N=94)$ towards $1.51(5)$ at ${ }^{176} \mathrm{~W}(N=102)$ and decreases to $1.41(5)$ at ${ }^{184} \mathrm{~W}(N=110)$. This increasing behavior towards midshell seems anomalous for isotopic chains in this region. In comparison, the $\mathrm{B}_{4 / 2}$ ratio decreases in the even-even hafnium and ytterbium neighbors towards midshell to about 1.43 [24,58]. In contrast, the $B_{4 / 2}$ ratio of the heavier osmium and platinum isotopes also increases towards midshell starting from very small $B_{4 / 2}$ ratios of approximately or smaller than 1 in the very neutron-deficient isotopes, comparable to the $\mathrm{B}_{4 / 2}$ of the tungsten isotopes [59].

All in all, the simple rotor explanation for the isotopes in this region does not seem to be fully sufficient in the tungsten isotopes. Several indications are observed that suggest a rising of previously unaccounted effects (or at least an uncommon combination of already known effects, as for example the backbending phenomenon [60-62], the hexadecapolar deformation [55], or possibly a shape coexistence phenomenon [63]) in this region: the displacement of the saturation of the $B(E 2)$ values away from midshell towards lighter isotopes [Fig. 12(b)], the displacement of the maximum of the $\mathrm{R}_{4 / 2}$ ratio away from midshell towards heavier isotopes [Fig. 12(a)], the unexpected behavior of the $\mathrm{B}_{4 / 2}$ ratios and its very small value at ${ }^{168} \mathrm{~W}$ of $1.11(34)$ [Fig. 12(c)], as well as the unexpected behavior of the tendency of the $B(E 2)$ values throughout the $2^{+}-10^{+}$yrast states of ${ }^{174,176} \mathrm{~W}$ (see Fig. 13, middle panel). Further experiments and calculations are required to explain this combination of observations.

However, most of the $\mathrm{B}_{4 / 2}$ ratios considered ( $N=94-112$ ) agree within their uncertainties with the Alaga rule of $10 / 7$ largely supporting the deformed character as expected from the $\mathrm{R}_{4 / 2}$ ratio near midshell.

All $\mathrm{B}_{4 / 2}$ values of the tungsten isotopes are separated from the $\mathrm{X}(5)$ limit of 1.58 [6]. Especially for ${ }^{178} \mathrm{~W}(N=104)$ the new results reduced the uncertainties of the $\mathrm{B}_{4 / 2}$ ratio and there is no overlap with the $\mathrm{X}(5)$ limit any more. As Fig. 12(c) reveals, the uncertainty of the $\mathrm{B}_{4 / 2}$ ratio for ${ }^{176} \mathrm{~W}$ lies very close to the $\mathrm{X}(5)$ limit. But the $\mathrm{R}_{4 / 2}$ ratio contradicts the assumption of a possible $X(5)$ nucleus. Still, the $B_{4 / 2}$ ratio as well as the trend of $B(E 2)$ values up to $B\left(E 2 ; 6_{1}^{+} \rightarrow 4_{1}^{+}\right)$ (see Fig. 13), with respect to the new experimental data, can be interpreted as following the trend suggested by $\mathrm{X}(5)$. But considering all signatures, $\mathrm{R}_{4 / 2}, \mathrm{~B}_{4 / 2}$, and the evolution of the yrast $B(E 2)$ strengths, ${ }^{176} \mathrm{~W}$ agrees certainly more with the $\mathrm{SU}(3)$ limit. But the unexpected drop of the $B(E 2)$ values of the $8_{1}^{+} \rightarrow 6_{1}^{+}$and $10_{1}^{+} \rightarrow 8_{1}^{+}$transitions seems to be outside the scope of the models. The same effect is observed for the evolution of the $B(E 2)$ values in ${ }^{174} \mathrm{~W}$. But due to the large uncertainty of the $B\left(E 2 ; 6_{1}^{+} \rightarrow 4_{1}^{+}\right)$value, the situation cannot be fully quantified.

The graphics in Figs. 12(b), 12(c) and 13 including the newly determined values add to the systematic evolution of the $B(E 2)$ values in the neutron midshell region of the tungsten isotopes around $N=104$.

From the deduced $B(E 2)$ values, transitional quadrupole moments $Q_{t}$ are calculated according to [49]

$$
\begin{equation*}
Q_{t}\left(J_{i} \rightarrow J_{f}\right)=\sqrt{\frac{16 \pi}{5} \frac{B\left(E 2 ; J_{i} \rightarrow J_{f}\right)}{\left\langle J_{i} K_{i} 2(\Delta K) \mid J_{f} K_{f}\right\rangle^{2}}}, \tag{7}
\end{equation*}
$$

TABLE III. Experimental quadrupole moments and quadrupole deformation parameters $\beta$ for the $2_{1}^{+} \rightarrow 0_{1}^{+}, 4_{1}^{+} \rightarrow 2_{1}^{+}$, and $6_{1}^{+} \rightarrow$ $4_{1}^{+}$transitions for the tungsten isotopic chain. The $Q_{t}$ values were calculated with Eq. (7), the $\beta$ values with Eq. (8) using $B(E 2)$ values which were taken from this work and from the Nuclear Data Sheets [18,50-53].

| Nucleus | $N$ | $Q_{20}$ | $\beta_{20}$ | $Q_{42}$ | $\beta_{42}$ | $Q_{64}$ | $\beta_{64}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{172} \mathrm{~W}$ | 98 | $7.38(8)$ | $0.28(3)$ | $7.0(12)$ | $0.28(5)$ | $6.9(19)$ | $0.28(8)$ |
| ${ }^{174} \mathrm{~W}$ | 100 | $6.97(5)$ | $0.249(8)$ | $6.9(9)$ | $0.27(4)$ | $8.7(31)$ | $0.35(12)$ |
| ${ }^{176} \mathrm{~W}$ | 102 | $6.9(5)$ | $0.279(2)$ | $6.8(9)$ | $0.27(4)$ | $6.6(34)$ | $0.26(13)$ |
| ${ }^{178} \mathrm{~W}$ | 104 | $6.74(6)$ | $0.26(3)$ | $6.8(9)$ | $0.27(4)$ | $6.8(32)$ | $0.27(16)$ |
| ${ }^{180} \mathrm{~W}$ | 106 | $6.54(5)$ | $0.253(5)$ | $6.6(7)$ | $0.26(3)$ | $6.2(33)$ | $0.24(12)$ |
| ${ }^{182} \mathrm{~W}$ | 108 | $6.47(5)$ | $0.249(2)$ | $6.5(9)$ | $0.25(3)$ | $6.3(18)$ | $0.24(7)$ |
| ${ }^{184} \mathrm{~W}$ | 110 | $6.12(5)$ | $0.234(2)$ | $6.0(9)$ | $0.23(3)$ | $6.0(9)$ | $0.23(4)$ |

where $\left\langle J_{i} K_{i} 2(\Delta K) \mid J_{f} K_{f}\right\rangle$ are the Clebsch-Gordan coefficients for transitions from $J_{i}$ to $J_{f}$ [49], where $K$ represents the projection of the intrinsic angular momentum on the symmetry axis. The quadrupole deformation $\beta$ is related to $Q_{t}$ via

$$
\begin{equation*}
\beta=\frac{\sqrt{5 \pi}}{3 Z R^{2} e} Q_{t} \tag{8}
\end{equation*}
$$

where $R=1.2 \mathrm{fm} A^{\frac{1}{3}}$ is an approximation for the nuclear radius. The values are calculated for the tungsten isotopes between $N=98$ and $N=110$ and are given in Table III. Derived from the values in Table III, the quadrupole moments as well as the quadrupole deformation decreases from $\beta_{20}=$ $0.28(3)$ in ${ }^{172} \mathrm{~W}$ to $\beta=0.234(2)$ in ${ }^{184} \mathrm{~W}$. The evolution of the quadrupole deformation values $\beta_{20}$ and $\beta_{42}$ is depicted in Fig. 12(d) throughout the isotopic chain. Figure 13 (bottom panel) shows nearly constant quadrupole deformation for all yrast states with $J^{+}=2^{+}, 4^{+}, 6^{+}$, and $8^{+}$for the tungsten isotopes. All $\beta$ values lie in a typical range expected for a well-deformed rotor [49]. The quadrupole deformation does not suggest a major change in structure in this isotopic chain.

The newly determined data concerning ${ }^{176,178,180} \mathrm{~W}$ complete the experimental database of observables relevant for the discussion of deformation phenomena. The current interpretation does not change significantly; still, the new experimental data yield an argument to support the previous assumptions for the deformation characteristics of the tungsten isotopes ${ }^{176,178,180} \mathrm{~W}$. But further efforts as experiments and adjustments of the nuclear models are required to reproduce a detailed general description of the data throughout the tungsten isotopic chain.

## B. IBM-1 calculations

To describe the experimental data, theoretical calculations in the framework of the interacting boson model 1 (IBM1), where no distinction between protons and neutrons is made [66], were performed. In the IBM-1, one assumes that low-lying collective quadrupole states can be generated as states of a system of $N$ bosons able to occupy two levels, one with angular momentum $J=0$, called s bosons, and one with angular momentum $J=2$, called d bosons [67]. In the calculations, only s and d bosons are used. The ex-

TABLE IV. The fit parameters for the ECQF Hamiltonian and resulting $e_{\text {eff }}$ values in $e \mathrm{~b}$.

| Nucleus | $\epsilon$ | $\kappa$ | $\chi$ | $\lambda$ | $e_{\text {eff }}(e \mathrm{~b})$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| ${ }^{172} \mathrm{~W}^{\mathrm{a}}$ | 0.520 | -0.0154 | -1.013 | 0.0 | 0.16881 |
| ${ }^{174} \mathrm{~W}^{\mathrm{a}}$ | 0.553 | -0.0156 | -0.947 | 0.0 | 0.14950 |
| ${ }^{176} \mathrm{~W}^{\mathrm{a}}$ | 0.593 | -0.0158 | -0.946 | 0.0 | 0.14758 |
| ${ }^{178} \mathrm{~W}^{\mathrm{a}}$ | 0.615 | -0.0157 | -0.938 | $0.0006^{\mathrm{b}}$ | 0.12368 |
| ${ }^{180} \mathrm{~W}$ | 0.540 | -0.0160 | -0.865 | 0.0011 | 0.12812 |
| ${ }^{182} \mathrm{~W}$ | 0.500 | -0.0169 | -0.845 | 0.0016 | 0.13649 |
| ${ }^{184} \mathrm{~W}$ | 0.435 | -0.0166 | -0.800 | 0.0036 | 0.14539 |
| ${ }^{186} \mathrm{~W}$ | 0.415 | -0.0170 | -0.800 | 0.0046 | 0.14655 |

${ }^{\text {a }}$ Calculations done by Rudigier et al. [18].
${ }^{\mathrm{b}}$ The $\lambda$ value for ${ }^{178} \mathrm{~W}$ was added in this work.
tended consistent Q formalism (ECQF) [68] represents the IBM-1 with only few parameters which has proven to contain the essential physics ingredients to describe the low-lying states in even-even nuclei ranging from vibrational nuclei up to well-deformed rotational nuclei $[69,70]$. The following Hamiltonian is applied [68]:

$$
\begin{equation*}
\hat{H}_{\mathrm{ECQF}}=\epsilon \hat{n}_{d}+\kappa \hat{Q}^{\chi} \cdot \hat{Q}^{\chi}+\lambda \hat{L} \cdot \hat{L} \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{Q}^{\chi} & =\left(s^{\dagger} \tilde{d}+d^{\dagger} s\right)^{(2)}+\chi\left(d^{\dagger} \tilde{d}\right)^{(2)} \\
\hat{L} & =\sqrt{10}\left(d^{\dagger} \tilde{d}\right)^{(1)}, \text { and }  \tag{10}\\
\hat{n}_{d} & =d^{\dagger} \cdot \tilde{d}
\end{align*}
$$

The quadrupole operator $\hat{Q}^{\chi}$ is related to the $E 2$ transition probability $T(E 2)$ via the effective boson charge $e_{\text {eff }}$ according to

$$
\begin{equation*}
T(E 2)=e_{\mathrm{eff}} Q \tag{11}
\end{equation*}
$$

The $\hat{L} \cdot \hat{L}$ term corresponds to the $\hbar^{2} / 2 I$ parameter of the collective model with $I$ the moment of inertia and determines the $L(L+1)$ dependence of the energies in the rotational bands. $\hat{L}$ denotes the boson angular momentum operator [71]. The physics of the $\hat{L} \cdot \hat{L}$ term is best seen in the pure rotational $\mathrm{SU}(3)$ limit of the IBM-1.

The calculations were performed using the computer code ARBMODEL [72]. The calculations were fitted to the level energies from $2_{1}^{+}$to $10_{1}^{+}$and level energies of the first three to four states of the $\gamma$ and $\beta$ bands, if available, and the $B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$value. All level energies were taken from the Nuclear Data Sheets [15-17,50,52-54,64,73]. The fits yield the parameters displayed in Table IV. An IBM-1 calculation for the ${ }^{172,174,176,178} \mathrm{~W}$ isotopes is presented by Rudigier et al. in Ref. [18], where the influence of the $\hat{L} \hat{L}$ term was not taken into account. Since the heavier tungsten isotopes ${ }^{182,184,186} \mathrm{~W}$ experience a strong increase of the level energies especially of the higher-lying yrast levels, the band structure could only be reproduced well by taking a small contribution of the $\hat{L} \hat{L}$ term into account. Following Nomura et al. [71] this becomes evident for strongly deformed axially symmetric nuclei. Nomura et al. formulate $\mathrm{R}_{4 / 2}>3.2$ as a criterion for taking the $\hat{L} \hat{L}$ term into account. This criterion is displayed as a dashed line


FIG. 14. (a) Experimental and (b) theoretical (IBM-1) level energies of the low-lying yrast $2^{+}, 4^{+}, 6^{+}, 8^{+}$, and $10^{+}$states as a function of the neutron number.
in Fig. 12(a). The parameters for ${ }^{178} \mathrm{~W}$, originally calculated in Ref. [18], were supplemented by a very small $\hat{L} \hat{L}$ contribution, indicated by footnote $b$ in Table IV, which leads to a better reproduction of the yrast states. As can be seen in Table IV, the amounts of $\lambda$ increase slightly with the neutron number.

The results of the calculations of the excitation energies of the yrast states are shown in Fig. 14 together with the experimental values for the tungsten isotopes. The calculated energies show an overall consistency with the measured energies. The highest deviation of the calculations from the experiments in the yrast band in all isotopes was about 20 keV . The effective boson charge was chosen to match the experimental $B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$values and varies from $e_{\text {eff }}=$ 0.12-0.14.

The $\mathrm{B}_{4 / 2}$ ratio of the calculated reduced transition probabilities are shown in Fig. 12(c) in comparison with the experimental values. The resulting $\mathrm{B}_{4 / 2}$ values match the experimental ones within uncertainties for $N=102\left({ }^{176} \mathrm{~W}\right)$ to $N=110\left({ }^{184} \mathrm{~W}\right)$ but disagree for $N=98,100$, and 112 . According to the model, the $\mathrm{B}_{4 / 2}$ values of all isotopes considered in the calculations lie close to the $\mathrm{SU}(3)$ limit of $\mathrm{B}_{4 / 2} \approx$ 1.43 , similar to what is expected from the experimental values and the $\mathrm{R}_{4 / 2}$ ratios. Note the opposite movement of the experimental values of $\mathrm{B}_{4 / 2}$ compared to the model predictions and to the evolution of the $B_{4 / 2}$ ratios of the neighbors with fewer protons, hafnium and ytterbium [24,58]. It should be taken into account that the adopted $\mathrm{B}_{4 / 2}$ value for ${ }^{172} \mathrm{~W}_{98}$ shows a large uncertainty. A reevaluation of this nucleus would be favorable to get a clearer picture of deformation and collectivity in the light tungsten isotopes.

In Fig. 13 the level energies (top) of the first yrast states and corresponding $E 2$ transition strengths (middle) are shown for the midshell tungsten isotopes. While the level energies are clearly approaching the $\mathrm{SU}(3)$ limit when adding neutrons, the $B(E 2)$ values do not show a totally clear structure for the midshell tungsten isotopes except for ${ }^{182} \mathrm{~W}$. The $B\left(E 2 ; 6_{1}^{+} \rightarrow\right.$ $\left.4_{1}^{+}\right)$value of ${ }^{180} \mathrm{~W}$ and the $B\left(E 2 ; 8_{1}^{+} \rightarrow 6_{1}^{+}\right)$value of ${ }^{178} \mathrm{~W}$ show large uncertainties, as the lifetimes are almost at the lower boundary of the sensitivity of the fast-timing method,
and do not allow for a clear interpretation. However, within the uncertainties, they confirm the interpretation of axially symmetric prolate rotors as they are consistent with the $\mathrm{SU}(3)$ limit and the IBM-1 calculations. Although the excitation energies show a rotorlike structure for ${ }^{174,176} \mathrm{~W}$, the $B(E 2)$ values do not allow a clear interpretation of rotational structure within the uncertainties, as described in Sec. IV A. The IBM-1 calculations place the $B(E 2)$ values of these two isotopes close to $\mathrm{SU}(3)$, but the experimental values for $B\left(E 2 ; 6_{1}^{+} \rightarrow\right.$ $\left.4_{1}^{+}\right)$and $B\left(E 2 ; 10_{1}^{+} \rightarrow 8_{1}^{+}\right)$show deviations from this model. The general tendency of the $B(E 2)$ values is not described by the IBM-1 for ${ }^{176} \mathrm{~W}$ and also ${ }^{174} \mathrm{~W}$. There are significant deviations from all models for the reduced transition probabilities for these transitions (see Fig. 13, middle panel). This suggests the large deviations for the $E 2$ transitions in ${ }^{174} \mathrm{~W}$ and ${ }^{176} \mathrm{~W}$ to be a signature of a structural change within the yrast band, especially with respect to the evolution towards very unusual $B_{4 / 2}$ values of the extremely neutron-deficient nuclei of, e.g., $\mathrm{B}_{4 / 2}=0.33(8)$ for ${ }^{166} \mathrm{~W}$ [74], that cannot be explained with any model so far. Using an extension of the IBM-1, allowing for multiple two particle-two hole excitation, might account for this observation [61,62]. Such a description involves many more parameters to be fitted to higher spin states. This as well as a further development of the nuclear models is considered to be outside the scope of this work.

## V. SUMMARY

Lifetimes of yrast states in the midshell tungsten isotopes with $A=176,178,180$ have been measured using fast-timing methods with $e^{-}-\gamma-\gamma$ and $e^{-}-\gamma$ coincidences at the Orange spectrometer setup, HPGe triggered $\gamma-\gamma-\gamma$ coincidences using the HORUS cube spectrometer, and the RDDS technique in combination with the DDCM. Lifetimes of the $2_{1}^{+}$states in all three isotopes as well as $4_{1}^{+}$and $6_{1}^{+}$in ${ }^{178} \mathrm{~W}$ have been remeasured. Lifetimes of the $4_{1}^{+}, 6_{1}^{+}$, and $8_{1}^{+}$states have been measured in all isotopes and additionally the lifetime of the $10_{1}^{+}$state in ${ }^{176} \mathrm{~W}$. The lifetime measurements in ${ }^{178,180} \mathrm{~W}$ were part of the commissioning experiments of the revised Orange spectrometer and successfully demonstrate its capabilities.

From these lifetimes, the $E 2$ transition strengths, quadrupole moments $Q_{t}$, and quadrupole deformation parameters $\beta$ have been calculated and the $\mathrm{B}_{4 / 2}$ ratios have been extracted. The newly determined $\mathrm{B}_{4 / 2}$ ratios for ${ }^{176} \mathrm{~W}$ and ${ }^{180} \mathrm{~W}$ as well as the new $\beta$ values of the $4^{+}$and $6^{+}$ states led to a more complete picture of the evolution of the quadrupole deformation for the tungsten isotopes in this region. The interpretation of the $\mathrm{R}_{4 / 2}$ values close to the $\mathrm{SU}(3)$ limit was confirmed by the $\mathrm{B}_{4 / 2}$ values and the evolution of the $B(E 2 ; I \rightarrow I-2)$ values over the low-spin yrast states within ${ }^{178,180} \mathrm{~W}$. However, a clear interpretation for ${ }^{176} \mathrm{~W}$ as well as the general description of the tungsten isotopic chain with special regard to the neutron-deficient side is more complicated and requires further effort. A remeasurement with modern methods of the lifetimes of ${ }^{172,174} \mathrm{~W}$ is recommended, due to the high uncertainties of the lifetimes of the $2_{1}^{+}$and $4_{1}^{+}$ states in ${ }^{172} \mathrm{~W}$ and of the $6_{1}^{+}$state in ${ }^{174} \mathrm{~W}$.

The measured values have been compared with calculations in the IBM-1 framework. The theoretical calculations in combination with the experimental $B(E 2 ; I \rightarrow I-2)$ values and the theoretical and experimental quadrupole deformations of the $2_{1}^{+}$state support the previous interpretation of the tungsten isotopes around midshell as deformed prolate rotors.
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#### Abstract

The timing performance of the integrated digital constant fraction discriminators of the two digitizer modules V1730 and V1751 from CAEN are systematically investigated with respect to fast-timing lifetime measurements. Systematic and parameter-dependent knowledge of the time walk behavior and the time resolution of the digital constant fraction discriminators is obtained. Understanding these dependencies is crucial for properly calibrating individual fast-timing systems and a comparable investigation of these digitizers was never conducted before. Reference is made to the existing analog standard for fast-timing techniques and recent digital developments. The study shows, that the timing performance of both modules is comparable to other digital fast-timing implementations and established fast-timing setups using analog constant fraction discriminators, but with the added benefit of digital processing. The peculiarities of the modules are pointed out and described. Both digitizer modules were found to be highly effective and user-friendly instruments for modern fast-timing requirements. Best parameter sets for both digitizers as well as best energy application ranges are provided.


## 1. Introduction

The fast-timing technique is a well known and reliable tool to determine lifetimes of nuclear excited states. Knowing the lifetime of an excited state of a nucleus can help in understanding underlying structures by extracting the reduced transition probability $B(\sigma L)$ between two excited states [1,2]. Therefore, lifetime determination is a key ingredient to obtain structural information about excited nuclei. Throughout the evolution of nuclear physics, numerous techniques for determining lifetimes from seconds down to femtoseconds have been developed [3]. For lifetimes ranging from picoseconds to several nanoseconds, the fast-timing technique is a suitable method.

The fast-timing technique essentially utilizes the time difference between the populating and depopulating $\gamma$-rays of an intermediate state of interest to obtain information about its lifetime. The established fast-timing setup uses a complex circuit of analog constant-fraction discriminators (CFDs) and time-to-amplitude converters (TACs) [4,5]. However, using the multiplexed start-stop technique, the complexity of the electronics of an analog fast-timing setup increases rapidly with the number of detectors [6,7].

In recent years, the emergence of digitally implemented real-time interpolating CFD algorithms integrated in fast-sampling digitizers has greatly reduced the complexity of electronic circuits, while providing
timestamps in the picosecond range usable for fast-timing analyses. For example, the $v$-Ball array and FASTER data acquisition system at the ALTO facility in Orsay was successfully equipped with 12-bit digitizers with integrated digital CFDs with a sampling rate of $500 \mathrm{MS} / \mathrm{s}$ for timing purposes for the first time in 2017/2018 for a large fast-timing and spectroscopic campaign [8-15]. Despite this recent advancements, the utilization of the new timing techniques has not been widely adopted in the fast-timing community, as the implementation of these techniques is still in its early stages of development in most institutions.

The timing performance of an individual timing system is dependent on the digitizer modules in use. The different digitizer modules available use slightly different working principles and there are no standard values for proper adjustment of detectors and digital CFD parameters for most digitizer types. As an example, the proper detector and CFD adjustment using the analog CFD model Ortec 935 in combination with LaBr3(Ce) detectors has been published in 2016 [6]. A characterization of the timing performance, especially concerning time walk and time resolution of a specific timing module, as a function of detector and CFD parameters for the dedicated application to fasttiming lifetime measurement is needed for validation of the results and proper comparison with these of other modules.
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This study systematically investigates the timing performance of the real-time digital CFDs of the V1730 and V1751 digitizers manufactured by CAEN S.p.A. with sampling rates of 500 MHz and 1 GHz , respectively. For the first time, a systematic investigation of the time walk behavior and the time resolution in dependence of digital CFD parameters and input amplitude has been carried out for both modules. Additionally, the timing performance of both digitizers were compared to the characteristics of their analog counterparts and the results of other digital time pick-off devices.

The primary objective of this study is to provide a validation for future fast-timing experiments employing these modules. This will be achieved by investigating the impact of various CFD tuning parameters and signal amplitudes on the time resolution and time walk characteristics. Additionally, an optimal set of parameters and best energy application ranges for the experimental conditions is suggested for both modules.

## 2. The fast-timing method

### 2.1. General information about the fast-timing principle

The fast-timing procedure is based on measuring the time difference between two $\gamma$-rays of a $\gamma-\gamma$ cascade populating and depopulating an intermediate state of interest [4,5,7,16-18]. The distribution of measured time-differences is described by the delayed time-difference distribution [19]. This delayed time-difference distribution is defined by a convolution of the prompt response function (PRF), which depends on the timing system, and an exponential decay [19]:
$D(t)=n \lambda \int_{-\infty}^{t} P R F\left(t^{\prime}-C_{P}\right) e^{-\lambda\left(t^{\prime}-C_{P}\right)} d t^{\prime}+n_{r}, \quad \lambda=\frac{1}{\tau}$,
where $n_{r}$ is the random background level, $C_{P}$ is the centroid (first moment) of the PRF and $\tau$ the lifetime of the intermediate state. The PRF is the time difference distribution obtained for signals with a zero-time-difference. The centroid position and the full width at half maximum (FWHM) of the PRF, which is considered as the time resolution of a system, are dependent on detector properties, time pickoff technique (e.g. CFD, digital CFD or leading edge) and energies of detected $\gamma$-rays.

The centroid-shift method is used to determine lifetimes of excited states with high precision, smaller than the time resolution of the corresponding experimental setup. In centroid-shift analysis, the lifetime is determined by the time shift of the centroids of the measured delayed time-difference distributions $\left(C_{D}\right)$ relative to the centroid position of the energy-dependent $\operatorname{PRF}\left(C_{P}\right)$ [4]: $\tau=C_{D}-C_{P}$. This situation is illustrated in Fig. 1, where the centroid positions considered are indicated. Further details can be found in Refs. [5,7].

The centroid position of the PRF is affected by signal-amplitude depended time walk (TW). If the TW is calibrated for the experimental setup, the lifetime of an intermediate state can be derived according to:
$\tau=C_{D}-T_{0}-T W\left(E_{1}, E_{2}\right)$.
The constant term $\mathrm{T}_{0}$ is given by $T_{0}=T W\left(E_{1}=E_{2}\right)$, which corresponds to the zero point of the timing system.

### 2.2. From analog to digital timing

The technical state-of-the-art for lifetime measurements using large fast-timing arrays in terms of time resolution, time walk behavior is the use of analog setups using multiplexed start and stop signals [6]. This established analog fast-timing setup is constructed using two or more fast-timing detectors, typically $\mathrm{LaBr}_{3}(\mathrm{Ce})$ or $\mathrm{CeBr}_{3}$. These scintillators are optically coupled to photomultiplier tubes (PMTs) [21,22] with two outputs each. The analog setup utilizes two branches, a time branch and an energy branch. The energy branch directly digitizes the energies of


Fig. 1. The identical but mirrored time difference distributions from the $867-244 \mathrm{keV}$ cascade in ${ }^{152} \mathrm{Sm}$ with a binning of $10 \mathrm{ps} /$ channel is shown. $\mathrm{D}(\mathrm{t}, 867,244 \mathrm{keV}$ ) (blue) is generated by gating in feeder-decay sequence. The reflected $D(t, 244,867 \mathrm{keV})$ (red) distribution is generated by gating in decay-feeder sequence. The intermediate state connecting both $\gamma$-rays has a lifetime of 80.9(11) ps [20]. The time difference distributions resulting from the centroid shift method exhibit symmetry about the time reference point $T_{0}$ due to the inherent symmetry of the method.
the incoming $\gamma$-rays. The time branch uses a circuit of analog Fan-in-Fan-out modules, delay loops, CFDs and TACs, to determine the time difference $d t$ between two signals [3,4]. Therefore, the information of a single fast-timing event is condensed to
$\left(\mathrm{E}_{\text {start }}, \mathrm{E}_{\text {stop }}, d t\right)$,
where the energies $E_{\text {start }}$ and $E_{\text {stop }}$ are obtained from the energy branches and the time difference $d t$ from the TAC in the time branch. This technique is described in detail in Refs. [4,5,7,18]. Utilizing modern TACs and CFDs this kind of analog setup is able to measure short lifetimes down to a few picoseconds.

In various measurements, tests and quantifications, the analog CFD model ORTEC 935 [23] in combination with the TAC model ORTEC 566 [24] has proven high fast-timing performance [22,25-30]. This combination of analog electronics represents the state-of-the-art of fasttiming technology and serves as the standard for comparison in this work.

In the following, the term "analog setup" refers to a configuration in which time difference information is obtained from TACs, while the term "digital setup" refers to a fully digital configuration in which analog electronic modules are not present and the direct time information of signals is measured by the digital CFDs.

Recent fast-sampling digitizers utilizing digitally implemented interpolating CFD algorithms (described in Section 3) are capable of determining sub-sample-period precision timestamps. The high precision of digital timestamp determination in the low picosecond regime and the omission of the external analog modules enables an extensive simplification of fast-timing setups. In a fully digital experimental setup, the information of a single fast-timing event is now condensed to

$$
\begin{equation*}
\left[\left(\mathrm{E}_{1}, t_{1}\right),\left(\mathrm{E}_{2}, t_{2}\right)\right] \tag{3}
\end{equation*}
$$

containing the full measured information. The time difference is taken in the offline analysis in both possible directions [31]:
$d t_{12}\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right)=t_{2}-t_{1}$ and $d t_{21}\left(\mathrm{E}_{2}, \mathrm{E}_{1}\right)=t_{1}-t_{2}$.
Conceptual, the analysis of the digital fast-timing data is identical to centroid shift analysis of $\gamma-\gamma$ coincidence data and is discussed in detail in Refs. [4,16,31]. This symmetrization approach is appropriate when nearly equal timing conditions, e.g. similar time resolutions of detectors, mainly related to the crystal size, and time walk, mainly related to the CFD device, are given for each channel.


Fig. 2. Several digitally CFD shaped signals recorded by a CAEN V1730 digitizer module. The input signal was a negative anode signal originating from a LaBr detector in combination with a PMT. In this exemplary case, $d$ marks the delay time and $\sim f$ an approximation of the fraction value used in the shaping procedure.


Fig. 3. A sampled CFD signal, where the interpolated polynomial of first order is indicated by a red line and the zero crossover marked by a star. The point in time of the zero crossover represents the timestamp of the original input signal with a precision smaller than the sample period.

By applying energy conditions as gates to the collection of all stored events $\left[\left(\mathrm{E}_{1}, t_{1}\right),\left(\mathrm{E}_{2}, t_{2}\right)\right]$ and calculating $d t$ according to Eq. (4), a time difference distribution is generated. In Fig. 1, two distributions are shown, both containing the full experimental data. The distributions are identical but mirrored with respect to $\mathrm{T}_{0}$. Only the gate sequence, either ( $\mathrm{E}_{\text {feeder }}, \mathrm{E}_{\text {decay }}$ ) or ( $\mathrm{E}_{\text {decay }}, \mathrm{E}_{\text {feeder }}$ ), determines, which distribution is generated. In Fig. 1, this process is illustrated for the $876-244 \mathrm{keV}$ cascade in ${ }^{152} \mathrm{Sm}$ with a lifetime of the intermediate state of $80.9(11) \mathrm{ps}$ [20], populated by the electron capture decay from ${ }^{152}$ Eu. The symmetry of the distributions under exchange of $E_{1}$ and $\mathrm{E}_{2}$ can be used for precise determination of $\mathrm{T}_{0}$ of the system. From the distributions in Fig. 1, e.g. $\mathrm{D}\left(\mathrm{t}, \mathrm{E}_{\text {feeder }}, \mathrm{E}_{\text {decay }}\right)$ the lifetime can be extracted using the centroid shift method by applying Eq. (2) with known time walk characteristics.

## 3. Digital constant fraction discrimination and timestamp interpolation

A fast-sampling analog-to-digital converter (ADC) is capable of accurately discretizing continuous input signals that have durations within the nanosecond range. This enables a digital CFD signal shaping procedure to achieve a zero crossover at the point in time the original signal reaches a constant fraction of its amplitude. The timestamp of an incoming signal is then identified as the zero crossover of a CFD shaped signal. The digital shaping procedure of the implemented CFD algorithm is analogous to the shaping procedure of an analog CFD. Specifically, the captured signal is duplicated, one of the duplicates is inverted and delayed by a specified delay time $d$, while the other one
is attenuated by a defined fraction $f$ [32], see Fig. 2. The presented algorithm superimposes two processed signals to create a bipolar signal, which contains the required zero crossover to calculate a constant fraction timestamp according to [33]:
$C_{1}(t)=S(t) \cdot f-S(t+d)$
or
$C_{2}(t)=S(t+d)-S(t) \cdot f$,
where $C_{n}(t)$ is the CFD sample and $S(t)$ the original sample at time $t$. A sample is a measurement of the amplitude of an analog signal taken at discrete time intervals known as the sampling period. The ADC then converts each sample into a digital representation, which results in the discretization of the continuous signal pulse. The two distinct shaping sequences, as presented by Eqs. (5) and (6), represent two different implementations found in the digitizer modules investigated in this study. Fig. 2 shows a series of digitally shaped CFD signals with different amplitudes originating from the negative anode of a LaBr scintillator coupled to a PMT. These signals were recorded with a CAEN model V1730 digitizer.

The timestamp derived from the zero crossover would have a precision equal to the sample period, e.g. 2 ns for a $500 \mathrm{MS} / \mathrm{s}$ sample frequency. But to achieve timestamps with higher precision than the sample period, interpolations of low-degree polynomials between adjacent samples surrounding the zero crossover of the CFD signals are utilized. Recent developments in field-programmable gate array (FPGA) technology allow the real-time interpolation of such polynomials already on the digitizer and online sub-sample-period timestamp calculation. Recently, various interpolation algorithms including linear and cubic spline interpolations heve been discussed in [34-37].

The digital CFDs of the modules under investigation in this study interpolate a first-order polynomial between the last CFD sample before the zero crossover $C_{b}$ and the first CFD sample after the zero crossover $C_{a}$. As illustrated in Fig. 3, the timestamp of the interpolated zero crossover (ZC) is expressed by the sum of the timestamp of $C_{b}$ ( $T_{\text {coarse }}$, with sample period precision) and the fine timestamp $\mathrm{T}_{\text {fine }}$ :
$\mathrm{ZC}=T_{\text {coarse }}+T_{\text {fine }}$.
$\mathrm{T}_{\text {fine }}$ is calculated using the linear interpolation between $C_{b}$ and $C_{a}$ according to the linear equation:
$T_{\text {fine }}=\frac{-C_{b}}{C_{a}-C_{b}} \cdot T_{\text {sample }}$.
$T_{\text {sample }}$ is the sample period determined by the sample rate of the data acquisition, e.g. 2 ns for a sample rate of $500 \mathrm{MS} / \mathrm{s}$.

In analog CFD modules, the time resolution strongly depends on the amplitude of the input signal and the amplitude resolving capability of the electronic components used in the CFD circuit $[32,38]$. This effect depends on the signal-to-noise ratio (SNR) [32], which is defined as the ratio of the signal amplitude to any electronic noise present in the signal. The SNR induces an additional time uncertainty which is significant at lower amplitudes since the slope at the zero crossover decreases with decreasing amplitudes. A similar effect is expected for a digitally shaped CFD signal and applied timestamp interpolation. As depicted in Fig. 4, an artificial disturbance $p$ added to two different samples affects the interpolated timestamp depending on the amplitude. The smaller the amplitude, the larger the deviations of the timestamps $d t$. This causes the time resolution of digital CFDs to degrade for smaller signal amplitudes. This effect is also referred as time jitter [32].

Digital CFDs, as well as analog CFDs, are affected by an energy dependent time walk (see Section 2.1). The time walk of an analog CFD occurs due to the slope of the bipolar CFD signal at the point of zero crossover [32]. The slope at this point decreases rapidly with decreasing amplitude for amplitudes below around 400 mV [6]. Above approximately 400 mV , the slope remains nearly constant [6]. The nonlinear time walk at low amplitudes is caused by the charge sensitivity


Fig. 4. Illustration of two different signal amplitudes affected by the disturbance $p$ and effect on the timestamp interpolation. The disturbance $p$ of the sample amplitudes, considered as noise, is the same on the larger (left) and on the lower (right) signal. The disturbance was chosen to be relatively large in order to demonstrate the effect. The interpolated timestamp of the higher signal differs in a smaller range $d t$ than that of the smaller signal. As a result, small variations of small signals lead to larger uncertainties in the interpolation of the timestamp compared to higher signals, which is called time jitter.


Fig. 5. Digital timestamp shift for the detector combination $i j=12$. After the application of the shift constants, all time difference distributions are aligned. This is done for each detector pair $i j$. The dashed time difference distribution is the antidelayed distribution, obtained by exchange of the gates. In the lower, aligned plot, both distributions are identical but mirrored with respect to $\mathrm{T}_{0}$ and each contains the full experimental statistics.
of the electronics within the CFD module, while the nearly linear time walk at higher amplitudes is related to the shaping delay time $[32,38]$. It is reasonable to expect similar behavior of slope-dependent time walk in digital interpolating CFDs.

## 4. The sorting procedure of digital fast-timing data

In digital fast-timing, the time difference of two time correlated $\gamma$-rays is extracted from the precise timestamp information of each individual detector hit, which is done during the offline analysis. All detector hits are sorted by timestamp after the determination of potential runtime differences between individual channels outside the data acquisition system, e.g., due to different cable lengths.

For symmetric data of a digital setup, the time difference distributions for a single detector combination, calculated according to Eq. (4), have to be aligned by applying a set of shift $t_{i j}$ constants to each distribution before superposition of the data from all detector combinations. The procedure is illustrated in Fig. 5 and is representative of
the alignment of all time spectra $d t_{i j},(i, j \in N: i \neq j)$ of an array with $N$ detectors [31]. To determine the shift $i_{i j}$ constants precisely, the time difference distributions of a cascade with a short, nearly prompt lifetime, like $779-344 \mathrm{keV}$ is utilized. The energy-independent shift constants are obtained by half the distance of $d t_{12}$ and $d t_{21}$, where $\mathrm{T}_{0, i j}$ and $\mathrm{T}_{0, j i}$ are symmetric around $\mathrm{T}_{0}$, according to Fig. 5:
$s h i f t_{i j}+d t_{i j}=s h i f t_{i j}+t_{i}-t_{j}=d t$
and
$s h i f t_{j i}+d t_{j i}=s h i f t_{j i}+t_{j}-t_{i}=d t$.
Once the time difference distributions have been aligned, the relationship $d t_{i j}=d t_{j i}=d t$ is established. Fig. 5 shows that for a given detector combination $i j$ and the following relationship holds: shift $t_{i j}=-s h i f t_{j i}$. Different detector combinations $i j$ exhibit different shifts relative to the reference time $T_{0}$.

All detector hits are sorted by applying a time coincidence window and multiplicity conditions and stored as events. A minimal digital fasttiming event has multiplicity two and consists of two energy values and corresponding timestamps according to Eq. (3).

After identifying the events of interest by using the energy conditions, the desired time differences are calculated using Eq. (4). Note, for consistency we opted to always calculate the time difference between the two $\gamma$-ray signals of interest according to
$d t=t_{\mathrm{E}_{\text {second gate matching }}}-t_{\mathrm{E}_{\text {first gate matching }}}$,
where suffix "first gate matching" corresponds to the first energy condition and "second gate matching" to the second energy condition applied to the data. This method ensures that the time difference is calculated in a consistent manner resulting in the desired distributions, as illustrated in Fig. 1.

Fig. 6 depicts the event density in an example time range of 70 ms with different zoom levels centered on one specific event of multiplicity $=2$. This data was recorded during an in-beam experiment using a fast-timing array equipped with 8 LaBr scintillation detectors and detection rates of $15-20 \mathrm{kHz}$ per detector. The red crosses indicate the detector hits that satisfy the conditions of a coincidence window of 10 ns and a multiplicity of exactly 2 LaBr hits. The black crosses represent all other detector hits uncorrelated in time. The figure demonstrates the accuracy of recent digital CFDs for determining timestamps. It highlights the importance of an accurate timestamp shift correction, as a coincidence window in the order of a few nanoseconds can be sufficient to measure short lifetimes in the picosecond range, as long as only LaBr hits or those of comparable fast detectors are used.

## 5. Experimental details

This study aims to investigate the fast-timing capabilities of modern digitizers, namely CAEN modules V1730 [39] and V1751 [40], implementing digital interpolating CFD algorithms for picosecond precise timestamp determination of detector hits. The important hardware properties of these digitizers concerning digital $\gamma-\gamma$ fast-timing are listed in Table 1. The goal of this part of the study is to optimize the time resolution of the digital CFDs in combination with the established LaBr detectors while minimizing the energy-dependent time walk in the $\gamma$-ray energy range of a ${ }^{152}$ Eu time walk calibration standard. An optimization process was conducted to identify the optimal combination of CFD algorithm parameters (see Section 5.2) providing the best balance between time resolution and minimal time walk.

### 5.1. Digital fast-timing setup

In order to evaluate the timing performance of the implemented interpolating CFD algorithms of the V1730 and the V1751 digitizers, a fast-timing setup was constructed as shown in Fig. 7a. The setup consists of four $1.5^{\prime \prime} \times 1.5^{\prime \prime} \mathrm{LaBr}_{3}(\mathrm{Ce})$ scintillators optically coupled


Fig. 6. Detector hit density for different time ranges between 70 ms to 10 ns of a fast-timing array with 8 LaBr detectors. The data was measured during an in-beam experiment with detection rates of $15-20 \mathrm{kHz}$ per detector. The data is sorted with a coincidence window of 10 ns and a multiplicity of exactly two LaBr hits was required. The red crosses represent detector hits that satisfy these conditions. The two LaBr hits in the bottom plot have a time difference of only 140 ps . The figure demonstrates the accuracy of the digital timestamp determination and motivates the use of short coincidence windows of around 10 ns for digital $\mathrm{LaBr}-\mathrm{LaBr}$ fast-timing. Note: the time axis were reset to zero in each plot to provide reasonable time ranges in the individual plots.

Table 1
Resolution of the ADCs, internal sample rate and input dynamic range for the CAEN V1730 and V1751 digitizers.

| Digitizer | ADC res. | Sample rate | Input range |
| :--- | :--- | :--- | :--- |
| V1730 | 14 bit | $500 \mathrm{MS} / \mathrm{s}$ | $0.5 / 2 \mathrm{Vpp}$ |
| V1751 | 10 bit | $1 \mathrm{GS} / \mathrm{s}$ | 1 Vpp |

to Hamamatsu R13435 photomultiplier tubes [41]. Each detector was connected to the digitizer with a single cable from the negative anode output of the PMT. A $90^{\circ}$ geometry with a distance of approximately 5 cm between the detectors was applied, with only opposite detectors being used for timing coincidences. This geometry allows for a good balance between reduced inter-detector Compton scattering and sufficient statistics and efficiency [5,7]. Both digitizer modules support the same CFD shaping parameters in terms of timing capabilities: the "CFD delay", which corresponds to the delay time $d$, and the "CFD fraction", which corresponds to the constant fraction $f$, both described in Section 3. The CFD delay is adjustable in units of the sample period. The CFD fraction is selectable between four values ( $25 \%, 50 \%, 75 \%$, and $100 \%$ ) for the applied firmware of these particular modules.

An ${ }^{152} \mathrm{Eu} \gamma$-ray source was used in the experiments, which offers twelve nearly Compton background-free $\gamma$-ray cascades with known lifetimes of intermediate states in the energy range of 200 keV to 1400 keV [20]. The time resolution observed using the strongest medium energy 779-344 keV cascade in ${ }^{152} \mathrm{Gd}$ interconnecting the $3_{1}^{-}$, $2_{1}^{+}$and $0_{1}^{+}$states with a short lifetime of 46.3(39) ps [20] and a nearly symmetric Gaussian time distribution is used as a benchmark during the optimization process.

In Fig. 8a, an exemplary singles $\gamma$-ray spectrum for the V1730 digitizer is given and Fig. 8b shows the relative energy resolution


Fig. 7. (a) Fast-timing setup with four $\mathrm{LaBr}_{3}(\mathrm{Ce})$ scintillators in a $90^{\circ}$ geometry with a source-to-detector distance of 2.5 cm . Only $\gamma-\gamma$ coincidences between opposing detectors were used, which is indicated by the colors of the scintillators. This geometry grants good exposure of the scintillators and low inter-detector Compton scattering. (b) Split signal setup using one LaBr detector and a T-adapter. The two signals are fed into two different digitizer channels.


Fig. 8. (a) A singles $\gamma$-ray spectrum of the ${ }^{152} \mathrm{Eu} \gamma$-ray source for the V 1730 digitizer. (b) Relative energy resolutions of both digitizers shown over an energy range between approximately 100 and 1400 keV , demonstrating a decreasing behavior with respect to $1 / \sqrt{E_{\gamma}}$.
$\Delta \mathrm{E} / \mathrm{E}$ [\%] for both digitizers in an energy range between 40 and 1400 keV . The energy is obtained through charge integration inside the digitizer and the relative energy resolution is optimized through gain matching of the electron multiplication of the PMTs [42]. It amounts to $3.01(1) \%$ and $3.18(1) \%$ for the V1751 and the V1730 at a $\gamma$-ray energy of 662 keV , which is commonly used as a benchmark for energy resolution, respectively.

### 5.2. Description of dedicated measurement approaches

The crucial properties of implemented interpolating CFD algorithms in context of fast-timing techniques are the time resolution and time walk. Both properties are depending on the shaping parameters "CFD delay", "CFD fraction" and the input signal amplitude. To classify the time resolution and time walk characteristics of the digitizers, several measurements of time periods between 10 and 24 h with different parameter settings have been conducted. Different parameter settings were used, with two of the three parameters kept fixed, while the third was varied.

The voltage applied to the PMTs was adjusted to align the input signal amplitudes of the different channels to the amplitude of the $1408 \mathrm{keV} \gamma$-ray emitted by the ${ }^{152}$ Eu source. The transfer function (TF) describes the relationship between the output voltage of the PMT and energy of the incident $\gamma$-ray. It is expressed in $\mathrm{V} / \mathrm{MeV}$ and serves as a measure for the input amplitude. The TFs in the present measurements are nearly linear, as the PMTs are operated in a low to middle voltage range of 750 to 1500 V .

In order to evaluate the intrinsic time jitter of the digital CFDs, an additional measurement was conducted using a split signal configuration with a single LaBr detector, as described in previous studies [34, 37]. The anode signal from the LaBr detector was split using a T-adapter and the two resulting signals were fed into separate signal inputs of the digitizers, as illustrated in Fig. 7b. Two digitally interpolated timestamps for the same detector pulse are acquired. Time difference distributions derived from these timestamps are free of energy-dependent time walk, lifetime effects and nearly free of other systematic effects. This approach allows for a determination of the intrinsic time jitter of the digital CFDs as a function of the input signal amplitude only effected by the SNR (see Section 3).

### 5.3. Data analysis of the measurements

The data sets obtained from the fast-timing setup with four LaBr scintillators were analyzed using the ftSOCO code [43], which was designed for the analysis of digital fast-timing data. Fast-timing events were generated requiring exactly 2 LaBr hits within a coincidence window of 20 ns , which is sufficient for the purpose of this work (see Fig. 6). If this multiplicity condition is not used in multi-detector arrays, many time-uncorrelated background events (especially interdetector Compton scattering events) are incremented. As addressed in Section 4, small runtime differences in the arrival times of the detector signals are corrected by applying a constant timestamp offset for every detector-detector combination.

For all measurements, the centroid shift method, as described in Section 2.2, was used to determine the TW characteristic [6,31]. Each analysis for different CFD parameters or transfer functions was performed using identical energy gates on the transitions of interest to allow for comparable results.

To investigate the low energy time walk of the digitizers, a data point below 100 keV is needed. This is achieved by utilizing threefold coincidences of the cascade $40 \mathrm{keV}-1408 \mathrm{keV}-122 \mathrm{keV}$ (X-ray $\rightarrow 2^{-} \rightarrow 2^{+} \rightarrow 0^{+}$) in ${ }^{152} \mathrm{Sm}$. The $40-\mathrm{keV}$ K-X-ray is emitted after the electron-capture decay of ${ }^{152} \mathrm{Eu}$ to ${ }^{152} \mathrm{Sm}$ within femtoseconds, which is significantly shorter than the lifetimes of the subsequent excited states in ${ }^{152} \mathrm{Sm}$. The detection of the $40-\mathrm{keV}$ K-X-ray indicates the moment of population and acts as a nearly prompt feeding transition for the $2_{1}^{-}$ state in ${ }^{152} \mathrm{Sm}$ [6]. Usually, a high-resolution high-purity Germanium detector is used to apply an energy gate on the 122 keV transition. For the setup used in this work, the pairs of face-to-face detectors (same color in Fig. 7) were used for timing coincidences, while the neighboring detectors were used for the additional energy gate on the 122 keV transition. A coincidence spectrum and decay scheme for the threefold LaBr coincidences with energy gates on the 122 keV and $1408 \mathrm{keV} \gamma$-rays is shown in Fig. 9. Note, that not all measurements


Fig. 9. Coincidence spectrum of the threefold coincidences with gates on the 122 keV and $1408 \mathrm{keV} \gamma$-rays from the ${ }^{152} \mathrm{Eu}$ source. It is evident that there is relatively little background under the 40 keV X-ray peak. On the right, the decay scheme from ${ }^{152} \mathrm{Eu}$ to ${ }^{152} \mathrm{Sm}$, with the transitions used for timing ( 40 keV and 1408 keV ) marked in red, is depicted.
had sufficient statistics in the X-ray region to allow for the use of this approach.

The data obtained from the split signal setup (Fig. 7b) was analyzed using a coincidence window of 2 ns . A double gating method was employed, where the same energy gate was applied to both channels, since the same detector pulse was fed into both channels. The resulting time difference distributions provided insight into the precision of time difference determination between signals of equal energy with a consistent time difference of zero. A range of amplitude between 100 and 1000 mV was scanned using this method.

In some time difference distributions, periodic binning artifacts with low picosecond periods have been observed. These artifacts are possibly a result of the fine timestamp $\mathrm{T}_{\text {fine }}$ being reported as a 10bit integer by the FPGA, resulting in a precision of $\mathrm{T}_{\text {sample }} / 1024$. The resulting precision of $\mathrm{T}_{\text {fine }}$ is $1.953125 \approx 2 \mathrm{ps}$ in the exemplary case of the V1730 [44]. Most likely, this approximation causes an effect on the time differences, which shows up as periodic oscillations and additional beat frequencies in the time difference distributions. The binning artifacts have no influence on the centroid shift analysis but for better visual representation they were addressed by randomly blurring a calculated time difference over a two-picosecond window.

## 6. Results of the systematic investigation of timing characteristics

Modern fast-timing system are able to achieve time resolutions between 300-400 ps for the benchmark cascade 779-344 keV [5]. For the time walk characteristic a mostly linear and flat progression is desired with variations in a range of 100 ps or less [6]. To sufficiently cover the energy range that is significant for lifetime measurements in standard nuclear structure investigations, the amplitude input range of a timing system should be maximized, but it should at least extend up to $\gamma$-ray energies of 1.5 MeV [5,25-30]. In the following sections, the results of our measurements obtained using different parameter combinations are presented and discussed. Specifically, the time resolution and time walk of the digital CFDs in comparison to the established analog setup concerning the above expectations are evaluated.

### 6.1. Time jitter considerations

In Fig. 10a, the progression of the time jitter as obtained from the split signal setup is illustrated. The influence of the SNR on the time jitter is observed in the low amplitude region below 400 mV where a decrease in SNR results in a corresponding increase in time jitter (see Section 3). The time jitter saturates around 25 ps and 13 ps for the selected channels of the V1730 and V1751, respectively, with a difference of 12 ps. Fig. 10b depicts time difference distributions


Fig. 10. (a) The CFD time jitter as extracted from the split signal measurement is plotted against the signal amplitude in a range from approximately 100 mV to 1000 mV . (b) Two exemplary time difference distributions of the split signal setup with a V1730 digitizer. The double gates are set on 100 keV with a FWHM of 50 ps and on 1000 keV with a FWHM of 25 ps. For details see text.


Fig. 11. Exemplary time difference distributions of the $779-344 \mathrm{keV}$ cascade for both digitizers. The blue distribution is obtained from the V1730 and has a FWHM of 356(3) ps. The red distribution is obtained from the V1751 and has a FWHM of $332(3)$ ps. The parameters as displayed in Table 3 where used to generate these distributions.
for two different double-gates (described in Section 5.3) at 100 and 1000 mV for the V1730. The FWHMs obtained were 50 and 24 ps , respectively, and the uncertainties can be considered negligible.

The time difference distributions in Fig. 11, obtained from the investigated digitizers, reveal that the time resolutions between the two digitizers differ by about 25 ps for the considered channel combinations. This discrepancy in time resolution can be attributed to variations in time jitter between the digitizers. The 24 ps difference in time resolution for the investigated channel combinations of the digitizers corresponds to twice the difference in time jitter ( 12 ps ) between the considered channel combinations of the boards. This approximation holds if all channels of one board have comparable time jitters and if the CFD contribution to the time resolution corresponds to the summed time jitters of the used channels.


Fig. 12. CFD parameter scan in terms of time resolution (FWHM) of the benchmark cascade in the CFD delay - CFD fraction parameter space. Contours are given for selected heights. The best time resolutions are delivered by parameters around CFD delay $=12 \mathrm{~ns}$ and CFD fraction $=27 \%$, indicated by the blue contours. The transfer function used for the measurement of this dataset was $1 \mathrm{~V} / \mathrm{MeV}$.

### 6.2. Influence of the CFD algorithm on the time resolution

During this study, the CFD algorithm from the digitizers in use was re-implemented in an offline analysis and applied to a dataset of wave traces recorded with a V1730 to get a comprehensive overview of the CFD parameter space. The offline implementation is more flexible than the online implementation since the CFD fraction is not limited to four values. A section of the CFD parameter space was scanned using the offline CFD implementation where the CFD delay was selected between 4 and 32 ns in 2 ns steps and the CFD fraction was selected between $10 \%$ and $100 \%$ in $2 \%$ steps. The heatmap shown in Fig. 12 represents the surface of the time resolution of the benchmark cascade. The yellow area around CFD delay $=14 \mathrm{~ns}$ and CFD fraction $=27 \%$, marked by the blue contours, yields the best time resolution values, which is largely confirmed by the online measurements, which is discussed in the next section. With the offline parameter scan, a preliminary visualization of the parameter space was generated to reduce the amount of required experimental measurements to about $10 \%$, and the parameters for the online measurements could be selected accordingly.

In the following, the results of the optimization process aimed at identifying the optimal combination of CFD delay, CFD fraction, and detector signal amplitude are presented and discussed in terms of their impact on the time resolution of the digital CFDs. In the plots presented in Fig. 13, the constant parameter sets utilized during the single measuring series are given. In Fig. 13a, the time resolution as a function of the CFD delay parameter is presented for both digitizers. The V1730 exhibits a minimum in time resolution at a CFD delay value of 14 ns , which fits to the prediction of the offline parameter scan, see Fig. 12. In contrast, the V1751 does not display a well-defined minimum over the range of tested CFD delay values. However, it generally exhibits a decreasing trend in time resolution when increasing the CFD delay across the majority of the tested range, remaining relatively constant above 22 ns . For comparison, in the same plot the dependence of the time resolution of the delay parameter of an analog setup using a CFD model ORTEC 935 is depicted and it moves in a comparable range [6] though the optimum parameters are not the same. The CFD delay parameters used for the further optimization process were 16 ns and 22 ns for the V1730 and the V1751, respectively.

In Fig. 13b, the time resolution as a function of the CFD fraction parameter is presented for both digitizers. The influence of the CFD


Fig. 13. Time resolutions (FWHM) of both digitizers versus (a) CFD delay, (b) CFD fraction and (c) transfer function in comparison with the analog measured time resolution using the CFD model ORTEC 935. For all plots, the time resolution corresponds to the FWHM of the benchmark cascade $779-344 \mathrm{keV}$ obtained from a ${ }^{152}$ Eu source. The parameters of the CFD and the TF are given in each plot. The analog data points are taken from Ref. [6]. The dashed lines serve to guide the eye.
fraction on the time resolution is significant. As the CFD fraction increases from $25 \%$ to $100 \%$, the time resolution degrades dramatically. For both modules the smallest available CFD fraction (25\%) provided by the firmware [45] yields the best time resolution. Other studies suggest, that CFD algorithms and analog CFDs with CFD fractions around $10 \%$ provide better time resolutions than a fraction of $25 \%$ [4648]. Based on the offline parameter scan in Fig. 12, this cannot be confirmed by this study.

In Fig. 13c, the dependency of the time resolution of the transfer function (TF) is shown. As expected from another study [49], a strong nearly linear dependence of time resolution on the TF is observed for both digitizer modules. The time resolution improves with increasing TF. The underlying reasons for this behavior are discussed in Section 3 and are mostly related to the impact of the SNR. It should be noted that the impact of the PMT voltage on the time resolution is non-negligible. Factors such as the number of photoelectrons collected [33,50] and transit time spread [51], also play a role in the improvement of the time resolution of PMT systems. These effects are mixed with that of the SNR here.

In conclusion, the optimal parameters for the CFD settings and TF with respect to the time resolution as determined in this study are provided in Table 3, along with the corresponding time resolution values for both digitizers, which are considered as the optimal


Fig. 14. Course of the time resolution of the V1730 digitizer over an energy range between 40 and 1173 keV measured with the best parameter sets (see Table 3. The shape of time resolution curve is related to the statistical amplitude variation of the signal and thus is proportional to $1 / \sqrt{E_{\gamma}}$. The dashed line is an interpolation of the data.

Table 2
Time resolutions of other digitizers with comparable ADC resolution and sample rates utilizing real-time digital CFDs. The given time resolutions are all measured with the 1332.5-1173.2 keV $\gamma$-cascade emitted by a ${ }^{60} \mathrm{Co}$ source.

| ADC res. | Sample rate | Time res. | Crystal dim. | Ref. |
| :--- | :--- | :--- | :--- | :--- |
| 12 bit | $100 \mathrm{MS} / \mathrm{s}$ | 500 ps | - | $[52]$ |
| 10 bit | $4000 \mathrm{MS} / \mathrm{s}$ | 240 ps | $1.5^{\prime \prime} \times 1.5^{\prime \prime}$ | $[46]$ |
| 10 bit | $500 \mathrm{MS} / \mathrm{s}$ | 375 ps | $1.5^{\prime \prime} \times 1.5^{\prime \prime}$ | $[46]$ |
| 12 bit | $250 \mathrm{MS} / \mathrm{s}$ | 350 ps | - | $[52]$ |
| 12 bit | $500 \mathrm{MS} / \mathrm{s}$ | 250 ps | $1.5^{\prime \prime} \times 1.5^{\prime \prime}$ | $[8]$ |
|  |  | 200 ps | $1 " \times 1 "$ | $[8]$ |
| 14 bit | $500 \mathrm{MS} / \mathrm{s}$ | 237 ps | $1.5^{\prime \prime} \times 1.5^{\prime \prime}$ | This |

Note: Not all publications provided information about the used transfer function between the PMT output and the $\gamma$-energy. Detector and PMT types also differ between the different publications. Accordingly, these data provide only an approximate representation of the present situation.
values obtained in this study. Fig. 14 shows the course of the time resolution versus $\gamma$-ray energy for the best parameter combination for the V1730 digitizer. Most publications use the prompt $\gamma$-cascade 1332.5-1173.2 keV emitted by ${ }^{60}$ Co source as benchmark for the time resolutions. In order to improve the clarity of the present article, it was chosen not to present all time resolution considerations again with the cobalt-cascade. Only the best parameter set of the V1730 digitizer was applied to measure the time resolution of the cobalt-cascade and was depicted in Fig. 14. Due to the limited loan period of the V1751, this measurement could only be done for the V1730 digitizer. The time resolutions for the cobalt cascade amount to 237(2) ps for the V1730. Table 2 shows the time resolutions obtained by other laboratories mostly measured using the 1332.5-1173.2 keV $\gamma$-cascade emitted by a ${ }^{60} \mathrm{Co}$ source. Not all publications provided information about the used transfer functions between the PMT output and the $\gamma$-ray energy. Also detector and PMT types differ between the different publications, hence, these data provide only an approximate representation of the present situation.

It is noteworthy, that considerably different time resolutions were observed while using a different channel combination than the one studied in this research, which remained unchanged during the measurements. Time resolution values of about 320 ps were obtained with the same TF, detectors and CFD settings for the V1730 but utilizing a different channel combination. Apparently, the time resolution shows significant differences between the different input channels of the digitizers. In Fig. 15, a comparison of the time resolutions for a single V1730 digitizer across different channel combinations in relation to channel 0 is presented. One detector was consistently connected to channel 0 , while the other one was cycled through all other channels. These differences are board and channel specific and have to be quantified separately for every board. This observation is confirmed by the time resolution values obtained in Ref. [53]. Currently, there is no


Fig. 15. Time resolutions of the different channels of a specific V1730 digitizer module in relation to channel 0 . These differences are board specific and have to be quantified separately for every board. For details see text.

Table 3
The best parameter sets for the digitizer modules under investigation applicable for fast-timing in an energy range from around 100 to 1400 keV . The time resolutions of the benchmark cascade $779-344 \mathrm{keV}$ are given for the PMTs and digitizer channel combinations used for the investigations and can deviate from the time resolutions of other channel combinations and PMTs. For details see text.

| Parameter | V1730 | V1751 |  |
| :--- | :--- | :--- | :--- |
|  |  | Opt. time resol. | Opt. TW |
| CFD delay | 14 ns | 22 ns | 22 ns |
| CFD fraction | $25 \%$ | $25 \%$ | $25 \%$ |
| TF | $1 \mathrm{~V} / \mathrm{MeV}$ | $1 \mathrm{~V} / \mathrm{MeV}$ | $0.7 \mathrm{~V} / \mathrm{MeV}$ |
| Time resolution | $356(3) \mathrm{ps}$ | $332(3) \mathrm{ps}$ | $342(3) \mathrm{ps}$ |

definitive explanation for this behavior. However, it is plausible that it is related to variations in internal reference clock runtime within the digitizer and differences in the resolution of a single sample among the different channels.

### 6.3. Results of the time walk investigations

Next, we will focus on the investigations of the time walk characteristics of the implemented interpolating CFD algorithms employed in the digitizer models under consideration. The time walk calibration is done according to Eq. (2) using:
$T W\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right)=C_{D}\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right)-T_{0}-\tau$
The time walk can be calibrated across a $40-1408 \mathrm{keV} \gamma$-ray energy range using a ${ }^{152}$ Eu $\gamma$-ray source decaying through multiple feeder-decay cascades connecting different intermediate states with well known lifetimes. The TW function is generally defined by
$T W(E)=\frac{a}{\sqrt{E-b}}+c+d E+e E^{2}$.
The TW calibration procedure is similar to the prompt response difference (PRD) calibration of an analog setup [6,38], which is detailed in Refs. [6,31]. TW and PRD have the same properties and are connected by [31]
$T W\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right)=T W\left(\mathrm{E}_{2}\right)-T W\left(\mathrm{E}_{1}\right)=\frac{P R D\left(\mathrm{E}_{1}, \mathrm{E}_{2}\right)}{2}$.
For the investigation of the TW characteristics, the CFD fraction was kept constant at $25 \%$ and the TW was investigated with respect to different CFD delays and TFs. Figs. 16 and 17 show the time walk characteristics of both digitizers as a function of the $\gamma$-ray energy. To be able to describe the two inflection points and the strong increase of TW especially in the low-energy region in case of the V1751 with TF $=$ $1 \mathrm{~V} / \mathrm{MeV}$ (Fig. 17c), the TW function was generalized to
$T W(E)=a\left(E^{m}-b\right)^{-(1 / q)}+c+d E+e E^{2}$,
$m \in\{1,2\}, q \in \mathbb{Q}^{+}$.


Fig. 16. Time walk characteristics of the V1730 digitizer for different TFs in dependence of the CFD delay.

Figs. 16 (a) to (c) show the evolution of the time walk characteristics of the V1730 digitizer in dependency of the CFD delay and the TF. The behavior of the TWs of the V1730 in the low amplitude range is characterized by a downward trend and in the high amplitude range, from 500 keV upward, it shows a drop, ascent, or level behavior in dependence of the CFD delay. The investigation showed, that the CFD delay has nearly negligible influence in the low-energy region. However, the progression of the high-energy time walk is dominated by the influence of the CFD delay parameter. The maximum TW difference in the energy range between 240 keV and 1300 keV lies below 100 ps for all TFs and specially below 25 ps for a $\mathrm{TF}=0.7 \mathrm{~V} / \mathrm{MeV}$ depending on the CFD delay. Moreover, Fig. 16c shows nearly the same shape and magnitude of time walk in dependence of the CFD delay time observed using ORTEC 935 with same $\mathrm{TF}=1 \mathrm{~V} / \mathrm{MeV}$ (Fig. 8 in Ref. [6]). This systematic is identical to the behavior of the analog ORTEC 935 with comparable time resolution and TW range.

Analogous, the TW behavior of the V1751 is shown in Fig. 17 (a) to (c). A mirrored behavior is observed compared to the TW characteristics of the V1730. The TW curves all show increasing behavior in the low-energy range independent from the CFD delay. The contrasting time walk behavior of the V1730 and the V1751 suggests that the CFD


Fig. 17. Time walk characteristics of the V1751 digitizer for different TFs in dependence of the CFD delay. Note the different $y$-scale in c).
algorithm in the V1751 is internally inverted compared to the one in the V1730. The TW curves presented in Ref. [54], where a CFD model ORTEC 584 was used, show a similar behavior. The ORTEC 584 performs the shaping procedure in a sequence like described in Eq. (6) [55]. For a negative input signal, this leads to a negative slope at the zero crossover and thus an inverted time walk characteristic. A closer look at the manual of the firmware of the V1751 shows, that the DPP-PSD firmware of the V1751 [45] indeed uses a similar inverted CFD algorithm as the ORTEC 584.

As visible in Fig. 17a, the CFD delay shows its strongest influence in the high energy range from 500 keV upward, like in the V1730. In the low-energy range, the curves show a similar behavior nearly independent from the CFD delay. In Fig. 17b, the TW curves are plotted for delays starting from 8 ns to 22 ns with a TF of $0.7 \mathrm{~V} / \mathrm{MeV}$. The curves with CFD delays smaller than 22 ns , have two inflection points, different to all other curves presented here before. For CFD delay $=22 \mathrm{~ns}$, there is a transition in the TW characteristic from a convex to a concave shape especially for energies higher than 300 keV . The progression of the TW curve reverts to the typical characteristics, showing only a single inflection point. This behavior is even more clearly observable in the progression of the TW curves for a $\mathrm{TF}=$
$1 \mathrm{~V} / \mathrm{MeV}$ in Fig. 17c. An explanation for this transition behavior needs further investigation of the CFD algorithms and the digitizer modules and cannot be given at the state of this work.

The time walk of the CFD algorithm of the V1751 in the case of the highest $\mathrm{TF}=1 \mathrm{~V} / \mathrm{MeV}$ increases dramatically up to above 1.5 ns . The maximum time walk between 200 keV and 1300 keV in the case of $\mathrm{TF}=0.35 \mathrm{~V} / \mathrm{MeV}$ and $\mathrm{TF}=0.7 \mathrm{~V} / \mathrm{MeV}$ lies below 25 ps depending on the CFD delay. The smallest maximum range of the TW throughout the considered energy range between about 240 and 1300 keV is found for a CFD delays between 14 and 22 ns for both modules. Comprehensive studies on the time walk of other digital CFD implementations are unfortunately not available and therefore cannot be referenced. At this point, we suggest conducting such studies in the future to enable a more comprehensive comparison between different technologies.

## 7. Summary and conclusion

In this work, the digitizer modules V1730 and V1751 by CAEN S.p.A. with sample rates of $500 \mathrm{MS} / \mathrm{s}$ and $1 \mathrm{GS} / \mathrm{s}$, respectively, were investigated with regard to the fast-timing properties of the implementations of the digital real-time interpolating CFD algorithms. Both modules provide linear interpolation algorithms to determine the timestamp of an incoming energy pulse from a $\mathrm{LaBr}_{3}(\mathrm{Ce})$ fast-timing scintillator detector within sub-sample-period picosecond precision. To validate the usage of these digitizers and evaluate the fast-timing characteristics of the digital CFDs, a fast-timing setup, consisting of four LaBr detectors was constructed to test both digitizer modules. A standard ${ }^{152} \mathrm{Eu}$ time walk calibration source was used to systematically investigate the time resolution and time walk characteristics over a $\gamma$-ray energy range of $40-1408 \mathrm{keV}$ in dependence of the detector settings and digital CFD parameters.

Our study showed, that the timing properties of the digital CFDs of these digitizers are comparable to the characteristics of the analog model ORTEC 935 in terms of time walk and time resolution. The time resolutions of the investigated digitizers are comparable to these of other digital CFD implementations. The determined time resolutions of about 350 ps or lower for the given $779-344 \mathrm{keV}$ benchmark cascade and time walk characteristics demonstrate that both digitizers are suitable for fast-timing with modern standards.

The time walk characteristics of the V1730 has very small maximum ranges of around 25 ps in the energy range $240-1408 \mathrm{keV}$ throughout all measured TFs and is comparable to the characteristics of analog modules like ORTEC 935. The low energy TW of the V1730 is in a range of 100 ps and further reduces for higher TFs. The time walk characteristics of the V1751 is comparable to the analog module ORTEC 584 for low TFs up to $0.7 \mathrm{~V} / \mathrm{MeV}$ but shows limitations in usability for higher TFs. However, there are no comparable studies about the time walk characteristics of other digitizer modules and the fast-timing community is encouraged to provide additional studies about other implemented digital CFDs to .

For both the investigated digitizers, high-quality performance in fast-timing measurements providing acceptable time resolutions and very low, well characterized time walk are offered using the systematically investigated and reported optimum detector TF and CFD parameters.

Both modules have potential for further improvement, e.g. expanding the linear interpolation algorithm to a cubic one, providing more selectable CFD fraction values and expand the input dynamic range. However, other digitizers feature larger FPGAs that accommodate the proposed improvements, but further systematic studies are needed to fully explore the potential benefits especially concering the time walk behavior.
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#### Abstract

Lifetimes of the low-lying yrast states $2^{+}, 4^{+}$, and $6^{+}$of the unstable nucleus ${ }^{182}$ Os were measured using digital fast-timing techniques. The lifetimes of the $4^{+}$and $6^{+}$states were determined for the first time. The remeasured value for the lifetime of the $2_{1}^{+}$state was taken into account to evaluate the discrepancy between two inconsistent literature values. The lifetimes and extracted $B(E 2)$ values are presented and discussed in terms of collective signatures and transitional phenomena. The $B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right) / B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$ratio of $1.39(7)$ supports the interpretation of ${ }^{182} \mathrm{Os}$ as a rigid rotor. This value is discussed in the context of these of the neighboring isotopes and isotones and calculations in the framework of the interacting boson model 1. Additionally, competing influences from the near lying collective deformed region, $\gamma$-soft rotors, $\mathrm{X}(5)$ symmetry, and neighboring regions of shape coexistence in low excitation states are assumed to influence the structure of the nucleus of interest: The trend of the excitation energies of the $\gamma$ - and $K^{\pi}=0$-bands in the osmium isotopic chain change remarkably at ${ }^{182}$ Os. This consideration helps to us delimit and understand the structural transitions in the isotopic and isotonic chains that intersect at ${ }^{182} \mathrm{Os}$.


DOI: 10.1103/PhysRevC.108.024305

## I. INTRODUCTION

Nuclei with masses $A \approx 180$ in the region around the neutron midshell at $N=104$ lie at the edge of the strongly deformed region between the neutron shell closures 82 and 126 and proton shell closures 50 and 82 . Especially, the isotopes with proton numbers $74(\mathrm{~W}), 76(\mathrm{Os}), 78(\mathrm{Pt})$, and 80 $(\mathrm{Hg})$ offer a variety of deformation and transition phenomena, e.g., well deformed prolate rotor behavior, $\mathrm{X}(5)$ critical point symmetry, $\gamma$ softness and triaxial phenomena, and shape coexistence near the shell closure $Z=82$ [1-6]. Figure 1 depicts the nucleus under investigation in this study, ${ }^{182} \mathrm{Os}$ (highlighted by a red circle), positioned precisely at the center of the regions primarily influenced by prolate deformation in the tungsten and hafnium isotopes [7-11], shape coexistence in the mercury and lead isotopes [4], $\gamma$ softness and triaxiality in the neutron rich osmium and platinum isotopes [12-16], and $\mathrm{X}(5)$ critical point symmetry in the lighter osmium isotopes ${ }^{176,178} \mathrm{Os}[6,17]$ and ${ }^{182} \mathrm{Pt}$ [5].

Signatures for collectivity and quadrupole deformation are low excitation energies of the $2_{1}^{+}$states, large $B\left(E 2 ; 2_{1}^{+} \rightarrow\right.$ $0_{1}^{+}$) values [18], which are connected to the deformation parameter $\beta_{2}$, and $E_{4_{1}^{+}} / E_{2_{1}^{+}}$ratios (hereafter $R_{4 / 2}$ ) of about 3.3 [18-21]. As Fig. 2 shows, the $R_{4 / 2}$ ratios of the midshell osmium isotopes lie between the prolate deformed tungsten isotopes with values around the rotational limit of 3.3 and the platinum isotopes, which exhibit $\gamma$-soft, triaxial and already spherical signs with $R_{4 / 2}$ ratios between 2.6 and 2.1. Addition-

[^2]ally, the $\beta_{2}$ values of the osmium isotopes with $N=100-112$ ( $\beta_{2} \approx 0.25-0.18$ [11]) also lie in the descending flank of the $\beta_{2}$ values of the strongly deformed region with masses of $A=150-180\left(\beta_{2}<0.3\right.$ [18]). The dominating phenomena in ${ }^{182}$ Os are suggested to be collective rotation and moderate quadrupole deformation, especially in comparison with the neighboring isotopes ${ }^{180,184} \mathrm{Os}$ [23-25] and tungsten isotopes ${ }^{178,180,182} \mathrm{~W}$, which are suggested to be prolate rotors as well [7]. An excitation energy of the $2_{1}^{+}$state of 126.9 keV , an $R_{4 / 2}=3.15$, a reduced transition probability of $B\left(E 2 ; 2_{1}^{+} \rightarrow\right.$ $\left.0_{1}^{+}\right)=122(11)$ W.u., and a $\beta_{2}=0.23(1)$ ([26], evaluated values of different works) support this assumption. In the platinum isotopes clear signs of rotor behavior are missing, on the other hand. An ideal rotor shows a $B\left(E 2 ; 4_{1}^{+} \rightarrow\right.$ $\left.2_{1}^{+}\right) / B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)\left(\right.$hereafter $\left.B_{4 / 2}\right)$ of about $10 / 7 \approx 1.43$, known as the Alaga rule of the geometric model [19,20]. The osmium isotopic chain is known for notable deviations from the established theoretical limits of 1.43 (rotor) and 2 (vibrator). Especially in the neutron-deficient isotopes very small values of around and smaller than 1 were repeatedly the subject of studies but could not be doubtlessly explained so far [27-29]. As a meeting point of the main influences [strong collectivity, shape coexistence, $\gamma$ softness, and $\mathrm{X}(5)$ critical point symmetry; see Fig. 1], interesting behavior of the level energies in the osmium isotopes around the neutron midshell is observed. Specifically, the investigation of the impact of shape coexistence phenomena, as shown by the occurrence of rotational intruder bands in mercury isotopes [4], and particularly in ${ }^{186} \mathrm{Hg}$, which is separated from ${ }^{182} \mathrm{Os}$ by only four protons, is an interesting approach.

Only the $B_{4 / 2}$ ratios of the osmium isotopes 176,1820 s are unknown, hence, the investigation of the transition


FIG. 1. Even-even isotopes around $A=180$. The regions of shape coexistence, $\gamma$ softness, $\mathrm{X}(5)$ critical point symmetry, and rotational prolate deformation are roughly identified by elliptic shapes. The nucleus of interest ${ }^{182} \mathrm{Os}$ is indicated by a red circle. The chart is extracted from The colourful nuclide chart by Simpson [22]. The color code of the individual nuclei illustrate the $R_{4 / 2}$ ratios, which are taken from Ref. [11].
probabilities of the three lowest rotational states in ${ }^{182} \mathrm{Os}$ appears to be a conclusive contribution to delimit the quadrupole deformed region of the rare earths and to understand the transition phenomena in the $A=180$ region. The lifetimes of these states were expected to be in a fast-timing suitable range and were measured with the recently commissioned digital fast-timing technique [30] using the well established HORUS fast-timing setup [7,31-33].

## II. EXPERIMENTAL DETAILS

Excited states in ${ }^{182}$ Os were populated with the fusion evaporation reaction ${ }^{174} \mathrm{Yb}\left({ }^{12} \mathrm{C}, 4 n\right){ }^{182} \mathrm{Os}$. A ${ }^{174} \mathrm{Yb}$ target of about $4 \mathrm{mg} / \mathrm{cm}^{2}$ was exposed to an average beam current of 1 p nA with an energy of 66 MeV , which was provided


FIG. 2. $R_{4 / 2}$ ratios of platinum, osmium, and tungsten isotopes. The neutron midshell and the expectation values for rotational and $\gamma$-soft limits are indicated in the plot. The lines connecting the data points are meant to guide the eyes. All values are taken from [11].


FIG. 3. Spectrum of strongest observed $\gamma$ rays in coincidence with the $2_{1}^{+} \rightarrow 0_{1}^{+}$ground state transition observed with HPGe detectors for both detector groups: LaBr in blue and HPGe in red. The transitions used for the lifetime analysis are labeled in red. The energy labels are rounded to full keV . The remaining coincidence contribution in the $127 \mathrm{keV} 2_{1}^{+} \rightarrow 0_{1}^{+}$transition is due to random coincidence. The HPGe detectors were shielded by 2 mm copper and lead plates to prevent high count rates due to intensive x rays in the sub-100 keV region
by the Cologne 10 MV FN-Tandem accelerator for about 120 hours. A combined stopper of $196 \mathrm{mg} / \mathrm{cm}^{2}$ bismuth and $180 \mathrm{mg} / \mathrm{cm}^{2}$ copper was attached to the target to stop the reaction fragment and the beam to prevent further reactions with the beamline and to enhance the heat dissipation. The yrast band was populated by the fusion evaporation up to the $16^{+}$state. A negligible population of higher yrast states and states in other excitation bands was detected (see Fig. 3).

The HORUS spectrometer was equipped with ten $\mathrm{LaBr}_{3}(\mathrm{Ce})$ fast-timing scintillators ( LaBr ) and eight highpurity germanium detectors (HPGe). The HPGe detectors were shielded against $x$ rays with 2 mm copper and lead plates. Six of the LaBr detectors were surrounded with bismuth germanate ( BGO ) active Compton suppression shields. The LaBr detector signals were recorded with a fast sampling digitizer of type V1730, manufactured by CAEN S.p.A., with a sampling rate of $500 \mathrm{MS} / \mathrm{s}$ and an analog-to-digital converter (ADC) resolution of 14 bits. The module is equipped with an on-board real-time digital interpolating constant fraction discriminator that provides picosecond-level accuracy in time stamps for the fast LaBr detector pulses. The highly accurate time stamps enable the digital fast-timing method [30].

## III. DATA ANALYSIS

The expected lifetimes of the $2_{1}^{+}, 4_{1}^{+}$, and $6_{1}^{+}$states in ${ }^{182} \mathrm{Os}$ were in the time range between 5 ps and some nanoseconds, to be analyzed with fast-timing methods. The fast-timing method relies on measuring the time difference between a feeding and a depopulating transition of the state of interest. When one signal is given by the feeder of an intermediate state and the other one by the depopulating $\gamma$ ray,


FIG. 4. Time-difference distribution obtained by a direct HPGe energy gate on the $6_{1}^{+} \rightarrow 4_{1}^{+}$transition, feeding the $4_{1}^{+}$state to clean the cascade of interest. The LaBr gates were applied to the $4_{1}^{+} \rightarrow 2_{1}^{+}$ ( 273.5 keV ) and the $2_{1}^{+} \rightarrow 0_{1}^{+}(126.9 \mathrm{keV})$ transitions. The straight line represents the slope fit to the exponential part of the distribution.
the delayed time distribution is obtained [34]:

$$
\begin{equation*}
D(t)=n \lambda \int_{-\infty}^{t} \operatorname{PRF}\left(t^{\prime}-C_{P}\right) e^{-\lambda\left(t-t^{\prime}\right)} d t^{\prime}+n_{r}, \quad \lambda=\frac{1}{\tau} \tag{1}
\end{equation*}
$$

where $C_{P}$ corresponds to the centroid position of the prompt response function (PRF) of the timing system, $n$ is the number of coincidences in the time distribution, $n_{r}$ is the number of background counts, and $\tau$ is the lifetime of the state connected by the feeder-decay cascade. The delayed time distribution $D(t)$ is a convolution of the PRF of the system and an exponential decay.

The lifetime of the $2_{1}^{+}$state was analyzed using the well established slope method [35]. The lifetimes of the $4^{+}$and the $6^{+}$state both lie in the picosecond regime and were analyzed using the digital centroid shift method as described in Ref. [30].

A spectrum of the observed $\gamma$ rays in coincidence with the $2_{1}^{+} \rightarrow 0_{1}^{+}$ground state transition for both detector groups ( LaBr and HPGe) is depicted in Fig. 3. The transitions used for the lifetime analysis are indicated in red. The $\gamma$-ray spectrum shows the typical back-bending behavior of the $\gamma$ rays between the states with $I=10-16$ [36]. This phenomenon is assumed to have an influence on the lifetime determination of the $6_{1}^{+}$state, because the feeding transition $8_{1}^{+} \rightarrow 6_{1}^{+}$is contaminated by the decays of the $16_{1}^{+}$and the $14_{1}^{+}$states. This will be addressed in Sec. III.

## A. Lifetime of the first $\mathbf{2}^{+}$state

The lifetime of the $2_{1}^{+}$state was analyzed using the slope method, and a plot of the time-difference distribution with the fitted exponential decay is presented in Fig. 4. The timedifference distribution was generated with a direct HPGe gate using the $6_{1}^{+} \rightarrow 4_{1}^{+}(393.8 \mathrm{keV})$ transition, feeding the $4_{1}^{+}$ state to select the cascade of interest. The LaBr gates were applied to the $4_{1}^{+} \rightarrow 2_{1}^{+}(273.5 \mathrm{keV})$ and the $2_{1}^{+} \rightarrow 0_{1}^{+}(126.9$ keV ) transitions. The total counts in the time-difference distribution amount to approximately $n=25000$. The background level is approximately $n_{r}=0.2 / 10 \mathrm{ps}$. The lifetime amounts to $\tau=1273(20) \mathrm{ps}$. The lifetime of the $2_{1}^{+}$state was previously reported with two disagreeing results of 1173(14) and $1370(144)$ ps $[37,38]$. The remeasured value here supports the


FIG. 5. Time walk calibration for the energy range between 240 and 1300 keV . The maximum time walk range is below 50 ps in the energy range under consideration. The uncertainty band in the lower plot represents the $1 \sigma$ interval and is considered as the TW uncertainty throughout this work.
second one and an evaluation of all three values amounts in an adopted lifetime of $\tau=1272$ (49) ps , which will be used for further discussion.

## B. The centroid shift analyses

The lifetimes of the $4_{1}^{+}$and $6_{1}^{+}$states were analyzed using the centroid shift method [35] with the digital approach described in detailed in Ref. [30]. The lifetime is extracted from the centroid shift of the delayed time-difference distribution from the zero reference time $T_{0}$ of the timing system, and is given by

$$
\begin{equation*}
\tau=C_{D}-T_{0}-\operatorname{TW}\left(E_{1}, E_{2}\right) \tag{2}
\end{equation*}
$$

where $C_{D}$ corresponds to the centroid position of the delayed time-difference distribution, $T_{0}=0$ here and $\operatorname{TW}\left(E_{1}, E_{2}\right)$ represents the energy-dependent time walk between the energies of the two involved transitions, which has to be calibrated for every timing system. The TW was calibrated using a standard 152 Eu calibration source, providing several $\gamma$-ray cascades connecting excited states with well known lifetimes [39] and the recently significantly improved lifetime for the $2_{1}^{+}$state of ${ }^{152} \mathrm{Gd}[40]$ of $\tau\left(2_{1}^{+}, 152 \mathrm{Gd}\right)=46.9(3) \mathrm{ps}$ using the procedure detailed in Ref. [41]. The time walk curve in use is defined by

$$
\begin{equation*}
\mathrm{TW}(E)=\frac{a}{\sqrt{E-b}}+c+d E \tag{3}
\end{equation*}
$$

where $a, b, c$, and $d$ are the free fit parameters of the time walk function, which depend on the properties of the constant fraction discriminator, that is used as a time pick-off device. The time walk characteristic for the digital timing setup is illustrated in Fig. 5 and has a maximum TW range of around 50 ps in the energy range between 200 and 1300 keV . The time-correlated Compton background under the peak of interest was corrected according the considerations in Ref. [42], Sec. 3.3. The corrected centroid of the time-difference distribution of the full-energy peak (FEP) of interest is defined as [42]

$$
\begin{equation*}
C_{\mathrm{FEP}}=C_{\mathrm{exp} .}+\frac{t_{\mathrm{cor} .}\left(E_{1}\right)+t_{\mathrm{cor} .}\left(E_{2}\right)}{2} \tag{4}
\end{equation*}
$$



FIG. 6. (a) Time-difference distribution obtained with energy gates applied to the $2_{1}^{+}$state ( 127 keV ) in HPGe detectors and to the $6_{1}^{+}$state $(393.8 \mathrm{keV})$ and $4_{1}^{+}$state $(273.5 \mathrm{keV})$ in LaBr detectors. (b) Time-difference distribution obtained with energy gates applied to the $2_{1}^{+}$state $(126.9 \mathrm{keV})$ in HPGe detectors and to the $8_{1}^{+}$state $(483.8 \mathrm{keV})$ and $6_{1}^{+}$state $(393.8 \mathrm{keV})$ in LaBr detectors. In both plots, the centroid position $C_{D}$ and the time reference of the system $T_{0}$ are indicated and the energy gates applied to the LaBr detectors are provided.
where the background time correction term is given as [42]

$$
\begin{equation*}
t_{\mathrm{cor} .}=\frac{C_{\text {exp. }}-C_{\mathrm{BG}}}{p / b} \tag{5}
\end{equation*}
$$

The quantity $p / b$ corresponds to the ratio of the counts in the FEP to the counts in the background of the energy gate that is used to generate the experimental time-difference distribution.

## 1. Lifetime of the first $\mathbf{4}^{+}$state

An exemplary time-difference distribution for the determination of the lifetime of the $4_{1}^{+}$state containing the full experimental statistics after a HPGe gate on the $2_{1}^{+} \rightarrow 0_{1}^{+}$ $(126.9 \mathrm{keV})$ transition and two LaBr gates on the $6_{1}^{+} \rightarrow 4_{1}^{+}$ (393.8 keV) and $4_{1}^{+} \rightarrow 2_{1}^{+}(273.5 \mathrm{keV})$ transitions is depicted in Fig. 6(a). The system zero time reference $T_{0}=0$ and the centroid position $C_{D}$ are indicated in the plot. The lifetime was determined using two different HPGe gates to select the $\gamma$ cascade of interest: one on the $2_{1}^{+} \rightarrow 0_{1}^{+}(126.9 \mathrm{keV})$ transition, the other on the $8_{1}^{+} \rightarrow 6_{1}^{+}(483.8 \mathrm{keV})$ transition. In Fig. 7, a gated energy spectrum of the region around the $4_{1}^{+} \rightarrow 2_{1}^{+}$transition (a) and the time-correlated background correction procedure (b) are exemplarily illustrated for a HPGe gate on the $2_{1}^{+} \rightarrow 0_{1}^{+}$transition. The centroid position $C_{D}$ obtained lies at $C_{D}=25.7(17) \mathrm{ps}$ (depending on the


FIG. 7. Exemplary lifetime analysis and background correction for the $4_{1}^{+}$state. (a) LaBr spectrum and HPGe reference spectrum with energy gates applied to the $2_{1}^{+} \rightarrow 0_{1}^{+}(127 \mathrm{keV})$ transition in HPGe detectors and to the $6_{1}^{+} \rightarrow 4_{1}^{+}(393.8 \mathrm{keV})$ transition in LaBr detectors. The lower part of the figure shows the background correction procedure for the $4_{1}^{+} \rightarrow 2_{1}^{+}$transition. The centroid positions taken in the background around the peak of interest and the fit are depicted in blue. The experimental centroid position $C_{\mathrm{D}, \exp }$ is indicated in green. (b) LaBr spectrum and HPGe reference spectrum with energy gates applied to the $2_{1}^{+}$state $(127 \mathrm{keV})$ in HPGe detectors and to the $4_{1}^{+} \rightarrow 2_{1}^{+}(273.5 \mathrm{keV})$ transition in LaBr detectors. The lower part of the figure shows the background correction procedure for the $6_{1}^{+} \rightarrow 4_{1}^{+}$transition. The centroid positions taken in the background around the peak of interest and the fit are depicted in blue.
triggering HPGe gate). The time walk between the involved $\gamma$ energies amounts to $\mathrm{TW}(393.8 \mathrm{keV}, 273.5 \mathrm{keV})=-18.3(8)$ ps. The peak-to-background ratios amount to $p / b_{273.5 \mathrm{keV}}=$ 4.3(1) and $p / b_{393.8 \mathrm{keV}}=3.3(1)$. The individual lifetime values obtained from the different HPGe gates agree within the uncertainties and an adopted lifetime of $\tau=48.1(14) \mathrm{ps}$ is obtained using a Monte Carlo uncertainty propagation. The results are summarized in Table I.

## 2. Lifetime of the first $\mathbf{6}^{+}$state

The lifetime of the $6^{+}$state was determined using the timing cascade $8_{1}^{+} \rightarrow 6_{1}^{+} \rightarrow 4_{1}^{+}(483.8-393.8 \mathrm{keV})$ and two different HPGe gates to select the $\gamma$-cascade of interest on $2_{1}^{+} \rightarrow 0_{1}^{+}(127 \mathrm{keV})$ and $4_{1}^{+} \rightarrow 2_{1}^{+}(273 \mathrm{keV})$. All analyses were carried out according to that of the lifetime of the $4_{1}^{+}$ state. Figure 6(b) shows an exemplary time-difference distribution of the energy gate sequence $8_{1}^{+} \rightarrow 6_{1}^{+} \rightarrow 4_{1}^{+} \rightarrow 2_{1}^{+}$ with energy gates on $\mathrm{LaBr}-\mathrm{LaBr}-\mathrm{HPGe}$, respectively. $T_{0}=$ 0 and the centroid position $C_{D}$ are indicated in the plot. The time-correlated background correction was applied similarly to the background correction of the lifetime of the $4_{1}^{+}$ state. The time walk between the involved transition energies

TABLE I. Summary of lifetimes measured in this work and derived reduced transition strengths in comparison to literature values and IBM-1 calculations from this work; see Sec. IV. The lifetime values printed in bold are obtained from a Monte Carlo uncertainty propagation and adopted for further discussion and the extraction of the $B(E 2)$ values. The lifetime value for the $2_{1}^{+}$state is obtained from a Monte Carlo uncertainty propagation of the newly determined value and the two literature values.

| $I^{\pi}$ | HPGe gate | $\tau$ (ps) |  | $B(E 2)\left(10^{-2} e^{2} \mathrm{~b}^{2}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | This work | Lit. | This work | Lit. | IBM-1 |
| $2_{1}^{+} 6_{1}^{+} \rightarrow 4_{1}^{+}$ |  | 1273(20) | $\begin{gathered} 1173(16)^{a} \\ 1370(144)^{b} \end{gathered}$ |  | $\begin{gathered} 76.8(13) \\ 66(8) \end{gathered}$ |  |
|  |  | 1272(49) |  | 71(3) |  | 71 |
|  | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 48.7(21) |  |  |  |  |
|  | $8_{1}^{+} \rightarrow 6_{1}^{+}$ | 47.5(17) |  |  |  |  |
|  |  | 48.1(14) |  | 99(3) |  | 101 |
|  | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 8.4(18) |  |  |  |  |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 7.9(18) |  |  |  |  |
|  |  | 8.1(12) |  | $102_{-13}^{+33}$ |  | 110 |

${ }^{\text {a }}$ Reference [37].
${ }^{\mathrm{b}}$ Reference [38].
amounts to $\operatorname{TW}(483.8 \mathrm{keV}, 393.8 \mathrm{keV})=-6.3(5) \mathrm{ps}$. The centroid position is about $C_{D}=1.5(15) \mathrm{ps}$ (depending on the HPGe gate) and the peak-to-background ratios amount to $p / b_{393.8 \mathrm{keV}}=4.0(2)$ and $p / b_{483.8 \mathrm{kev}}=4.0(1)$. The individual lifetime values depending on the HPGe gates agree within the uncertainties. The lifetime of $\tau=8.1(12) \mathrm{ps}$ is obtained for the $6_{1}^{+}$state using a Monte Carlo uncertainty propagation. The previously mentioned $14_{1}^{+}$and $16_{1}^{+}$decays due to the back-bending phenomenon contaminate the lifetime analysis of the $6_{1}^{+}$state. The contaminating peaks at $495 \mathrm{keV}\left(14_{1}^{+} \rightarrow 12_{1}^{+}\right)$and $479 \mathrm{keV}\left(16_{1}^{+} \rightarrow 14_{1}^{+}\right)$have an intensity of around $10 \%$ of the $8_{1}^{+} \rightarrow 6_{1}^{+}$transition for both contaminating transitions. Efforts were made to minimize the impact of potential contamination through the use of narrow gates on the 483.8 keV transition and the background correction, although it is possible that the lifetime is still a bit overestimated. Hence, the negative uncertainty is extended about 0.8 ps , which corresponds to another $10 \%$. Hence, the adopted lifetime amounts to $\tau=8.1_{-2}^{+1.2} \mathrm{ps}$.

All individual and adopted lifetimes are summarized in Table I alongside with deduced $B(E 2)$ values (see Sec. IV) and $B(E 2)$ values from IBM-1 calculations (see Sec. IV).

## IV. DISCUSSION

The neutron-midshell region of interest (see Fig. 1) is well characterized in most of the signatures important for quadrupole deformation of nuclei. Especially, the osmium isotopic chain provides one of the longest chains with consecutively known spectroscopic data for even-even isotopes on the entire chart of nuclei [11]. All $R_{4 / 2}$ ratios as well as all $B\left(E 2 ; 2^{+} \rightarrow 0^{+}\right)$values and most of the $B_{4 / 2}$ values with the notable exception of ${ }^{176,182}$ Os are known for the even-even isotopes of the $\mathrm{W}, \mathrm{Os}, \mathrm{Pt}$, and Hg isotopic chains around neutron midshell, $N=104$ [11]; see Fig. 2. The previously


FIG. 8. $B_{4 / 2}$ ratios for the osmium, platinum, and tungsten isotopic chains. The newly determined value of ${ }^{182} \mathrm{Os}_{106}$ is indicated by a dashed box. The orange triangles represent the results of the IBM-1 calculations; see Sec. IV. The dashed lines connecting the data points are meant to guide the eyes. The theoretical limits of ideal rotors and vibrators as well as the neutron midshell are shown with grey dashed lines. The values for ${ }^{172,176,180} \mathrm{Pt},{ }^{176,178,180} \mathrm{~W}$, and ${ }^{168,172,174,178} \mathrm{Os}$ are taken from Refs. [7,17,27-29]. All other values taken from nuclear data sheets [11].
unknown $B_{4 / 2}$ ratio of ${ }^{182}$ Os was determined in this work and amounts to $1.39(7)$. Within the uncertainties, this value agrees with the rotational limit of 1.43 (see Fig. 8). As Fig. 8 shows, the $B_{4 / 2}$ ratios of the neighboring osmium and tungsten isotopes also stick close to the rotor limit. The $B_{4 / 2}$ ratios of neighboring platinum exhibit a slight increase towards the vibrational limit. As suggested by the $R_{4 / 2}$ ratio of ${ }^{182} \mathrm{Os}$ of 3.15 , the $B_{4 / 2}$ ratio of $1.39(7)$ allows for an interpretation as a rigid, quadrupole deformed rotor $[19,20]$. The absolute value for the quadrupole deformation $\beta_{2}$ was recalculated using the rotational model based on the adopted value of the lifetime of the $2_{1}^{+}$state and amounts to $0.22(4)$. The quadrupole deformation of the $4_{1}^{+}$state also amounts to $0.22(2)$ and the one of the $6_{1}^{+}$state amounts to $0.21(8)$. This corresponds to a moderate quadrupole deformation throughout all measured states of ${ }^{182} \mathrm{Os}$ [18].

Still, some peculiarities are observed in ${ }^{182}$ Os: A possible change in structure of higher excitation bands is taking place at the neutron number $N=106$ or the neighboring $N=107$ isotope. The excitation energies of the lowest yrast states exhibit an expected trend, as demonstrated by Fig. 9(a), with a minimum value observed close to the neutron midshell at $N=104$. However, the excitation energies of the $2_{2}^{+}$and $0_{2}^{+}$ states indicate a departure from the previously observed trends in the isotopic chain close to or at ${ }^{182} \mathrm{Os}_{106}$, respectively.

The energies of the $2_{2}^{+}$state, which serves as the bandhead of the $\gamma$-rotational band in most osmium isotopes, are around 900 keV for the lighter osmium isotopes ( $96<N<108$ ) with a maximum at ${ }^{184} \mathrm{Os}_{108}$. As more neutrons are added, the $\gamma$-band energies exhibit a sharp break and a beginning even-odd staggering behavior, indicating the emergence of $\gamma$ softness around ${ }^{184-192} \mathrm{Os}[12-15,43]$. At $N=114, E_{4_{1}^{+}}$and $E_{2_{2}}$ intersect and are almost equal, which is an indication of $\gamma$-soft nuclei [44] (and also vibrational structures, which is, however, not expected in this context at all). The excitation energies of the $0_{2}^{+}$state perform an opposite movement: the


FIG. 9. (a) Evolution of level energies of the osmium isotopes around neutron midshell, $N=104$. The red dashed box marks the area of interest. The blue dots represent the level energies of the $2_{1}^{+}, 4_{1}^{+}, 6_{1}^{+}$states of the ground state band. The orange squares are the energies of the $2_{2}^{+}$states and the green squares are the energies of the $0_{2}^{+}$state. (b) Energies of the first three yrast states and $2_{2}^{+}$ and $0_{2}^{+}$states versus proton number $Z$ of the isotones with $N=106$. The lines connecting the data points are meant to guide the eyes. All values are taken from [11].
$E_{0_{2}^{+}}$for the osmium isotopes with $N=108,110,112$ are observed to be around 1000 keV , but decrease to below 800 keV for ${ }^{180} \mathrm{Os}$ and lower as neutrons are removed. In particular, no $0_{2}^{+}$state has been previously reported for ${ }^{182} \mathrm{Os}$ at all. The drop in $E_{0_{2}^{+}}$is an indication of the emergence of the $\mathrm{X}(5)$ critical point symmetry in the lighter osmium isotopes ${ }^{176,178} \mathrm{Os}$, where $E_{6_{1}^{+}}$and $E_{0^{+}}$are expected to be degenerate [45]. From this point of view, ${ }^{182}$ Os is suggested as a transition point between the fading influence of the $\gamma$ softness, where $E_{0_{2}^{+}}$lies above $E_{2^{+}}$[44], in the heavier isotopes and the $\mathrm{X}(5)$ symmetry in the lighter isotopes. Figure 9 (b) shows the evolution of the same states as in Fig. 9(a) but along the isotonic chain with $N=106$, at the end of which is ${ }^{186} \mathrm{Hg}$, where a weakly oblate-deformed ground state band coexists with a prolate intruder band in low-spin states $[4,46]$. The yrast band structure rises as expected, when approaching a closed shell. But as evidenced by the dropping excitation energies of the $0_{2}^{+}$ and $2_{2}^{+}$states, also from the isotonic perspective ${ }^{182} \mathrm{Os}$ might represent a transition point between the prevailing prolate deformation from proton-deficient isobars and the dominating shape coexistence characteristic when adding protons.

These depicted discontinuities, however, do not influence the lower excited yrast states of ${ }^{182} \mathrm{Os}$, and this nucleus can be considered the first in the $N=106$ isotonic chain to show distinct rotor signs. The strongly deformed rare-earth region


FIG. 10. Experimental and theoretical level energies of first three ground state band states and $2_{2}^{+}$and $0_{2}^{+}$states of ${ }^{180-186} \mathrm{Os}$. IBM values are illustrated with triangles of different colors. The theoretical values for the ground state bands and the $2_{2}^{+}$states are taken from Ref. [12]. The theoretical values for the $0_{2}^{+}$states were calculated in the scope of this paper. The lines are meant to guide the eyes.
far from the closed shells finds an edge here, as the ${ }^{184} \mathrm{Pt}$ yet deviates from the rotor limits in $R_{4 / 2}$ and $B_{4 / 2}$ signatures and $E_{2^{+}}$and $E_{0_{2}^{+}}$.

Interacting boson model 1 (IBM-1) [21] calculations were made based on calculations of Sorgunlu and van Isacker [12] for the isotopes ${ }^{180-186} \mathrm{Os}$, where the calculations including a Hamiltonian and fit parameters are detailed. In Ref. [12], the ground state band energies up to $I=10$ and $\gamma$-band energies up to the least known $I=6-10$ were fitted. The energies of the $0_{2}^{+}$state were additionally calculated here. The level energies of the yrast band and the $\gamma$ band are reproduced with root mean square deviations of $\sigma=5-19 \mathrm{keV}$ for all calculated levels, as Fig. 10 illustrates. The results of the calculations reproduce the discontinuities regarding the level energies of $2_{2}^{+}$and $0_{2}^{+}$. The level energies of the $0_{2}^{+}$state are overestimated by the model. However, the jump of the theoretical values of $E_{0_{2}^{+}}$between ${ }^{182} \mathrm{Os}$ and ${ }^{184} \mathrm{Os}$ are reproduced, as depicted in Fig. 10. Figure 8 shows that the calculated $B_{4 / 2}$ values are well reproduced for the isotopes ${ }^{180-186} \mathrm{Os}$, including the newly determined $B_{4 / 2}$ of ${ }^{182} \mathrm{Os}$. It places the $B_{4 / 2}$ value close to the rotational limit of $\approx 1.43$ and agrees with the experimental value within its uncertainties. This calculation shows that the IBM-1 in a simple form, as used here, is excellently able to describe the rotors with boson numbers from 11 to 14 at the edge of the collective region with $A \approx 180$.

## v. CONCLUSION

Lifetimes of the first excited $4^{+}$and $6^{+}$states in ${ }^{182} \mathrm{Os}$ have been measured for the first time and amount to $\tau_{4_{1}^{+}}=48.1(14) \mathrm{ps}$ and $\tau_{6_{1}^{+}}=8.1(12) \mathrm{ps}$. The lifetime of the first excited $2^{+}$state has been remeasured with high precision and supports one of the previously measured literature values. The evaluated lifetime between all three values obtained by Monte Carlo uncertainty propagation amounts to $\tau_{2^{+}}=1272(49) \mathrm{ps}$ and was adopted for further discussions. With the newly determined and evaluated lifetimes, the $B(E 2)$ values between the $6_{1}^{+}, 4_{1}^{+}$, and $2_{1}^{+}$states and corresponding deformation parameters $\beta_{2}$ were extracted. A $B_{4 / 2}$ value of $1.39(7)$ of ${ }^{182} \mathrm{Os}$ was determined and classified in the context
of the neighboring isotopes. In accordance with IBM-1 calculations the collective and rotorlike structure is suggested by the $B_{4 / 2}$ value, as expected from the already known collective signatures. ${ }^{182}$ Os marks the edge of the strongly deformed rare-earth region in the $N=106$ isotonic chain as ${ }^{184} \mathrm{Pt}$ cannot serve with clear collective signs. Still, ${ }^{182}$ Os shows transitional behavior in higher lying excitation bands between the heavier $\gamma$-soft and the lighter X(5) candidates in the osmium isotopes and the strongly deformed rotors in the lighter isotones, e.g., tungsten and hafnium, and the onset of coexisting shapes in low excitation levels of the heavier isotones platinum and mercury. Further lifetime measurements of the higher yrast states and the $2_{2}^{+}$state potentially with the recoil-distance Doppler shift method and the subsequent $B(E 2)$ values as
well as spectroscopic measurements to potentially discover a $K^{\pi}=0^{+}$band can provide more clarity about the onset of the shape coexistence phenomena and slight $\gamma$ softness in ${ }^{182} \mathrm{Os}$.
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## 5 Summary and Conclusion

Modernisations and digitalizations of fast-timing methods for $e^{-}-\gamma$ and $\gamma-\gamma$ timing was carried out in the scope of this work. The measuring capability of the iron-free Orange spectrometer in Cologne was restored through extensive hardware innovation and software development and commissioned in fast-timing experiments. The digital fast timing technique was implemented with fast-sampling digitizers using $\operatorname{LaBr}_{3}(\mathrm{Ce})$ detectors by setting up the required hardware and developing software required for the timing analysis. The new technique was extensively tested, optimized and established. With the help of the new developments, nuclear structure experiments have been successfully conducted:

Lifetimes of excited states in different tungsten and osmium nuclei in the $A \approx 180$ region around the neutron midshell $\mathrm{N}=104$ were measured to investigate the underlying collective structure of these nuclei. The lifetimes ranging from a few picoseconds up to two nanoseconds were measured using analogue and digital fast-timing techniques with un-triggered and $\gamma$ or $e^{-}$triggered $\gamma-\gamma$ - and $e^{-}-\gamma$ timing. A summary of the developments, experiments and results is given in the following sections.

## Modernization and restored usability of the Orange conversion electron spectrometer and 'Lifetime measurements in the tungsten isotopes ${ }^{176,178,180}{ }^{W}$ '

Lifetimes of yrast states in the midshell tungsten isotopes ${ }^{176,178,180} \mathrm{~W}$ have been studied using different timing techniques. The main focus lies particularly on the modernized and restored usability of the Orange conversion electron spectrometer. The Orange spectrometer has been renewed in many hardware components, most of which have been combined in a 19" rack enclosure for easy usability. The new multi-threaded control and acquisition software NewOrange was written, which communicates primarily via the LAN/Ethernet protocol with the different hardware units and is therefore independent of specially created communication channels. Different test and commissioning runs were conducted. In the first publication, lifetime measurements were performed with fast-timing methods using the Cologne iron-free Orange spectrometer and the Cologne HORUS spectrometer. Additionally, results from a recoil distance Doppler shift experiment using the Cologne coincidence Plunger setup were presented. Excited states in the investigated nuclei were populated through different fusion evaporation reactions. Lifetimes of several yrast states, including $2_{1}^{+}, 4_{1}^{+}, 6_{1}^{+}$, and $8_{1}^{+}$, were measured in all three tungsten isotopes, with an additional measurement of the $10_{1}^{+}$state in ${ }^{176} \mathrm{~W}$.

The obtained lifetimes were used to extract E2 transition strengths, quadrupole moments $Q_{t}$, quadrupole deformation parameters $\beta$, and $B_{4 / 2}$ ratios. The newly determined $B_{4 / 2}$ ratios for
${ }^{176} \mathrm{~W}$ and ${ }^{180} \mathrm{~W}$, along with the $\beta$ values of the $4^{+}$and $6^{+}$states, provide a more comprehensive understanding of the quadrupole deformation evolution in the tungsten isotopes at the edge of the strongly deformed rare-earths region. The interpretations of $\mathrm{R}_{4 / 2}$ values near the $\mathrm{SU}(3)$ limit were confirmed by the $\mathrm{B}_{4 / 2}$ values and the evolution of $\mathrm{B}(\mathrm{E} 2 ; I \rightarrow I-2)$ values over the low-spin yrast states within ${ }^{178,180} \mathrm{~W}$. However, a clear interpretation of the results for ${ }^{176} \mathrm{~W}$ and the description of the tungsten isotopic chain, particularly the neutron-deficient side, further investigation are required.

The experimental measurements were compared with calculations within the IBM-1 framework. The theoretical calculations, combined with experimental $\mathrm{B}(\mathrm{E} 2 ; I \rightarrow I-2)$ values and theoretical and experimental quadrupole deformations of the low yrast states, support the previous interpretation of the tungsten isotopes around the neutron midshell $\mathrm{N}=104$ as deformed prolate rotors.

## 'Systematic investigation of time walk and time resolution characteristics of CAEN digitizers V1730 and V1751 for application to fast-timing lifetime measurement'

In the scope of this work, the digital fast-timing technique using fast-sampling digitizers of the type V1730 from CAEN S. p. A. was implemented, thoroughly tested and optimized and established in several experiments at the FN tandem accelerator facility at the IKP, Cologne. The newly developed fast-timing sorting code ft-soco combines all software components necessary for a digital fast timing analysis. The software is written close to the computational hardware in parallel $\mathrm{C}++$ and provides high-performance and reliability next to an easy to understand and expandable code-level structure.

The emergence of digitally implemented real-time interpolating CFD algorithms in fast-sampling digitizers has simplified the electronics of fast-timing setups. The study presented in the second publication investigates the timing performance of the V1730 and V1751 digitizers manufactured by CAEN S. p. A. in terms of time walk behavior and time resolution, based on digital CFD shaping parameters and input amplitude of the signals. The timing properties of the digital CFDs are comparable to analogue models, such as ORTEC 935. The time resolutions with values around 350 ps or lower are suitable for fast-timing experiments. The time walk characteristics are well characterized, and both digitizers demonstrate good performance within specific energy ranges. Optimal parameters and energy application ranges for the experimental conditions using these digitizers are obtained. The optimal shaping parameters for the V1730 digitizer are a CFD delay of 14 ns and a CFD fraction of $25 \%$. There is still potential for further improvements, such as expanding the interpolation algorithm to a cubic one and expanding the input dynamic range. Overall, this study provides validation of this technique for future fast-timing experiments using the V1730 and V1751 digitizers, showcasing their suitability and performance in fast-timing
measurements in nuclear physics.

## Lifetime measurements in low yrast states and spectroscopic peculiarities in ${ }^{182} \mathrm{Os}$

Lifetime measurements of the low-lying yrast states $2_{1}^{+}, 4_{1}^{+}$and $6_{1}^{+}$in the unstable nucleus ${ }^{182} \mathrm{Os}$ were performed using the newly commissioned digital fast timing technique using CAEN V1730 digitizers at the FN tandem accelerator facility of the IKP. B(E2) values for the transitions $4_{1}^{+} \rightarrow 2_{1}^{+}$and $6_{1}^{+} \rightarrow 4_{1}^{+}$are extracted for the first time. An mismatch of two different literature values was clarified. The obtained results shed light on the collective signatures and quadrupole deformation in this nucleus as the $\mathrm{B}_{4 / 2}$ of ${ }^{182} \mathrm{Os}$ was determined the first time.

The rotational structure of ${ }^{182}$ Os suggested by the low lying $2_{1}^{+}$state and an $\mathrm{R}_{4 / 2}$ ratio of 3.2 and the rotor behavior of the neighboring osmium and tungsten isotopes was confirmed by the $B_{4 / 2}$ value of $1.39(7)$, which agrees with the alaga rule for rigid rotors of 1.43 . Higher lying excitation bands were investigated and considered in terms of the influences by various factors including nearby $\gamma$-soft rotors in the heavier osmium isotopes, $\mathrm{X}(5)$ critical point symmetry in the lighter osmium isotopes and neighboring region with shape coexistence at low excitation states in the mercury isotopes. Transitional behavior is observed in the $\gamma$-band head $2_{2}^{+}$and the $0_{2}^{+}$states of the neighboring nuclei, indicating the interplay between neighboring heavier $\gamma$-soft and lighter $\mathrm{X}(5)$ candidates in osmium isotopes, as well as strongly deformed rotors in lighter isotones, and the onset of coexisting shapes in low excitation levels of heavier isotones like platinum and mercury. The results concerning ${ }^{182}$ Os align with predictions from the interacting boson model 1, suggesting a collective and rotor-like structure as expected from already known collective signatures.

It was concluded that ${ }^{182}$ Os marks the edge of the strongly deformed rare-earth region in the N $=106$ isotonic chain, as ${ }^{184} \mathrm{Pt}$ lacks clear collective signs. Future investigations involving lifetime measurements of higher yrast states and the $2_{2}^{+}$state using techniques such as recoil distance doppler shift method, and subsequent $\mathrm{B}(\mathrm{E} 2)$ values, as well as spectroscopic measurements to potentially identify a $\mathrm{K}^{\pi}=0^{+}$band, hold promise for gaining further clarity on the structural transitions in ${ }^{182} \mathrm{Os}$

Finally, it can be stated that the developments and modernizations around the Orange conversion electron spectrometer and the digital fast timing technique have been successfully established. Nuclear structure experiments as lifetime measurements using fast-timing techniques have been carried out based on the new developments. The understanding of nuclear structure in the $\mathrm{A}=180$ neutron midshell region has been further enhanced and the strongly deformed rare-earth region has been better delimited through these experimental results. The IBM in form of the sd-IBM-1 has proven to be effective in reproducing the experimental results in this region.

## 6 Outlook

### 6.1 Ongoing development and modernization at the Orange conversion spectrometer setup

### 6.1.1 Consideration about the power supply

The Orange conversion spectrometer needs electric currents of up to 1200 A or even more, depending on the kinetic energy on the conversion electrons to detect. Power supplies, which are able to provide currents in this range need sufficient cooling. The power supply currently in use, the model 100/1200 from the manufacturer Bruker, is susceptible to condensation water and water short circuits when the water cooling system operates at low temperatures $\left(<\approx 13^{\circ} \mathrm{C}\right.$. To mitigate this, the warm water cooling circuit of the cooling system of the IKP is connected to the power supply. However, it has been observed that this cooling circuit is not always capable of maintaining a consistent 3 -bar pressure difference between the input and output because of many consumers. This occasionally results in a limited output current or even a complete operational interruption of the power supply.

To overcome this problem, potential solutions are proposed:

- The construction of a dedicated secondary cooling circuit is being considered. This circuit would incorporate its own water pump and a heat exchanger to the cold water cooling of the cooling system of the IKP, ensuring independent and reliable cooling for the power supply. To avoid too low temperatures and condensed water within the power supply, a control loop is proposed, that keeps the temperature of the power supply above about $20^{\circ} \mathrm{C}$.
- The secondary water cooling system of the unused small Orange spectrometer could be reconfigured to support the power supply. This approach would leverage existing infrastructure and provide a stable cooling solution.
- Another viable option is to replace the current water-cooled power supply with an array of air-cooled and newer power supplies, for example the Delta Electronica SM6000 Series, which is already utilized in other systems at the IKP. One of the SM6000 has a maximum power of 6 kW and it is possible to connect multiple of this modules in parallel to achieve the required current. This transition would not only eliminate the maintenance challenges associated with the aging power supply from Bruker but also offer improved reliability and efficiency.

The choice among these possibilities will depend on factors such as feasibility, cost-effectiveness. In my opinion, the most practical, simplest and most cost-effective solution is the first suggestion: the installation of a dedicated secondary circuit as depicted in Fig. 10. Through careful evaluation


Figure 10: Proposed water cooling system for the Bruker power supply.
and collaboration with the operators staff in the IKP, the aim is to implement a solution that ensures stable and efficient power supply operation while minimizing maintenance efforts and potential risks of damage of the power supply. By addressing this important aspect, the Orange spectrometer will be prepared for enhanced performance and durability.

### 6.1.2 Conversion electron calibration source

The Orange spectrometer requires a calibration source to accurately calibrate the spectrometer with known conversion electron energies for time walk and energy. The calibration source has to be as point-like as possible to ensure optimal focus relative to the spectrometer and to minimize energy straggling of the emitted conversion electrons providing optimal conditions for calibration. Due to legal requirements, the calibration source needs to be sealed and at the same time capable of withstanding vacuum conditions. This is achieved using a thin, few micrometers thick coverage foil ( $\approx 5 \mu \mathrm{~m}$ ), which the electrons can pass without too high loss of kinetic energy. The preferred source material for the calibration source is ${ }^{133} \mathrm{Ba}$ due to the well-known conversion electron spectrum and lifetimes of intermediate states of ${ }^{133} \mathrm{Cs} .{ }^{133} \mathrm{Cs}$ is the daughter isotope of ${ }^{133} \mathrm{Ba}$ and is formed through electron capture decay [49].

Currently, the available calibration source is constructed as an aluminum plate with dimensions similar to an Orange target frame (the design is stored by the engineering workshop of the IKP). It features a small $1 \mathrm{~mm} \times 1 \mathrm{~mm}$ hole at the target position, where a solution of 133 Ba is deposited, dried, and covered with the thin foil. However, the positioning of the source spot in the current source frame is unfavorable, resulting in a spread of approximately 5 mm radius instead of the desired point-like shape. Consequently, this source is ill-suited for achieving optimal calibration of the spectrometer.

To address these issues, a new source frame design is proposed. This design involves incorporating a conical drilling from the rear side of the aluminum plate, with a $1 \mathrm{~mm} \times 1 \mathrm{~mm}$ hole at the end


Figure 11: Left: CAD drawing of the proposed source frame for the calibration source of the Orange spectrometer. Right: Schematic drawing of the new, proposed (top) and the old, ill-suited (bottom) source frame.
of the cone that connects to the front side of the frame, like a window. With this configuration, the coverage foil can be attached from the front side first, and the source liquid can be filled from the rear side, allowing it to dry and be covered from the same side. This design ensures a point-like source shape from the front side, thereby enabling precise focusing of the source. For visual reference, both the old source frame and the suggested new design are depicted in Figure 11.

### 6.1.3 New Detector frame

An important aspect of the planned developments and modernizations at the Orange spectrometer involves addressing the challenges associated with the detector mount system. Currently, the spectrometer is predominantly used in a fast-iming setups with 6 to 8 LaBr detectors and at least one HPGe detector. However, the existing detector mount frame (see Ref. [29]) does not support the widely adopted triangle plug-in system that has been established some years ago at the IKP. Additionally, the old frame only provides space for up to 4 BGO-capsuled LaBr detectors.

This limitation presents multiple issues. First, it complicates the installation of BGO shields and germanium detectors and poses the risk of physical damage to the detectors. Additionally, the structural deficiencies of the frame pose a safety risk to the personnel involved in the installation process, increasing the potential for physical injuries.

To overcome these challenges, a solution is proposed to replace the old and unsupported plug-in system with the new one already in use at the IKP. The plan involves installing the existing and discarded detector frame of the Plunger setup, which is no longer needed for its original purpose, because the new detector frame for the Plunger setup was recently installed. This recycled detector frame will feature the new plug-in system, enabling easy and secure installation of the detectors. In this configuration, the frame will accommodate seven BGO-capsuled detectors arranged in a hexagonal pattern, as depicted in Fig. 12. This arrangement ensures efficient detector performance and straightforward installation procedures. By implementing this solution,


Figure 12: Left: Side view of the new honeycomb shaped detector mount frame, taken over by the Cologne Plunger setup. Right: Schematic top view of the Orange spectrometer in combination with the new detector mount frame.
the Orange spectrometer will benefit from improved detector compatibility, enhanced safety during installation, and optimized experimental conditions (better Compton suppression due to 6 BGO shields for LaBr detectors and one for a HPGe detector.)

### 6.2 Ongoing development in digital fast-timing methods

### 6.2.1 The new fast-timing test stand

Ongoing developments in fast-timing techniques, particularly the digital fast timing method, are a focal point of future research at the fast-timing group of the IKP. To facilitate this, a specialized fast timing source test stand has been constructed in collaboration with the IKP's mechanical workshop. The test stand accommodates four LaBr detectors, allowing for flexible and precise angle between the detectors and distance to the source. The detectors are arranged radial around the source socket, which is in the focal point of all detectors. The source socket is interchangeable to accommodate different source geometries. The test stand ensures reproducibility and consistent results across different experiments. A CAD drawing of the test stand is given in Fig. 13.

### 6.2.2 Wave tracing and multiplicity filter for timing experiments

In recent developments, the main focus was on the implementation of life digital constant fraction discrimination (dCFD) within fast-sampling digitizers, although online implementations of life


Figure 13: Fast-timing test stand for four LaBr detectors and a source socket.
dCFDs are typically less flexible and precise. We have achieved better performance by optimized and more complicated offline dCFDs applied to wave traced LaBr signals. However, tracing signals poses a challenge due to the significant increase in data required for the experiment. To address this issue, we plan to integrate a multiplicity filter into the setup, which is available in the new DAQ system of the IKP. This filter will selectively retain events based on a predefined multiplicity criterion, such as a minimum of 2 detectors firing in a defined time window. By implementing this filter, we can reduce the data size by approximately $90 \%$, compensating for the increased amount of occupied data due to the storage of the wave traces. The benefits of this approach include enhanced control over the time stamp determination of LaBr detectors and the flexibility to adapt the dCFD or any other timestamp determination procedure as needed.

### 6.2.3 Machine learning and neural networks for timestamp determination

In the field of timestamp determination procedures, various methods have been developed and tested, including interpolated timing (like dCFD or interpolation of the whole signal with e.g. sinc algorithm [50]), ratio timing, centroid timing [50], and even machine learning filters using genetic algorithms [51] to enhance the timing information of a signal. While conventional CFD algorithms, such as dCFDs, have proven to be effective and reliable, there is room for exploring alternative approaches to enhance timing properties.

In recent years, there has been a significant increase in the application of artificial, digital neural


Figure 14: Schematic drawing of the generation of synthetic data (a), the training process of the timestamp determining neural network with synthetic data with well-defined timestamp (b) and the application of the well-trained neural network to real data (c).
networks [52] across various fields. Also in different disciplines of physics, deep learning and neural networks have gained significant importance. Our proposed idea involves utilizing neural networks and deep learning algorithms as described for example in Ref. [52], to analyze the overall signal shape and accurately determine the timestamp by the sample period and evaluation of the phase shift between the signal and the digitizer's sampling period. This approach promises to determine the absolute timestamp of incoming signals with high precision.

To implement this idea, the first step is to establish a realistic mathematical description of the LaBr + PMT signal, commonly used in fast-timing experiments. This description can be obtained by adopting the methodology described for example in Ref. [50]. Once a mathematically represented signal and a training dataset of real data are available, the second step involves generating synthetic signals with precisely known properties (especially precisely known timestamp) to train the neural network, which has to determine the timestamp of the signal. This can be achieved using techniques outlined in Ref. [53], which employ e.g. Generative Adversarial Networks (GANs) to create synthetic data samples and rates their authenticity. By considering the rating of a discriminator, the synthetic waveform generator of the GAN can iteratively refine the generated data until it achieves a satisfactory level of authenticity.

With realistic synthetic data that possesses precisely known properties (including the timestamp) a neural network can be trained to recognize the timestamp of a signal based on its wavetrace. This approach holds promise for advancing the field of timestamp determination and improving
the overall performance of fast-timing experiments. A schematic drawing of the data generation and training process is illustrated in Fig. 14.

### 6.3 Future experiments using digital fast-timing and the Orange spectrometer

The recent developments and investigations in digital fast timing have proven to be highly rewarding. These advancements have led to significant time savings and reduced mistakes within the timing setups during experiment preparation. Several experiments utilizing the digital fast timing technique implemented in the scope of this work, have been successfully conducted, such as lifetime measurements in ${ }^{201,203} \mathrm{Bi}[54]$ and ${ }^{207,210,213,214} \mathrm{Rn},{ }^{214} \mathrm{Po},{ }^{188,190} \mathrm{Pt},{ }^{92} \mathrm{Mo},{ }^{94} \mathrm{Ru}$ and ${ }^{93} \mathrm{Tc}$, where most of the data are currently undergoing analysis or in a publication process. The forthcoming results are eagerly awaited. Additionally, there are plans to employ digital fast timing in future experiments. Especially, future studies should consider re-measuring the lifetimes of the low yrast states in ${ }^{172,174} \mathrm{~W}$ using modern methods to address the uncertainties associated with the $2_{1}^{+}$and $4_{1}^{+}$states in ${ }^{172} \mathrm{~W}$ and the $6_{1}^{+}$state in ${ }^{174} \mathrm{~W}$ to contribute to the improvement of the structural knowlegde of the $\mathrm{A}=180$ region [55-57].

As a testament to its effectiveness, the IKP fast-timing group has fully transitioned to utilizing digital fast timing techniques across its fast-timing endeavors. Even our partner research institutions as the ILL in Grenoble, recently applied the digitalization of the fast-timing technique at the Lohengrin [58] setup using CAEN V1730 digitizers and ft-soco, as developed in this work.

The Orange spectrometer, with its exceptional ability to detect high-energy conversion electrons with high resolution and efficiency, opens up possibilities for various experimental approaches. These include determining conversion coefficients, assigning multipolarities of transitions, confirming E0 transitions and $\rho(\mathrm{E} 0)$ determination, and conducting lifetime measurements for electron-gamma timing for strongly converted transitions or electron-triggered gamma-gamma timing. The most promising approaches are the investigations of shape coexistence in the neutron midshell surrounding tellurium $(Z=52)$ isotopes: In the neutron mid-shell cadmium $(Z=48)$ isotopes, strong experimental evidence supports the existence of shape coexistence in low lying excitation. Various observables, including level energy systematic, absolute transition strengths, and population in transfer reactions, provide support for this concept [59, 60]. Absolute E0 transitions play a significant role in studying shape coexistence, as the $\rho^{2}(\mathrm{E} 0)$ values [22] of transitions between spin-0 states are sensitive to changes in nuclear radius. Nuclei exhibiting shape coexistence often exhibit relatively large $\rho^{2}(\mathrm{E} 0)$ values. For instance, in ${ }^{112} \mathrm{Cd}$, a measurement yielded a relatively large value of $34(9) \times 10^{3} \rho^{2}(\mathrm{E} 0)$ [22].

The mid-shell tellurium isotopes exhibit similarities to the mid-shell cadmium isotopes in various aspects. The low-lying level structures are remarkably similar, and the $\mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$systematic also show a strong resemblance. However, the study of tellurium isotopes is not as extensive
as that of cadmium isotopes, and the role of shape coexistence in tellurium isotopes remains unclear. One crucial missing piece of information is the $\rho^{2}(\mathrm{E} 0)$ values between the $0_{2}^{+}$state and the ground state. Determining this value requires two experimental components: the lifetime of the $0_{2}^{+}$state and the $\mathrm{X}(E 2 / E 0)$ ratio [22]. Tab. 6.1 shows the state-of-the art of the already known and unknown E0 properties in the isotopes ${ }^{114,116,118,120,122} \mathrm{Te}$. It is known that the $0_{2}^{+}$states in

Table 6.1: State of the art which experimental observables to determine $\rho^{2}(\mathrm{E} 0)$ values in midshell Te isotopes. The only known $\rho^{2}(\mathrm{E} 0)$ value has an error of $90 \%$. Data taken from Ref. [22,61] and nuclear data sheets.

|  | ${ }^{114} \mathrm{Te}$ | ${ }^{116} \mathrm{Te}$ | ${ }^{118} \mathrm{Te}$ | ${ }^{120} \mathrm{Te}$ | ${ }^{122} \mathrm{Te}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{E}\left(0_{2}^{+} \rightarrow 0_{1}^{+}\right)[\mathrm{keV}]$ | 1348 | 1059 | 957 | 1103 | 1357 |
| $\mathrm{X}(\mathrm{E} 2 / \mathrm{E} 0)$ | no | no | $0.0070(6)$ | no | $0.0123(12)$ |
| $\tau[\mathrm{ps}]$ | no | $<80($ preliminary $)$ | $50(20)$ | no | up. limit |
| $10^{3} \rho^{2}(\mathrm{E} 0)$ | no | no | $3.7(6)$ | no | up. limit |

mid-shell Te isotopes are populated by $\beta$-decays from the iodine $(Z=53)$ isobars. The energies of the E0 transitions all lie in an appropriate range to measure with the Orange spectrometer: the applied current lies in a range between 650-890 A. To explore these states, we therefore propose conducting pulsed beam experiments using the following reactions [62]:

- ${ }^{106} \mathrm{Cd}\left({ }^{10} \mathrm{~B},{ }^{2} \mathrm{n}\right){ }^{114} \mathrm{I}$, alternative: ${ }^{106} \mathrm{Cd}\left({ }^{11} \mathrm{~B},{ }^{3} \mathrm{n}\right){ }^{114} \mathrm{I}$
- ${ }^{107} \mathrm{Ag}\left({ }^{13} \mathrm{C},{ }^{3} \mathrm{n}\right){ }^{116} \mathrm{I}$
- ${ }^{108} \mathrm{Cd}\left({ }^{13} \mathrm{C},{ }^{3} \mathrm{n}\right){ }^{118} \mathrm{Xe}$
- ${ }^{110} \mathrm{Cd}\left({ }^{13} \mathrm{C},{ }^{3} \mathrm{n}\right){ }^{120} \mathrm{Xe}$
- ${ }^{112} \mathrm{Cd}\left({ }^{13} \mathrm{C},{ }^{3} \mathrm{n}\right){ }^{122} \mathrm{Xe}$

To ensure accurate data acquisition, the beam pulse lengths will be adjusted to match the half-life of the respective decays: the data will only be recorded in the off-beam periods. The experimental setup will involve coupling the Orange spectrometer with HPGe detectors to extract the X (E2/E0) ratio, and LaBr detectors will be used to measure the lifetimes of the $0+$ states. By implementing these approaches, we aim to obtain valuable insights into the characteristics of the $0_{2}^{+}$states in mid-shell Te isotopes, contributing to the current understanding of the shape coexistence phenomena in the neutron midshell tellurium isotopes.
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## 7 Appendix

### 7.1 Elements of the graphical user interface of the software

## NewOrange

### 7.1.1 Main window



Figure 15: The main window of the software NewOrange during the operation of a conversion electron scan. The single control elements are labeled. The status LEDs indicate the states of the different sub-processes like temperature monitoring, cup current monitoring or scintillator count rate.

### 7.1.2 Orange current display



Figure 16: The monitoring window for the current applied to the Orange spectrometer. Here, the Orange spectrometer is running in a scan mode: the current successively rises.

### 7.1.3 Temperature monitoring



Figure 17: The monitoring window for the temperatures of the coils in overview mode.


Figure 18: The monitoring window for the temperatures of the single coils in detailed mode. The x -axis represents the sensor number.

### 7.1.4 Cup current monitoring



Figure 19: The monitoring window for the cup current.

### 7.2 Useful tools for the Orange analysis

To simplify the preparation of Orange experiments and the analysis of Orange conversion electron scan data, some useful software tools have been placed in the OrangeAnalyse repository in the version control system gitlab of the IKP [63].

### 7.2.1 Calibration of the Orange magnetic field

The magnetic field of the Orange spectrometer, which corresponds to the applied current, has to be calibrated to the residual energy the electrons. The script calB_rho.py calculates a linear calibration according to Eq. 1.8 and 1.10 based on two peak positions in a conversion electron spectrum (like Fig. 5) and corresponding residual energies of electrons. A well known electron spectrum is required. Figure 20 shows the usage and output of the calB_rho.py script. The output of the script are the parameters $a$ and $b$ of the linear calibration.


Figure 20: Input file peak.lst and output of the calB_rho.py script.

### 7.2.2 Calculation of Orange current and electron residual energy

After the calibration of the Orange magnetic field, Orange currents and electron residual energies can be converted into each other. To do so, two little scripts are placed in the OrangeAnalyse repository: I_element.pl converts a given Orange current into the corresponding residual energy and makes suggestions of possible transitions based on the element, which is given as input by the user. E_element.pl does the same thing but in reverse. The calibration parameters extracted from calB_rho.py have to be placed in the file as the variables a and b. Figure 21 shows the usage and output of both scripts.


Figure 21: Usage and output of I_element.pl and E_element.pl.

### 7.2.3 Creation of an Orange conversion electron spectrum and heatmap

When the software NewOrange runs in scan mode, an scintillator spectrum is written to the hard drive for every $N$ current steps of the scan range. In case of an in-beam experiment, a file containing $N$ charge values is written to the hard drive based on the number of current steps and the accumulated beam charge measured by the Faraday cup at the end of the beamline during each step of the scan. These values are needed for the normalization of the number of the counted electrons per each scan step to the fluctuating beam intensity during this step. Of course this is only needed under in-beam conditions and not for a source measurement.

The algorithm, that generates the conversion electron spectrum, implemented in the script create_ospec.py, performs integration over the channel range corresponding to the presence of conversion electrons in each scintillator spectrum. However, the channel range differs between the single scintillator spectra because of the different energies of the electrons counted in the scintillator. The script provides the options of a constant window, a linear sliding window and a quadratic sliding window to address the step-wise shift of the electron peaks throughout the single scintillator spectra. The options of the script create_ospec.py are displayed in Lst. 7.1. In the constant window option ( -c ), only a left and a right integration limit are requested. In the linear sliding window option ( -1 ), a first and a second current step and corresponding left and right integration limits are requested by the script, to calculate the linear sliding integration limits for each scintillator spectrum. In the quadratic sliding window option ( -q ), additional third

Listing 7.1: Usage and help message of the script create4 ospec.py.

```
[aharter@analyse ScintSpecs]$ create\_ospec.py -h
usage: create_ospec.py [-h] [-c LEFT RIGHT]
    [-l FIRST SECOND LEFT1 RIGHT1 LEFT2 RIGHT2]
    [-n FIRST SECOND LEFT1 RIGHT1 LEFT2 RIGHT2]
    [-q QUADRATIC QUADRATIC QUADRATIC QUADRATIC QUADRATIC
                            QUADRATIC QUADRATIC QUADRATIC QUADRATIC]
optional arguments:
    -h, --help show this help message and exit
    -c LEFT RIGHT, --constant LEFT RIGHT
                set a constant integration window: [first] [last]
    -l FIRST SECOND LEFT1 RIGHT1 LEFT2 RIGHT2, --linear FIRST SECOND LEFT1 RIGHT1
        LEFT2 RIGHT2
        set a linear sliding window [first current] [second
        current] [left1] [right1] [left2] [right2]
    -n FIRST SECOND LEFT1 RIGHT1 LEFT2 RIGHT2, --linear-normalized FIRST SECOND
        LEFT1 RIGHT1 LEFT2 RIGHT2
                        set a linear sliding window [first current] [second
                        current] [left1] [right1] [left2] [right2],
            normalizing the spectrum to the charges given in
                        cup_charges.dat
    -q FIRST SECOND THIRD LEFT1 RIGHT1 LEFT2 RIGHT2 LEFT3 RIGHT3, --quadratic
        FIRST SECOND THIRD LEFT1 RIGHT1 LEFT2 RIGHT2 LEFT3 RIGHT3
            set a quadratic sliding window [first current] [second
                            current][third current]
                                [left1] [right1] [left2] [right2] [left3] [right3]
```

current step and integration limits are requested to calculate the quadratic sliding integration limits for each scintillator spectrum.

Additionally to the create_ospec.py script, a script heatmap. py was written, which produces a heatmap of the plane 'channel of the scintillator spectrum $\times$ Orange current [A]'. Figure 22 shows the connection between the individual scintillator spectra emerging from each current step during the Orange scan, the conversion electron spectrum and the heatmap. In the heatmap, three different integration window methods are illustrated: the dashed light-blue limits indicate the integration of the scintillator spectra as a whole including the low amplitude noise, the dashed green limits indicate the same but without the low amplitude noise, and the purple limits indicate the linear sliding window with an increasing integration interval. On the right, the corresponding conversion electron spectra as generated from the individual scintillator spectra using the create_ospec.py script are depicted.


Figure 22: The connection between the individual scintillator spectra of each current step from the scan, the conversion electron spectra generated by create_ospec.py and the heatmap generated by heatmap.py. In the heatmap, the colored integration limits correspond to the conversion electron spectra on the right. The colors of the scintillator spectra (bottom) correspond to the marked areas in the heatmap.

### 7.3 Setup of the CAEN data acquisitions system to a fast-timing experiment

This manual provides instructions for setting up the data acquisition system for a fast timing setup. For a general setup of the CAEN DAQ system of the IKP, please refer the dedicated Manual for the new DAQ system of the IKP.

This short manual addresses the following questions:

- Is the cabling done correctly?
- Is the firmware set up correctly?
- Is the PLL lock checked?
- How to setup the BGOs?


## Cable Setup

Ensure proper cable connections:

- Optical daisy chain: Connect the optical cable coming from the server to the lower port of the leftmost board. Continue daisy chaining to the next board, always connecting from the upper to the lower optical port.
- Clock cable: Connect the clock cable from left (clock-out) to right (clock-in).
- Trigger cable: Connect the trigger cable from left (trig-out) to right (trig-in).


## Firmware Check

- Verify the firmware version.
- Check the settings for PSD/PHA (Pulse Shape Discrimination/Pulse Height Analysis).
- Ensure that the PUC (Product Upgrade Code) license is installed. Note that PHA does not require PUC, while PSD does.
- Use the CAENUpgraderGUI for firmware installation:
- Select "Install Firmware" -> Choose the board -> Optical Link -> Select the desired optical link ( $0, \mathrm{X}$ ) -> Install.


## PUC Installation

- Use the CAENUpgraderGUI to install the PUC:
- Select "Store PUC on board" -> Find the appropriate PUC in the PUCs file -> Optical Link -> Select the desired optical link.


## PLL File Installation

- Use the CAENUpgraderGUI to store the PLL file on the board:
- Select "Store PLL file on board" -> Find the correct PLL file -> Optical Link -> Select the desired optical link.


## PLL Lock Check

- Check the status light on the digitizer to ensure it is on.
- Verify the correct PLL file is installed:
- For configuration with v1782 as master and v1730 as slave: Set the PLL frequency range from 50.0 to 62.5 .
- For configuration with v1782 as master and v1782 as slave: Set the PLL frequency range to 50.0.


## BGO Setup

## Cable Check

- Verify the cabling in the DAQ: Ensure that the LaBr detectors in the DAQ correspond to the correct BGO shield.


## Logical BGO CFD Signal Connection

- Connect the logical BGO CFD signal and perform the following steps:
- Check the voltage level on the scope to ensure it is 1V positive.
- Plug the logical BGO CFD signal into the NIM-to-TTL converter (black box). Put the scope in 2-channel mode and check, if the BGO and corresponding LaBr signals are within a $1 \mu \mathrm{~s}$ range. Adjust the delay screw of the NUM-to-TTL converter, that both signals are as close as possible. first the LaBr and usually some 100 ns later the BGO signal.
- Connect the TTL outputs from the NIM-to-TTL converter to the TTL-to-LVDS converter (red NIM box with wide band cable output).
- Note: The BGO vetos from the LVDS converter occupy two DAQ channels each. For example, the veto from LVDS channel 0 is for DAQ channels 0 and 1 , LVDS ch. 1 is for DAQ channels 2 and 3, LVDS ch. 2 is for DAQ ch. 4 and 5 , and so on.
- Plug the blue wide band cable from the LVDS converter into the LVDS input of the v1730 module used for the LaBr detectors with BGO shields.


## Configuration Files

- Locate the FreeWritesFiles on the acquisition server (e.g., on darkwing they are in the home directory of the user experiment under FreeWritesFiles/v1730/LVDSvetosFT.txt).
- In these files, you can set the shaped trigger window register ( x 1 n 70 , where n corresponds to a DAQ channel).
- The delay range value is given in hexadecimal values in multiples of 8 ns , corresponding to the clock reference speed of 62.5 MHz .
- A recommended delay value is 400 ns for the trigger window, but the value has to be adjusted to the delay between the LaBr signal and the BGO signal from Sec. 7.3.
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