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Abstract

This thesis is based on observational data of the [C II] 158µm line as an ideal tracer of

molecular cloud formation and stellar feedback e↵ects on the interstellar medium (ISM).

Ionizing radiation and winds from massive stars provide stellar feedback, which can

either destroy molecular clouds, the birthplaces of stars, or trigger the formation of new

stars by expanding H II regions. These processes govern the star formation rate, so it is

essential to quantify the various feedback processes for a better understanding of the

evolution of the ISM in galaxies. The [C II] line is one of the most important cooling lines

of the ISM. It originates in gas at various physical conditions, from low-density, cool,

atomic gas to dense and warm photodissociation regions (PDRs). Most importantly,

it traces gas kinematics at high spectral resolution, i.e., well below 1 km s´1, which

was possible to observe using the GREAT receiver (Guesten et al., 2003), followed by

upGREAT (Risacher et al., 2018), on board the Stratospheric Observatory for Infrared

Astronomy (SOFIA). [C II] data from the SOFIA C` Squad Orion A mapping project

and the legacy program FEEDBACK are presented. I focus on results for the RCW 120

H II region and the Cygnus X massive star-forming region.

For analyzing these enormous data sets (several million spectra), various numeri-

cal tools were developed and included in an open-source python-based library named

“astrokit”. Machine learning algorithms such as the Gaussian mixture model were

used to disentangle regions of various physical properties in the data cube. I also

determined the physical properties of these regions using a two-layer multi-velocity

component radiative transfer model, which separates the warm emitting background

material from the cold absorbing layer. With a dendrogram-based approach, I disen-

tangled the faint [13C II] emission from the noise. A comparison of the observed [12C II]

to [13C II] intensity indicates significant optical depth e↵ects in Orion A and RCW 120.

The two-layer multicomponent model showed that a substantial amount of C` (column

density of 1018 cm´2) is located in an external cold absorbing layer. A study of atomic

hydrogen (H I) self-absorption (HISA) confirmed an atomic gas origin of the [C II] emis-

sion and revealed that RCW 120 is embedded in an extended H I envelope. To derive

the physical conditions of the cold, dense molecular cloud associated with RCW 120, I

used 12CO and 13CO data observed with the Atacama Pathfinder Experiment (APEX).

Both isotopic lines have a high S/N that allowed to use an automated version of the
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two-layer model fit on the entire spectral data cube. The derived physical properties

of the warm emitting and the cold absorbing layer suggest a column density deficit

towards the center of RCW 120. This implies that the parental molecular cloud is

flattened along the line of sight, and the expanding H II region is breaking out into the

surrounding cold atomic envelope.

Studying the dynamics of the [C II] data in Orion A and the FEEDBACK sources re-

vealed fast, expanding [C II] shells in most of the sources, i.e., the Orion Veil, RCW 120,

RCW 49, RCW 36, and NGC 7538. Energy calculations suggest that these shells are

wind-driven by O-type or Wolf-Rayet stars and that they are a common feature in H II

regions, undetected in previous observations of molecular line emission.

The [C II] line also serves as a tracer for the assembly of molecular clouds. In the

Cygnus X region, we were able to show that [C II] reveals CO-dark molecular gas and

the highly dynamic interaction between atomic envelopes of molecular clouds that lead

to the formation of dense regions where massive stars form. This is the first time that

this process, which was predicted by simulations, was observed in the ISM.
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Thesis overview and contributions in
publications

During my doctoral thesis, I was part of the SOFIA C` Squad (Square Degree) large

mapping program of Orion A and the SOFIA Legacy program FEEDBACK. As a

member of these two programs, I contributed to many publications whose topics cover

the entire cycle of matter in the interstellar medium (ISM). Summarizing, I am first

author or contributing author of nine peer-reviewed articles dealing with the aspects of

stellar feedback, four articles presenting studies of molecular cloud formation, and two

articles focusing on technical aspects of observing atomic and molecular spectral lines.

In the following, I will detail my contributions to the published studies, combined with

a short introduction to the physical processes governing the ISM cycle, in order to put

the results into context.

Orion A is the closest massive star formation region at a distance of 414 ˘ 7 pc

(Menten et al., 2007) and, therefore, ideal for studying the e↵ects of stellar feedback.

As part of the SOFIA large program C` Squad (PI. A. Tielens), Orion A was observed

in the fine-structure emission line of ionized carbon at 158µm [C II] with the German

REceiver for Astronomy at Terahertz Frequencies (GREAT, developed and built in

a collaboration between the Max-Planck Institute for Radio Astronomy (MPIfR) and

the I. Physikalisches Institut at the University of Cologne) on board the Stratospheric

Observatory for Infrared Astronomy (SOFIA). The observational procedures and the

optimization of the data reduction are described in Higgins et al. (2021). In this

publication, I am second author and contributed to the data reduction of the [C II] map.

I created a data reduction script based on GILDAS (Grenoble Image and Line Data

Analysis Software/Continuum and Line Analysis Single-dish Software). The script

uses the spline baseline corrected spectra (the spline method was implemented by R.

Higgins) to: 1) convert the intensity scale of the spectra to main beam temperature,

2) resample the spectra to a velocity resolution of 0.3 km s´1, 3) subtract a polynomial

baseline of order one, 4) detect and then ignore bad spectra in the data set and 5)

convolve the spectra onto a grid with the final resolution of 182. This data reduction

script was written with the objective of handling large data sets, allowing to isolate

https://astro.uni-koeln.de/index.php?id=18130
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each reduction step in order to assess the data quality after each iteration. In addition,

I performed an optical depth analysis of the [C II] emission from the Orion-Bar, which

is discussed in Sect. 5 in Higgins et al. (2021). The observed square degree map is the

largest, high angular resolution (152) area so far covered in [C II] (2.4 million spectra

were taken during the observations resulting in „ 0.6 million spectra in the gridded

spectral cube). The success of this program laid the foundation for other large mapping

programs, in particular the SOFIA legacy project FEEDBACK.

In a pioneering work, Pabst et al. (2020) used velocity resolved [C II] spectra to

study the kinematics of the three bubbles in Orion A: The Orion Veil (M 42), M 43,

and NGC 1977, which gives Orion A its characteristic dragon-like shape. As a co-

author of this publication, I contributed to the [C II] optical depth analysis, which was

important for the interpretation of the data. We also showed that [C II] is a unique

tracer of gas kinematics, revealing, for example, expanding shells in [C II] or high-

velocity gas, which are not visible in molecular tracers such as the most abundant

species carbon monoxide (CO). The velocity resolved [C II] emission allows quantifying

the physical conditions of the expanding bubbles, such as the expansion velocity, its

mass, and, subsequently, its kinetic energy. This enables us to determine the possible

mechanism that drives the bubble expansion. The two bubbles M 43 and NGC 1977

expand with moderate velocities of 6 km s´1 and 1.5 km s´1, respectively, which can be

explained by the thermal pressure of the ionized gas that also drives the expansion of

the H II region. In the case of the Orion Veil, the largest bubble in Orion A located to

the south, the H II bubble expands faster, with a velocity of 13 km s´1. In addition, we

observed that the cavity inside of the compressed cooler shell is filled with hot X-ray

emitting plasma, characteristic of stellar wind-blown bubbles. Thus, in contrast to

the other two bubbles, M 43 and NGC 1977, the Orion Veil is driven by the stellar

wind of the massive O-type star ✓1 Ori C, converting the mechanical energy of the

stellar wind e�ciently into the kinetic energy of the expanding shell. This remarkable

discovery indicated that stellar winds probably mechanically impact the surrounding

ISM more than previously thought. However, the dominant part of stellar energy is

released through stellar radiation.

In order to better understand the various stellar feedback mechanisms, such as

stellar winds, thermal expansion, and radiation pressure, and their impact on the

surrounding ISM, the SOFIA legacy program FEEDBACK (Schneider et al., 2020)

with PIs A. Tielens and N. Schneider was initiated. FEEDBACK observed 11 high-

mass star formation regions that were chosen in order to cover a large parameter space

of stellar content, mass, and evolutionary state. One of the best studied sources in

FEEDBACK is RCW 120, which is known for its almost perfect spherically symmetric

appearance with just a single O-type star located approximately at the center of the

nebula. Analyzing the gas kinematics using the velocity resolved [C II] emission, we first

detected a fast-expanding stellar wind-driven bubble in RCW 120 (Luisi et al., 2021).
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Further observations in other H II regions also revealed expanding [C II] shells, sometimes

several in one source, like in RCW 49 (Tiwari et al., 2021) and NGC 7538 (Beuther

et al., 2022), and expansion features in the bipolar H II region RCW 36 (Bonne et al.,

2022). These findings indicate that stellar wind-driven bubbles from massive O-type

or Wolf-Rayet stars might be a common feature, which is so far exclusively traced

by [C II] emission since these expanding bubbles were not seen in molecular line emis-

sion or atomic hydrogen. In RCW 120, we found that the expanding bubble further

compressed the dense cores in the fragmented molecular ring around the H II region,

leading to star formation on time scales much shorter than the free-fall time. This

new finding was published in a Science Advances paper (Luisi et al., 2021). More-

over, the compression by the stellar winds seems e↵ective even in a porous medium,

where most of the stellar radiation would leak out (Beuther et al., 2022) and, there-

fore, not contribute to a thermally driven expansion. In all studies cited above, I am

co-author and contributed to the discussion, analysis, and interpretation of the data.

Specifically, I studied optical depth e↵ects in the observed [C II] and CO lines that can

potentially mislead the interpretation of spectral profiles. In addition, I derived the

physical properties of the expanding bubble in RCW 120, such as column density, mass,

and luminosity (Luisi et al., 2021), which is discussed in section 5.1. The main focus

during my thesis was on studying the self-absorption e↵ects in RCW 120 (Kabanovic

et al., 2022), which will be presented in detail in sections 5.2.1-5.2.4. For that purpose,

I solved a set of radiative transfer equations for [C II], CO, and H I and determined the

geometry and physical conditions of the parental molecular cloud. We derived that in

RCW 120 a substantial amount of C` is located in a cold absorbing layer, possibly

originating from a cold hydrogen cloud enveloping the molecular cloud.

In all of the observed sources, we do not find a molecular counterpart of the ex-

panding [C II] bubbles, which suggests that the stellar radiation disrupted the parental

molecular cloud. However, in the Orion Veil, we detected a few cold CO globules em-

bedded in the expanding shell (Goicoechea et al., 2020). These small, mostly spherical

structures are likely remnants from the parental molecular cloud. While the mass of

the globules is not large enough for sites of star formation, the position of globule #1

aligns with a known Young Stellar Object (YSO, which is a star in the early stage of its

evolution), indicating that this globule was potentially more massive before the stel-

lar feedback disrupted the surrounding molecular cloud. For this study, I contributed

analyzing the [C II] data of the cold globules to quantify the carbon fractionation ef-

fects which favor the overproduction of 13CO while reducing the [13C II] population, see

section 2.4.2.

Apart from the dynamical studies, it is also important to understand the origin of

[C II] emission, i.e., its excitation mechanisms and its gas cooling e�ciency. In Orion A,

the prototypical star formation region, we find that the [C II] line follows a tight cor-

relation with the far-infrared (FIR) emission from the far ultra-violet (FUV, photons
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in the energy range between 6 eV to 13.6 eV) heated dust and the PAH (polycyclic

aromatic hydrocarbons) emission at 8µm (Pabst et al., 2021, 2022). The bright [C II]

emission originates from the illuminated shells and PDRs. However, with the typical

scaling relations used in extragalactic sources to derive the star formation rates from

[C II] emission, we underestimate the star formation rate for Orion A. A possible expla-

nation for this discrepancy is that a substantial amount of [C II] emission might arise

from low surface brightness PDRs not covered in the observed area since we focused

on observing the bright emitting shells. To further quantify the stellar feedback on the

molecular structures such as pillars, ridges, and shells emerging from the interaction

with the ionizing stars, we performed PDR studies on several regions in RCW 49 (Ti-

wari et al., 2022). For the PDR studies in Orion A and RCW 49, I was involved in the

analysis of the [C II] optical depth e↵ects and the discussion and interpretation of the

data.

In addition to studying stellar feedback e↵ects, I also worked on progressing our

understanding of the structure and formation of molecular clouds - the birthplaces of

stars. It is known that most of the stars form in dense filamentary structures. To

understand the formation of those filaments, we studied the Musca filament (Bonne

et al., 2020), since it is a well-isolated filament not a↵ected by the stellar feedback of

massive stars. While the self-gravity of the parental molecular cloud can enhance the

density of a pre-existing clump or filament through mass accretion, it is usually a slow

process compared to turbulent motions and flows. In the case of Musca, we showed

that it was indeed created from an accretion shock in a colliding flow. As co-author

of this work, I solved the two-layer model for the CO emission originating from the

filament to disentangle optical depth e↵ects from the kinematics.

The formation of filaments, and in a larger context of molecular clouds in general, by

colliding flows of atomic gas (H I) was also the topic of a recent study of the Cygnus X

region, published in Nature Astronomy (Schneider et al., 2023). In this largest [C II]

map in the FEEDBACK sample, we detected low-surface brightness [C II] emission

well outside of the dense molecular clouds that is not seen in molecular line tracers

such as CO, but associated with atomic hydrogen. For this study, I performed a similar

analysis of H I self-absorption as for RCW 120, and we could show that in Cygnus X, the

molecular clouds built up very fast („106 Myr) by the interaction between H I envelopes,

see section 5.3. In addition, I determined the spatial distribution of the [C II]-bright but

CO-dark gas and carefully quantified the noise in the observed spectral cubes. This was

essential for the interpretation because the low-surface brightness [C II] emission was

just above the 3� noise level. To further constrain the physical conditions, I derived

the FUV-field from the OB-cluster in Cygnus X. Another study to better understand

molecular cloud formation and evolution was published by Schneider et al. (2022),

in which we investigated the shape of probability distribution functions (PDFs) of the

total hydrogen column density of 29 Galactic sources. These maps were generated using
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the FIR flux data from Herschel. I contributed in developing a method to produce these

high angular resolution maps. We showed that PDFs have very complex shapes, with

typically two log-normal distributions at low column density, that we attribute to the

H I and H2 gas phase, respectively, and one or two power-law tails at higher densities

that are due to self-gravity.

Modern state-of-the-art receivers such as upGREAT on board SOFIA enable us

to perform velocity-resolved large-scale spectral line observations. The observed data

cubes contain thousands to millions of single spectra which makes it not feasible to

analyze every single spectrum individually. Thus, numerical approaches, including

machine learning, are required to utilize the amount of observed data. In the framework

of this thesis, I developed the open source python-based software package astrokit1.

This python library includes a set of tools for data reduction, analysis, and modeling.

1https://github.com/skabanovic/astrokit

https://github.com/skabanovic/astrokit




Introduction

Molecular clouds are the birthplaces of stars that impact their environment through

radiation and winds. In particular, far-ultraviolet (FUV) radiation from massive stars

strongly ionizes their surrounding gas and dust and heats the interstellar medium

(ISM), while stellar winds deliver mechanical energy and mass into the ISM. Massive

stars, in addition, explode as supernova at the end of their lifetime and not only enrich

the ISM with heavy elements but also stir up the ISM on large scales. All these stellar

feedback e↵ects govern the evolution of the ISM and subsequent star formation or the

destruction of clouds. A simplified cycle of matter in the ISM is shown schematically in

Fig. 2.1, which consists of the main pillars of molecular cloud formation, star formation,

and stellar feedback. These three processes are among the major topics in modern

astrophysics and are investigated with observations at wavelengths covering the whole

electromagnetic spectrum as well as with theoretical studies and simulations. One

specific observational tracer is the fine-structure line of ionized carbon [C II] that turned

out to be an all-rounder in ISM studies. All three circles in Fig. 2.1 show [C II] emission

from RCW 120 and Cygnus X. [C II] is one of the most important cooling lines of the

ISM (Tielens and Hollenbach, 1985) and a unique tracer of the gas kinematics (Pabst

et al., 2019). Since the atmosphere is mostly opaque at 158µm, we performed the

observations with the Stratospheric Observatory for Infrared Astronomy (SOFIA), a

modified Boeing 747SP. SOFIA is shown in the central panel of Fig. 2.1, with the door

open showing the 2.7m diameter telescope (e↵ective diameter 2.5m). The velocity

resolved [C II] observations were performed with the German REceiver for Astronomy

at Terahertz Frequencies (GREAT), which is a high-resolution spectrometer (Risacher

et al., 2018). GREAT is a PI-instrument developed and built in a collaboration between

the University of Cologne and the MPIfR in Bonn. The GREAT-team supported Open

Time (OT) flights for the entire astronomical community. The support included the

preparation of the observation, performing the observations (on board SOFIA), and

the subsequent data reduction. In return, the GREAT-team received Guaranteed Time

(GT) observations. GT observations were usually used to perform more sophisticated

observations, which required a deep understanding of the instrument and its possible

observational modes.
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Figure 2.1: Schematic representation of the cycle of matter in the interstellar medium

(ISM). Colliding atomic flows, traced by the ionized carbon [C II] line, lead to molecular

cloud formation (RGB plot in the lower left panel indicating three velocity components

in Cygnus X). Stars form in the densest structures in clouds, such as in RCW 120

shown in CO emission by the light grey colored contours in the top circle of the image.

The background displays the FUV-field originating from a massive O-type star (yellow

star symbol). Stellar feedback via radiation and winds can drive the dynamics of

an H II region and can lead to expanding shells in [C II], like in the RCW 120 region

(lower right circle), where the red and blue contours indicate a purely wind-driven

bubble. The central image shows SOFIA over the Sierra Nevada mountains (Credit:

NASA/Jim Ross). All [C II] observations shown in the image were enabled by the

unique observatory.

The formation mechanism of molecular clouds and stars within these clouds is

still under debate. A common idea is that the ISM is in a quasi-static equilibrium

between gravity, turbulence, and magnetic fields (Krumholz and McKee, 2005). Cloud

formation is then a very slow process (taking tens of millions of years), mostly governed

by large-scale self-gravitating instabilities caused by spiral density waves (McKee and

Ostriker, 2007). Other, more dynamic, scenarios for the formation of dense structures
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are cloud-cloud collisions (Haworth et al., 2015; Bisbas et al., 2017; Fukui et al., 2021).

In this case, the flows of gas are already molecular before the collision. On the other

hand, Dobbs et al. (2020) showed that interactions between atomic hydrogen flows can

also create massive structures suitable for subsequent star formation. The di↵erent

scenarios proposed by simulations need to be investigated observationally, though it is

challenging to find the best tracer. One promising way is to use combined observations

of atomic hydrogen, H I, carbon monoxide, CO, and ionized carbon, [C II], in order

to cover a large parameter space in density and temperature. Since the rotational

energy levels of the CO molecular transitions are easily excited already at low densities

and temperatures, it is an ideal tracer of molecular clouds. The H I mostly fills the

interstellar medium in between the dense molecular clouds. [C II] is an all-rounder that

can arise from the bright surfaces of molecular clouds or cold atomic gas flows, as shown

in the lower left panel of Fig. 2.1. This three color image displays the [C II] emission

for the three major velocity ranges in Cygnus X. DR21 is indicated in blue at [-10,

4] km s´1, which is also bright in CO, W75N is shown in green ([4, 12] km s´1) and the

high-velocity component ([12, 20] km s´1) in red, which is [C II]-bright but CO-dark gas

(Schneider et al., 2023). It is the first time that cloud interactions between atomic and

molecular gas components are seen simultaneously, which makes [C II] an ideal tracer

to answer the question of how molecular clouds assemble.

After molecular clouds have formed, it is in the densest filamentary and clumpy

structures the stars are formed in. While stars of lower mass most likely arise by

fragmentation of filaments (Pineda et al., 2022), massive stars form preferentially in

clusters and may compete for the available gas (Bonnell and Bate, 2006). In any case,

the strong far ultra-violet (FUV) radiation of OB-type stars ionizes the surrounding

medium, creating an H II region, and radiation and winds evacuate the material in

the immediate environment. As an example, the FUV radiation of an O-type star

in RCW 120 is shown in the top panel of Fig. 2.1. The field strength can be deter-

mined from a census of the exciting star(s) if their stellar type, including luminosity

and temperature, is known. Because of the supersonic expansion of an H II region into

the surrounding medium, a compressed layer of gas and dust accumulates between the

ionization and the shock fronts. Most of the time, this appears as ring-like structures.

The compressed ring can further fragment, and the dense gas clumps can become grav-

itationally unstable and form new stars (Elmegreen and Lada, 1977). This scenario is

usually referred to as positive stellar feedback. On the other hand, the energetic radi-

ation and strong stellar winds might disrupt pre-existing dense structures and prevent

the cloud from further collapse and subsequent star formation (Matzner, 2002; Geen

et al., 2016; Kim et al., 2018), which is referred to as negative stellar feedback. There-

fore, understanding the role of stellar feedback on the evolution of molecular clouds,

galaxies, and, ultimately, the universe is a long-standing problem in contemporary

astrophysics.
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Most of the energy emitted by a star is contained in its stellar radiation, and only

a fraction of it is in the stellar wind. However, Pabst et al. (2019, 2020) showed that

the large Orion Veil-Bubble is driven by the stellar wind. The velocity resolved [C II]

observation enabled the authors to directly detect the expanding shell and measure an

expansion velocity of „ 13 km s´1. Pabst et al. (2019) concluded that the mechanical

energy carried by the stellar wind is converted e�ciently into the kinetic energy of

the expanding bubble. These findings were made possible through the large spatial

coverage of the velocity resolved [C II] data. This unique finding opened up the question

about the importance and abundance of stellar wind-driven bubbles and triggered a

number of recent studies in theory and simulations (Lancaster et al., 2021a,b; Pittard

et al., 2021; Pittard, 2022).

The lower right panel in Fig. 2.1 shows the contours of the two expanding hemi-

spheres (in blue towards the observer and in red away from the observer) of the H II

region in RCW 120. The expanding bubble compresses the ISM in its vicinity to a

ring-like structure, which is also observed in [C II], see top panel in Fig. 2.1. The [C II]

ring is embedded in molecular CO, forming the characteristic layered structures known

for photodissociation regions (PDRs). [C II] emission can originate from gas in a variety

of physical conditions, such as the H II region or the surrounding PDR. Since the radial

velocity component of the expanding shell vanishes with respect to the parental cloud

parallel to the plane of the sky, it is not straightforward to disentangle the contribution

of the expanding [C II] shell from the bulk emission of the molecular cloud.

Self-absorption e↵ects add an additional di�culty in determining the various contri-

butions to the [C II] line. In a pioneering study, Guevara et al. (2020) performed multiple

deep single-point integrations in M43, Horsehead, Monoceros R2, and M17-SW. The

authors observed strong optical depth e↵ects in [C II], in contrast to the prediction of

common PDR models. So far, the [C II] line was assumed most of the time to be opti-

cally thin. However, the numerous [C II] observations performed with SOFIA revealed

that the [C II] line is optically thick most of the time. To separate the warm emitting

[C II] layer from the cold absorbing gas, Guevara et al. (2020) introduced a two-layer

multicomponent model to fit a set of radiative transfer equations to the observed [C II]

spectra. The model results indicated that large amounts of ionized carbon are located

in a cold absorbing layer. However, the origin of the large column densities of the cold

ionized carbon remains unknown.

We usually tend to interpret the observed ring-like features of H II regions as 3D

bubbles that are projected onto the plane of the sky, assuming that the parental molec-

ular clouds are extended into all three spatial directions. However, this assumption was

challenged by Beaumont and Williams (2010), who presented a survey of 43 H II re-

gions. The authors found a CO deficit toward the interior of the ring-shaped regions

suggesting that these observations hint toward flat parental molecular clouds. Thus,

the compression of such a “2D” cloud (one dimension is significantly smaller than the
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other two) would result in a torus-like structure rather than a bubble. However, CO

emission is usually a↵ected by self-absorption e↵ects which might simply mimic such

a deficit. Therefore, it is important to separate the warm emitting layer from the cold

absorbing molecular material to disentangle self-absorption e↵ects from the geometry

of the region.

With this overview in mind, I will first lay the theoretical foundation for this thesis

in the following sections. In order to achieve a clear understanding of the physical

conditions of the interstellar medium, it is fundamental to understand the interaction

of the photons with the material along their path. Thus, we need to first derive the

radiative transfer equation as the basis of this work. In section 2.1, I discuss the

interaction of particles with the interstellar radiation field.

Section 2.2 introduces the fundamental principles of observational radio astronomy.

In the following section 2.3, I discuss how the physical properties of the ISM can be

derived from the observed line emission. In section 2.4, the nuclear fusion reactions

are discussed that lead to the observed isotope abundance ratios in the ISM. Next,

in section 2.5, the photodissociation regions (PDRs) are introduced, focusing on the

C`/C/CO transition. Finally, in the last section 2.6 of the introduction, hydrogen

self-absorption is explained.

2.1 Interaction of particles with radiation

To get an insight into the physical processes in the universe, we can make use of a variety

of tracers such as cosmic rays, gravitational waves, or photons. The latter allows us to

cover the entire electromagnetic spectrum from the cool cosmic microwave background

(CMB) to blazers, which are the source of highly energetic gamma-ray photons. The

observations of photons are, therefore, ideal to study the various processes found in

the interstellar medium (ISM). In the following, I will therefore give an introduction

to the interaction of photons with the ISM.

2.1.1 Transition energy and line profile

A molecule or atom X excited to its upper energy level u will return to its lower energy

state l emitting a photon with an energy Eph “ h⌫:

Xu Ñ Xl ` h⌫ . (2.1)

The energy of the photon is equal to the energy di↵erence between the two energy

levels of the emitting particle:

�E “ Eu ´ El . (2.2)
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The above equation (2.2) implies that the resulting transition line, with the transition

frequency ⌫0 “ pEu ´ Elq{h, is defined by an exact energy di↵erence of the two states.

However, the finite lifetime of the upper state (Heisenberg uncertainty principle), pres-

sure broadening due to collisions between particles, or Doppler broadening result in a

finite width of the observed spectral line. The first two broadening mechanisms can be

described by a Lorentzian profile:

�Lp⌫q “ 1

⇡

wL
2

p⌫ ´ ⌫0q2 ` pwL
2 q2 , (2.3)

Doppler broadened lines naturally result in a Gaussian profile from the thermal motion

of the particle. However, the dominating broadening mechanism in the ISM originates

from the turbulent motions in the ISM, which on average also results in a line shape

described by a Gaussian profile:

�Gp⌫q “ 2
?
2 ln 2

wG

?
2⇡

e
´4 ln 2

´
⌫´⌫0
wG

¯
2

. (2.4)

The factor 2
?
2 ln 2 stems from the usage of the full width half maximum (FWHM)

wG instead of the standard deviation �. The position of the line peak is determined

by the transition frequency ⌫0.

The emitted photon can be absorbed by an atom or molecule along its path exciting

the absorbing particle to its upper energy level u, this is the reverse process shown in

equation (2.1). The rate at which photons are absorbed by the ISM is proportional to

the number of particles in the lower state nl and the radiation field J⌫ weighted by the

normalized line profile �p⌫q and integrated over all frequencies ⌫:

J̄⌫ “
ª 8

0

J⌫�p⌫q d⌫ . (2.5)

Hereby, J⌫ is defined as the specific intensity I⌫ integrated over the source:

J⌫ “ 1

4⇡

ª
I⌫d⌦ , (2.6)

and the normalized line profile:

ª 8

0

�p⌫q d⌫ “ 1 . (2.7)

The normalized line shape describes the relative e↵ectiveness of absorbing or emitting

a photon of frequency ⌫.

2.1.2 Spectral lines

This thesis focuses on the analysis of the [C II] fine structure transition line at 157.74µm

and its isotope [13C II], but I also intensively used CO and H I 21 cm observations.
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Figure 2.2: Synthetic [C II] spectrum (with randomly generated noise). The orange

line indicates the [12C II] fine structure transition line and the pink line shows the [13C II]

hyperfine transition lines.

Thus, in the following, I will give a brief overview of all these lines.

The 21 cm hyperfine transition of atomic hydrogen arises due to the energy di↵er-

ence between the parallel and anti-parallel alignment of the proton and electron spin,

as shown in Fig. 2.3. The electron spin-flip results in the emission of a photon, though

the transition is very unlikely with a mean lifetime of 11Myr. However, hydrogen is

the most abundant element in the universe which allows to observe this transition.

The outermost electron 1s22s22p1 of the singly ionized carbon 12C` has two fine-

structure energy levels 2Po
1{2 - 2Po

3{2, see Fig. 2.3. The electron is usually excited

through collisions with another free electron, atomic hydrogen, or molecule hydrogen

in the ISM. Deexcitation results in the emission of a photon with a wavelength of

157.74µm (a frequency of 1.9THz).

For the 13C` isotope, the fine-structure energy levels split into four hyperfine-

structure energy levels, resulting in three hyperfine transitions F(2Ñ1), F(1Ñ0), and

F(1Ñ1), due to the additional spin of the neutron, see Fig. 2.3. Fig. 2.2 illustrates

a synthetic spectrum of the [12C II] fine structure and the [13C II] hyperfine transition

lines. The top of the [12C II] line is not shown in the image since its intensity is signifi-

cantly larger compared to the [13C II] emission lines for an abundance ratio of ↵ „ 67

determined for the solar neighborhood. The strongest [13C II] satellite is located close

to the red-shifted wing of the [12C II] line, thus for a typical line width of „ 5 km s´1,

the F(2Ñ1) satellite is often contaminated by the wing emission of the [12C II] line.

The contamination, if not too severe, can be corrected by a Gaussian or polynomial

fit to the wing emission. Otherwise, only the two outer lines, which are su�ciently far
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Figure 2.3: H I, [C II], and CO transitions. Top panel: H I hyperfine structure tran-

sition energy levels. Middle panel: [12C II] fine structure transition (left) and [13C II]

hyperfine transition energy levels (right). Bottom panel: CO rotational energy ladder.
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Table 2.1: [12C II] fine structure and [13C II] hyperfine transition parameter (Ossenkopf

et al., 2013; Guevara et al., 2020).

Transition line Weight Freq. Velocity Relative

o↵set intensity

gu gl ⌫ �vFÑF1 sFÑF1

[GHz] [km/s]

[12C II] 2P3{2 Ñ2 P1{2 4 2 1900.5369 0 1

[13C II] Fp2 Ñ 1q 5 3 1900.4661 + 11.2 0.625

[13C II] Fp1 Ñ 0q 3 1 1900.9500 - 65.2 0.250

[13C II] Fp1 Ñ 1q 3 3 1900.1360 + 63.2 0.125

away from the [12C II] line, are accessible. However, each of the outer lines only carries

a fraction of the total intensity. The relative line intensities and Doppler shifts of the

[13C II] from the [12C II] emission line are stated in Table 2.1.

Carbon monoxide is a diatomic asymmetric molecule and therefore has a perma-

nent electric dipole. In contrast to atoms, molecules have additional rotational and

vibrational energy levels. The rotational energy levels can be approximated to (Gordy

and Cook, 1984):

EJ “ hB0JpJ ` 1q , (2.8)

where J is the total angular momentum and B0 “ h{p8⇡Iq is the rigid rotor rotation

constant with the moment of inertia I. The rotational energy ladder for the low-J

transitions, which trace the dense and cold regions in molecular clouds, is shown in

Fig. 2.3.

2.1.3 Einstein coe�cients

An atom or molecule is in statistical equilibrium if the transition rate which populates

a given energy level is balanced by the transition rate which depopulates that energy

level. Following Mangum and Shirley (2015), we can express the statistical equilibrium

as:

ni

ÿ

j

Rij “
ÿ

j

njRij , (2.9)

with the transition rates Rij and Rji between energy levels i and j and the particle

number density ni and nj of each state. Writing the transition rates in terms of

Einstein coe�cients and the probability of excitation and deexcitation of the energy
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levels through collisions, we can now express the above equation (2.9) as follows:

ni

«
ÿ

j

`
nCij ` BijJ̄⌫

˘
`

ÿ

j†i

Aij

�
“

ÿ

j

nj

`
nCji ` BjiJ̄⌫

˘
`

ÿ

j°i

nAji . (2.10)

In the following, we can derive the Einstein relations for a two-level system without

the loss of generality assuming detailed balance. We define i as the lower energy

state l and j as the upper energy state u, thus the term
∞

u†l Alu “ 0 vanishes. A

constant probability for spontaneous emission excitation is described by the Einstein

A coe�cient. The Aul coe�cient can be best understood by imagining an isolated

particle in an excited state u. Following the principle of minimum energy, the particle

will eventually transition from its excited energy state into a lower or ground state l

by emitting its excess energy in the form of a photon, see eq. (2.1). This process is

independent of the surrounding radiation field, thus the emission rate is only defined by

the number density of particles in the upper state nu and Aul, the constant probability

for emitting a photon per unit time.

The Einstein B coe�cients describe the probability for stimulated radiative excita-

tion and deexcitation. Both Blu and Bul coe�cients take the interaction of particles

with the surrounding radiation field into account. Thus, the Blu coe�cient gives the

probability for a particle in a lower state l to get excited to an upper state u by ab-

sorbing a photon, this is the reverse process described by eq. (2.1). An already excited

particle can be stimulated by an additional photon to go from the upper state u to its

lower energy level l:

Xu ` h⌫ Ñ Xl ` 2h⌫ . (2.11)

The probability for the stimulated emission is determined by the Blu coe�cient.

The probability C describes the probability for excitation and deexcitation of the

energy levels through collisions. This takes the interaction of particles with each other

into account. To derive the relation between the Einstein coe�cients, in the following

we consider only radiative excitation, thus Clu “ Cul “ 0. This simplifies equation

(2.10) to:

nlBluJ̄⌫ “ nupAul ` BulJ̄⌫ q . (2.12)

We now have three coe�cients Aul, Bul, and Blu, which characterize the transition

between the lower and upper state. However, we will show subsequently that these

quantities are not independent of each other. Thus, we will first derive the relation

between each of the coe�cients and solve the above equation (2.12) for J̄⌫ :

J̄⌫ “
Aul
Bul

nl
nu

Blu
Bul

´ 1
. (2.13)
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In thermal equilibrium (LTE), the relative population of both states follows the Boltz-

mann distribution:

nl

nu
“ gle

´ El
kBT

gue
´ Eu

kBT

“ gl
gu

e
h⌫0
kT , (2.14)

with the statistical weights gl and gu of the transition energy levels. Independent

of the LTE case, the above relation, eq (2.14), can be used to define the excitation

temperature:

Tex “
h⌫
kB

ln
´

nlgu
nugl

¯ . (2.15)

For the [C II] fine structure transition, the weights are gl “ 2 and gu “ 4. In case

of the H I 21 cm hyperfine transition, the statistical weights are gl “ 1 and gu “ 3. For

rotational linear molecules, such as CO, the statistical weights are given by g “ 2J ` 1

with the angular momentum quantum number J . Using equation (2.14), we can write:

J̄⌫ “
Aul
Bul

gl
gu

Blu
Bul

e
h⌫0
kBT ´ 1

. (2.16)

For a medium in thermal equilibrium, the radiation field J⌫ is determined by the Planck

function:

B⌫pT q “ 2h⌫3

c2
1

eh⌫{kBT ´ 1
. (2.17)

The Planck function is visualized for various temperatures, such as the CMB T “ 2.7K,

the cold neutral interstellar medium CNM T “ 80K, our Sun T “ 5778K, and an O-

type star T “ 37500K in Fig. 2.5. Leveraging the fact that B⌫ varies little on the scale

of the line width �⌫, we can set J̄⌫ “ B⌫ . Comparing both expressions in equation

(2.16) and (2.17) results in the Einstein relations:

glBlu “ guBul , (2.18)

Aul “ 2h⌫3

c2
Bul . (2.19)

These two Einstein relations connect the three Einstein coe�cients with each other.

Thus, it is su�cient to determine only one of the coe�cients to get all three. The Ein-

stein relations are an example of what is known as detailed balance relation connecting

a microscopic process to its inverse process, here emission and absorption. We note that

the energy density u⌫ is often used instead of J⌫ to define the Einstein B-coe�cients.

This leads to a di↵erence between the definitions by a factor of c{p4⇡q.
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2.1.4 Radiative transfer

I! I! + dI!

pathlength s s + ds

optical depth ! ! + #!

Figure 2.4: Sketch of the radiative transfer properties.

The frequency dependent intensity I⌫ of a beam of light propagating through interstellar

material will be a↵ected by absorption and emission of photons along the path s, see

Fig. 2.4. The changes in intensity dI⌫ are described by the equation of radiative

transfer:

dI⌫ “ ´I⌫⌫ds ` ✏⌫ds , (2.20)

with the “absorption coe�cient” ⌫ and the “emissivity” ✏⌫ at the frequency ⌫. Both

quantities can be expressed in terms of Einstein coe�cients and the number density of

particles in the corresponding state (Mangum and Shirley, 2015):

⌫ “ h⌫

4⇡
pnlBlu ´ nuBulq�⌫

“ c2

8⇡⌫2
gu
gl
nlAul

ˆ
1 ´ glnu

gunl

˙
�⌫ , (2.21)

and

✏⌫ “ h⌫

4⇡
Aulnu . (2.22)

The first term ´I⌫⌫ds on the right-hand side of equation (2.20) describes the change

in I⌫ due to absorption and stimulated emission, while the second term ✏⌫ds of the

equation takes spontaneous emission into account.

We can simplify the radiative transfer equation (2.20) by introducing the optical

depth ⌧⌫ :

d⌧⌫ “ ⌫ds . (2.23)

In the framework of radiative transfer, the optical depth is a more useful quantity than

the path length s. The medium is called opaque or optically thick for the observed
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emission if the integral of d⌧⌫ along the path is ⌧⌫ ° 1 close to the transition frequency

⌫0 of the observed line. Accordingly, the medium is called optically thin or transparent

for the observed line if ⌧⌫ † 1 at every frequency.

We can now rewrite equation (2.20) for the radiation transfer to:

dI⌫ “ ´I⌫d⌧⌫ ` S⌫d⌧⌫ , (2.24)

with the “source function”:

S⌫ “ j⌫
⌫

“ 2h⌫3

c2

ˆ
gunl

glnu
´ 1

˙´1

. (2.25)

To formulate the radiative transfer equation (2.24) in its integral form, we first multiply

both sides of the equation with e⌧⌫ and rearrange the equation, such that we get:

e⌧⌫ pdI⌫ ` I⌫d⌧⌫q “ e⌧⌫S⌫d⌧⌫

d pe⌧⌫I⌫q “ e⌧⌫S⌫d⌧⌫ . (2.26)

We can now integrate both sides of the above equation:

e⌧⌫I⌫ ´ I⌫,0 “
ª ⌧⌫

0

e⌧
1
S⌫ d⌧

1 , (2.27)

with the initial intensity I⌫,0 “ I⌫p⌧⌫ “ 0q. Rewriting and multiplying the equation

with e´⌧⌫ results in the radiative transfer equation in the integral form:

I⌫p⌧⌫q “ I⌫,0e
´⌧⌫ `

ª ⌧⌫

0

e´p⌧⌫´⌧ 1qS⌫ d⌧
1 . (2.28)

Equation (2.28) is the formal solution of the radiative transfer equation (2.20). The

intensity I⌫p⌧⌫q given by the above solution can be read as the initial intensity I⌫,0
attenuated by the material along the path by a factor of e´⌧⌫ plus the emission from

the cloud S⌫ d⌧ attenuated by e´p⌧⌫´⌧ 1q due to material along the column between the

observer and the point of emission.

For a medium in local thermal equilibrium (LTE) the energy level population cor-

responds to a single excitation temperature Tex. In this case, we express the source

function S⌫ by the Planck function B⌫pTexq. This assumption allows us to integrate

equation (2.28) analytically, which leads to:

I⌫ “ I⌫,0e
´⌧⌫ ` B⌫pTexq

`
1 ´ e´⌧⌫

˘
. (2.29)

The above equation (2.29) can be interpreted considering the two extreme cases. In

the limit of ⌧ Ñ 0, the equation simplifies to I⌫ “ I⌫,0, thus the radiation originating

from the background and moving through an optically thin medium does not change
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its initial intensity. In the optically thick limit, ⌧ Ñ 8, the equation simplifies to

I⌫ “ B⌫pTexq, which tells us that the radiation gets absorbed by the ISM and we only

detect the emission from the surface of the interstellar cloud.

In spectral line measurements, we are usually only interested in the emission com-

ing from the observed source itself, therefore we subtract the background continuum

intensity I⌫,0 (the ⌧ Ñ 0 limit) from the observed intensity I⌫ :

�I⌫ “ I⌫ ´ I⌫,0

“ I⌫,0e
´⌧⌫ ` B⌫pTexq

`
1 ´ e´⌧⌫

˘
´ I⌫,0

“ pB⌫pTexq ´ B⌫pTbgqq
`
1 ´ e´⌧⌫

˘
. (2.30)

The lower limit for the background temperature Tbg “ 2.7K is determined by the

cosmic microwave background radiation.

2.1.5 Brightness temperature

For short wavelengths, we can show that the brightness follows a linear relation, see

Fig. 2.5. For h⌫ ! kBT , the exponential term in the Planck function can be approxi-

mated by:

e
h⌫

kBT « 1 ` h⌫

kBT
` 1

2

ˆ
h⌫

kBT

˙2

, (2.31)

which leads to:

B⌫pT q « 2h⌫3

c2
1ˆ

1 ` h⌫
kBT

` 1
2

´
h⌫
kBT

¯2
˙

´ 1

“ 2⌫2kBT

c2
1

1 ` 1
2

h⌫
kBT

« 2⌫2kBT

c2

ˆ
1 ´ 1

2

h⌫

kBT

˙

“ 2⌫2kB
c2

ˆ
T ´ h⌫

2kB

˙
. (2.32)

Only the first term of equation (2.32) is temperature-dependent, which results in a

linear relation between brightness and temperature:

B⌫pT q « 2⌫2

c2
kBT . (2.33)
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Figure 2.5: Planck’s radiation law. The black body radiation spectrum of the cosmic

microwave background (CMB, T “ 2.7K) in gray, the cold neutral interstellar medium

(CNM, T “ 80K ) in blue, the Sun (T “ 5778K) in orange, and an O-type star

(T “ 37500K) as one can find in RCW 120 in red.

This approximation is known as the “Rayleigh-Jeans law”. With this approximation,

we can define the equivalent brightness temperature of a black body emission at a

temperature Tex:

J⌫pTexq “ c2

2⌫2kB
B⌫pTexq “ T0

e
T0
Tex ´ 1

, (2.34)

with the equivalent temperature of the transition T0 “ h⌫{kB. The above relation is

in general valid for frequencies:

⌫

GHz
! 20.84

ˆ
T

K

˙
. (2.35)

We can now use equations (2.33) and (2.34) to express the observed intensity in
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terms of brightness temperature:

Tb “ c2

2kB⌫2
�I⌫ . (2.36)

The above relation allows us to determine the corresponding temperature Tb for an

observed intensity, which is always valid. However, the relation is especially useful in

the Rayleigh-Jeans limit since in this case, the derived temperature is equal to the

excitation temperature of the observed transition line.

2.2 Observational radio astronomy

2.2.1 Antenna temperature and e�ciencies

Figure 2.6: Schematic antenna pattern in polar coordinates. The blue part indicates

the sensitivity of the forward half including the main beam and the side lobes. The

orange part shows the sensitivity of the rear side including the stray pattern.

In the previous sect. 2.1.5, we derived a simple linear relation (2.36) between the

intensity originating from an astronomical source and the corresponding brightness

temperature Tb. However, the fundamental nature of any observation makes it impos-

sible for us to detect a photon without interacting with it. Thus, the observed intensity
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is convolved with the antenna pattern P p✓,�q of the telescope. If the telescope is not

located in space, the observed signal is additionally a↵ected by atmospheric attenua-

tion. The relation between the brightness temperature of the emitting source and the

observed antenna temperature is (Kutner and Ulich, 1981):

TA “ Tb

˜¥
⌦s

Pnp✓ ´ ✓1,� ´ �1q p✓1,�1q d⌦1
¥

4⇡ Pnp✓,�q d⌦

¸
e´⌧aA , (2.37)

with the normalized antenna pattern Pnp✓,�q:

Pnp✓,�q “ P p✓,�q
Pmax

, (2.38)

the normalized source brightness distribution  p✓,�q (which is defined between zero and

one), the solid angle ⌦s subtended by the source, the optical depth of the atmosphere

⌧a, and the airmass A „ 1{ sinp"q, which is a function of elevation ".

Equation (2.37) implies that in order to determine the brightness temperature of

the emitting source from the observed antenna temperature, we need detailed knowl-

edge of the source structure and the antenna pattern. Therefore, it is more convenient

to rewrite the equation in terms of parameters that can be accessed by direct measure-

ments. To do so, we first divide the telescope pattern, which is shown schematically in

Fig. 2.6, into two regimes: (i) The forward part of the antenna pattern, which includes

the main beam and side lobes of the antenna, (ii) the rear side which contains the stray

pattern.

If we define the solid angle ⌦mb such that it covers the main lobe of the di↵raction

pattern, then we can determine the coupling e�ciency ⌘c, which describes the coupling

of the antenna to the source (covering the solid angle ⌦s):

⌘c “
¥

⌦s
Pnp✓ ´ ✓1,� ´ �1q p✓1,�1q d⌦1

¥
⌦mb

Pnp✓,�q d⌦ . (2.39)

If the source is smaller than the main beam, we need to take into account that

the source is unresolved and the observed intensity is smaller, therefore only a part of

the observed radiation is originating from the source itself. With this in mind, we can

define the corrected source intensity, known as the main beam temperature:

Tmb “ ⌘cTb . (2.40)

Without the knowledge of the source structure, Tmb is as close as one can get to the

“true” brightness temperature of the emitting source. We can now write the rela-

tion between the source-corrected intensity and the antenna temperature corrected for

atmospheric attenuation:

T 1
A “ TAe

⌧aA , (2.41)
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by combining equations (2.37), (2.39), and (2.40):

T 1
A “ Tmb

˜¥
⌦mb

Pnp✓,�q d⌦
¥

4⇡ Pnp✓,�q d⌦

¸
. (2.42)

The term inside the brackets can be expressed as the main beam e�ciency:

⌘mb “
¥

⌦mb

Pnp✓,�q d⌦
¥

4⇡ Pnp✓,�q d⌦ , (2.43)

which determines the fraction of power detected in the main lobe compared to the

total power detected. Thus, the relation between the main beam temperature and the

antenna temperature as shown in equation (2.42) can now be written in its compact

form:

Tmb “ T 1
A

⌘mb
. (2.44)

In the mm/sub-mm range, a common calibration procedure is the chopper wheel

method (Wilson et al., 2009) which gives access to the forward beam brightness tem-

perature:

T ˚
A “ T 1

A

⌘f
, (2.45)

with the forward e�ciency:

⌘f “
¥

2⇡ Pnp✓,�q d⌦¥
4⇡ Pnp✓,�q d⌦ , (2.46)

which determines the power fraction in the forward-facing half sphere in comparison to

the total power detected. The forward beam brightness temperature T ˚
A is commonly

referred to as the corrected antenna temperature and can be related to the main beam

temperature by:

T ˚
A⌘f “ Tmb⌘mb . (2.47)

We can subsequently rewrite the radiative transfer equation (2.30) in terms of main

beam temperature, which is commonly used in radio astronomy:

Tmb “ ⌘c pJ⌫pTexq ´ J⌫pTbgqq
`
1 ´ e´⌧⌫

˘
. (2.48)

In addition, we have included here the coupling e�ciency ⌘c (eq. 2.39), which is also

often called the filling factor f in the literature. The filling factor has values between

0 and 1 and gives the fraction of the area filled by the emitting source with respect

to the main beam of the telescope. However, extended sources much larger than the

beam size, such as molecular clouds, can still have a filling factor below one due to
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their clumpy nature. Note, if observing an extended source and a significant fraction

of the power is located in the side lobes, see Fig. 2.6, this can lead to an unwanted

pickup in the measurements.

2.2.2 Receiver calibration and radiometer equation

The noise temperature �rms of our measured signal is given by the radiometer equation

(Dicke, 1946), which follows from Gaussian statistics (a rigorous derivation can be done

from quantum field theory):

Radiometer equation

�rms “ Tsys?
tint�⌫

, (2.49)

with the integration time tint and the receiver bandwidth �⌫. The system temperature

is the sum of the receiver noise temperature Trec and the antenna temperature of the

sky TA,sky:

Tsys “ TA,sky ` Trec . (2.50)

The receiver output is given as system power Psys. The system temperature is connected

to the measured system power via the gain factor g:

Psys “ gTsys “ PA ` Prec “ gpTA,sky ` Trecq , (2.51)

Therefore the system power is the sum of the power received from the atmospheric

emission PA and the power from the receiver noise Prec. To determine the two unknown

parameters, the receiver temperature and gain factor, we need to measure the system

power of two radiation sources with di↵erent known temperatures:

Phot “ gpThot ` Trecq ,

Pcold “ gpTcold ` Trecq . (2.52)

This measurement method is known as “Hot-Cold-Load”. To stay in the dynamic range

of the receiver, we use the ambient temperature Tamb for the “Hot-Load”. Thus, Thot

can be simply measured by putting an absorber in the radiation path to the detector.

For Tcold, we can use a source that is substantially colder than the ambient temperature,

such as liquid nitrogen. We can now write the gain factor g as a function of measured

power and temperature:

g “ Phot ´ Pcold

Thot ´ Tcold
, (2.53)
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and the receiver temperature can be expressed as:

Trec “ Thot ´ Y Tcold

Y ´ 1
, (2.54)

with the Y-factor, which is the ratio between the two measured power values:

Y “ Phot

Pcold
. (2.55)

We note that the antenna temperature of the sky is a function of the atmospheric

temperature. Reducing the atmospheric contribution by placing the observatory at a

high altitude can substantially reduce the noise of the measurement. The radiometer

equation (2.49) states that the noise is proportional to the integration time by „ 1{?
tint

for a given bandwidth �⌫. Thus, doubling the integration time reduces the noise by

1{
?
2.

2.3 Physical properties of the interstellar medium

2.3.1 Column densities

A useful physical quantity is the column number density N , given by the integral of

the number of particles n per unit length s along the line-of-sight (LOS):

N “
ª
n ds . (2.56)

Since neither the path length nor the number density is directly observable, we

rather make use of the optical depth and the attenuation coe�cient. These are deter-

mined by intrinsic properties of the particles, such as the Einstein coe�cients, and the

energy level population of the interstellar particles, which is confined by the tempera-

ture of the gas:

⌧⌫ “
ª
⌫ ds

“ c2

8⇡⌫2
gu
gl
�⌫Aul

ª
nl

ˆ
1 ´ glnu

gunl

˙
ds

“ c2

8⇡⌫2
gu
gl
�⌫AulNl

ˆ
1 ´ glNu

guNl

˙

“ c2

8⇡⌫2

´
e

T0
Tex ´ 1

¯
Aul�⌫Nu . (2.57)

This equation relates the optical depth to the the total number of particles along the

line of sight either in the lower or upper state. Assuming LTE conditions, we can relate
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the column density of the particles in state i to the total column density N for a given

excitation temperature:

N

Ni
“ Q

gi
e

Ei
kBTex . (2.58)

The partition function Q can be determined by demanding that the sum over the

column density Ni of all possible states i is the total column number density:

N “
ÿ

i

Ni . (2.59)

Combining equation (2.58) and (2.59), we can write the partition function as:

Q “
ÿ

i

gie
´ Ei

kBTex . (2.60)

The energy levels of the ionized carbon line and hydrogen line can be expressed as a

two-level system. The corresponding partition function reads:

QÖ “ gle
´ El

kBTex ` gue
´ Eu

kBTex . (2.61)

Inserting equations (2.61) and (2.58) into (2.57), we find the temperature-dependent

conversion factor between the optical depth and the column number density for a

two-level atomic system:

⌧⌫,Ö “ NÖ
c2

8⇡⌫2
gu
gl
Aul�⌫

1 ´ e´ T0
Tex

1 ` gu
gl
e´ T0

Tex

. (2.62)

In order to eliminate the line profile in eq. (2.62), we need to integrate both sides. While

we could simply stay in frequency space, it is more convenient to work in velocity space.

The transformation is given by the Doppler shift d⌫ “ p⌫{cq dv, which results in the

following expression for the column number density:

Column density - two level system transition

NÖ “ 8⇡⌫3

c3
gl
gu

1

Aul

1 ` gu
gl
e´ T0

Tex

1 ´ e´ T0
Tex

ª
⌧Öpvq dv . (2.63)

We note that the integral over the normalized line shape is simply one. In the optically

thin case, the radiative transfer equation (2.48) becomes:

Tmb “ f pJ⌫pTexq ´ J⌫pTbgqq ⌧ . (2.64)
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This allows us to write eq. (2.63) in the more convenient form:

NÖ “ 8⇡⌫3

c3
gl
gu

1

Aul

1 ` gu
gl
e´ T0

Tex

1 ´ e´ T0
Tex

≥
Tmb dv

f pJ⌫pTexq ´ J⌫pTbgqq . (2.65)

Under the assumption of an optically thin line and for a given Tex, we obtain the

column density of the integrated spectral line. This is a very useful equation that al-

lows determining the column number density directly from the measured temperature.

However, the derived column density needs to be interpreted as a lower limit, since any

correction for the neglected optical depth will increase the value.

We now have derived an expression for the atomic two-level transition lines. In the

following, I will repeat the exercise for the rotational transitions of the CO molecule.

Similar to the previous derivation, we can start with equation (2.57) and subsequently

need to find the conversion factor from the column density of the excited state popu-

lation Nu to the total column density of the rotational transitions Nrot. The molecular

partition function can be approximated for diatomic linear molecules to (Mangum and

Shirley, 2015):

Qrot “
8ÿ

J“0

p2J ` 1q e´ EJ
kBT « kBT

hB0
` 1

3
. (2.66)

This gives us the relation between the optical depth and the total molecular column

density:

⌧⌫,rot “ NrotguAul
c2

8⇡⌫2
e

´ Eu
kBTex

´
kBTex

hB0

` 1
3

¯
´
e

T0
Tex

´1
¯
�⌫ . (2.67)

For a dipole transition, the Einstein coe�cient Aul for spontaneous emission can be

written as a function of the electric dipole moment µlu (Wilson et al., 2009):

Aul “ 64⇡4⌫3

3hc3
|µul|2 , (2.68)

with the dipole matrix element |µul|2 (Mangum and Shirley, 2015):

|µul|2 “ µ2S “ Ju
2Ju ` 1

, (2.69)

The line strength S “ J{p2J ` 1q is valid for linear molecular transitions J Ñ J ´ 1.

The rotation degeneracy gu for rotational molecular transitions is the product of the

rotational degeneracy, gJ and gK , and the spin degeneracy gs. However, for linear

molecules, the K degeneracy gK and the spin degeneracy gS are equal to one. Thus

only the rotational degeneracy gJ remains, which can be expressed as:

gJ “ 2Ju ` 1 . (2.70)
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This leads us to the following expression of the molecular optical depth:

⌧⌫,rot “ Nrot
8⇡3Juµ2⌫

3hc

e´ Tu
Tex

´
kBTex

hB0

` 1
3

¯
´
e

T0
Tex

´1
¯
�⌫ , (2.71)

with the equivalent temperature of the upper energy state Tu “ Eu{kB. Rearranging

the above equation to Nrot, transforming from frequency space to velocity space, and

integrating on both sides yield the following expression (Mangum and Shirley, 2015):

Column density - rotational molecular transition

Nrot “ 3h

8⇡3µ2Ju

ˆ
kBT

hB0
` 1

3

˙
e

Tu
Tex

´
e

T0
Tex ´ 1

¯ ª
⌧rotpvq dv . (2.72)

In the optically thin case, the equation simplifies to:

Nrot “ 3h

8⇡3µ2Ju

ˆ
kBT

hB0
` 1

3

˙
e

Tu
Tex

´
e

T0
Tex ´ 1

¯ ≥
Tmb dv

f pJ⌫pTexq ´ J⌫pTbgqq . (2.73)

With the above equations, we are now well-equipped to determine the column

density of the atomic and molecular ISM. Combining this information with the observed

angular size of the source and its distance to the observer, we can derive the mass of

the observed atomic or molecular cloud.

2.3.2 Optical depth

In the previous section, we derived the optical depth as a function of excitation tem-

perature and column number density. These parameters are, in general, not easily

accessible. However, under the assumption of a homogeneous medium, we can deter-

mine the optical depth from the intensity ratio between two isotopes (Ossenkopf et al.,

2013):

Optical depth

Tmb,12Cpvq
Tmb,13Cpvq “ J12CpTexq

J13CpTexq

ˆ
1 ´ e´⌧pvq

1 ´ e´ ⌧pvq
↵

˙

« 1 ´ e´⌧pvq

1 ´
´
1 ´ ⌧pvq

↵

¯

“ 1 ´ e´⌧pvq

⌧pvq ↵ . (2.74)
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With the corresponding error (Kabanovic et al., 2022):

�⌧ “
ˇ̌
ˇ̌ ⌧ 2

p1 ` ⌧qe´⌧ ´ 1

ˇ̌
ˇ̌
d
↵2T 2

13C�
2
rms,12C ` ↵2T 2

12C�
2
rms,13C ` �↵2T 2

13CT
2
12C

↵4T 4
13C

. (2.75)

Knowing the local carbon abundance ratio ↵ “ 12C{13C, we can derive with

eq. (2.74) the velocity resolved optical depth for C` and CO if both isotopes are ob-

served. To take into account that the [13C II] emission splits into three lines, as shown

in Fig. 2.2, we can average the lines weighted by their relative line intensity (Guevara

et al., 2020):

Tr13C IIspvq “
∞

FÑF1

´
s
FÑF1
�rms

¯2 Tr13C IIs
FÑF1 pv´�v

FÑF1 q
s
FÑF1

∞
FÑF1

´
s
FÑF1
�rms

¯2 . (2.76)

The rms of the scaled and averaged hyperfine lines can be determined by:

�rms,r13C IIs “ �rmsa∞
FÑF1 s2FÑF1

„ 1.46 �rms . (2.77)

It might seem counter-intuitive that the averaged rms is increasing. However, the

increase of the rms is a result of the scaling by the relative line intensity of each

satellite.

2.4 Isotope ratios

As discussed in the previous section 2.3.2, the intensity ratio between two carbon

isotopes gives access to the optical depth (eq. (2.74) assuming that both isotopes have

the same excitation temperature, since both have the same collision partners) of the

observed atom or molecule when compared to the local isotope abundance ratio ↵.

In this section, I give an introduction into the nuclear fusion reaction leading to the

observed isotope abundance ratio in the ISM.

In the framework of the standard big bang model, the production of some light ele-

ments such as hydrogen, deuterium, helium, and lithium can be explained (Boesgaard

and Steigman, 1985). Heavier elements are produced in the sequential nuclear burning,

which takes place in the hot central cores of stars. This burning sequence follows the

order: H, He, C, Ne, O, and Si and stops with the formation of iron in the stellar core.

Heavier elements can be formed during a supernova explosion of massive stars.

The primary carbon isotope 12C is produced in the triple-alpha process:

4
2He ` 4

2He Ñ 8
4Be ,

8
4Be ` 4

2He Ñ 12
6C ` 2� . (2.78)
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The interaction of the produced carbon with an alpha particle will lead to the formation

of oxygen:

12
6C ` 4

2He Ñ 16
8O ` � . (2.79)

These primary elements are synthesized directly from H or He in stellar cores in

the first generation of stars. Secondary products of nucleosynthesis, on the other hand,

need heavier elements that can only be produced in the later generations of stars.

These secondary elements lag behind the primary product during the evolution of the

universe. However, they are expected to increase in abundance with increasing time.

Moreover, the abundance of an element is not only determined by whether it is

a primary or secondary product, but its formation and propagation back into the

interstellar medium are constrained by the stellar type and its evolution (Wilson and

Matteucci, 1992; Wilson, 1999). For this work, the carbon abundance ratio is relevant.
12C is produced and ejected into the ISM by stellar winds of low- to intermediate-mass

stars (mass 1 ´ 8Md) or the ejection from planetary nebulae. Massive stars can eject

carbon through supernovae explosions, Wolf-Rayet stars by their extreme stellar winds.

On the other hand, 16O is only ejected back into the ISM by massive stars with a mass

° 8Md through SN explosions.

The secondary carbon isotope 13C is produced through the CNO (carbon, nitrogen,

oxygen) burning cycle in stellar envelopes. The 13C isotope is formed by an incom-

plete proton burning of the primary isotope 12C inside the envelopes of red-giant stars

(Wilson, 1999):

12C ` H Ñ 13N ` � ,
13N Ñ 13C ` e` . (2.80)

A subsequent reaction of 13C with a proton would produce 14N, however, this reaction

is not completed. Instead, 13C is mixed by convection in the outer parts of the stellar

envelope and ejected into the ISM by stellar winds.

2.4.1 Spatial distribution of the carbon isotope ratio in the

Milky Way

Since secondary products, such as 13C, are produced from their primary isotope 12C,

we can expect the 12C/13C ratio to decrease with time or in regions with an enhanced

stellar density. In our galaxy, the Milky Way, we have the highest concentration of

stars toward the galactic center, the galactic plane in general, and in the spiral arms.

Star counts decrease outwards of the galactic plane. Accordingly, we would expect a

carbon ratio gradient as a function of distance from the galactic center, increasing from

the center outwards to the edge of the galaxy.
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The carbon ratio along the galaxy was determined using CN, CO, and H2CO ob-

servations. Milam et al. (2005) applied a linear least-square fit to the combination of

all measurements. The linear function resulting from the fit that describes the carbon

isotopic ratio as a function of galactocentric distance DGC is (Milam et al., 2005):

Galactic carbon isotope ratio

12C{13C “ 6.21p˘1.0qDGC ` 18.71p˘7.37q . (2.81)

We usually have access to the heliocentric distance DHC, for example, through

trigonometric parallax measurements. The conversion to the galactocentric distance is

given by:

DGC “
b

pD1
HC cosplq ´ RGCq2 ` D12

HC sin2plq , (2.82)

with the distance to the galactic center RGC “ 8178 ˘ 13stat. ˘ 22sys (Gravity Col-

laboration et al., 2019), the heliocentric distance projected onto the galactic plane

D1
HC “ DHC cospbq and the galactic longitude l and latitude b. If not otherwise stated,

we use the above equation (2.81) to derive the local abundance ratio in this work.

2.4.2 Carbon fractionation

While on galactic scales, the carbon isotopic ratio follows a linear gradient (eq. 2.81),

the isotopic ratio can locally be a↵ected by fractionation e↵ects. The most important

carbon fractionation reaction is (Ossenkopf et al., 2013):

13C` ` 12CO ››áâ›› 12C` ` 13CO ` �E . (2.83)

At high temperatures, significantly above �E “ 35K (Woods and Willacy, 2009),

the above reaction eq. (2.83) is equally probable in both directions. However, at low

temperatures, the forward reaction becomes favorable. Thus, 13C` is bound into its

molecular form 13CO, while additional C+ is produced. This reaction increases the

abundance ratio for the ionized carbon ↵` compared to the elemental carbon ratio ↵,

thus ↵` ° ↵.

The enrichment of 12C` at low temperatures is counteracted by the self-shielding

of the carbon molecule 12CO against the photo-dissociating radiation. Because of the

lower column density of the 13CO, it requires a larger cloud depth to become optically

thick. This results in a larger fraction of 12C bound in the molecular form, which

decreases the ionized abundance ratio compared to the elemental abundance ratio,

thus ↵` † ↵.

To quantify the two competing processes against each other Röllig and Ossenkopf

(2013) performed model simulations of photodissociation regions using the KOSMA-⌧
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model. The authors predicted that the ionized carbon abundance ratio is found

to be higher or equal to the elemental abundance ratio. The fractionation ratio is

equal to the elemental ratio at low visual extinctions Av, but increases with increas-

ing Av. The visual extinction can be related to the hydrogen column density by

NH “ 1.9 ¨ 1021 cm´2Av (Bohlin et al., 1978).

2.5 Photodissociation regions

Photodissociation regions (PDRs) are a direct result of the interaction of stellar FUV

radiation with the surrounding atomic and molecular gas. They are found around OB-

type stars, emitting a su�cient amount of energetic photons between 6 and 13.6 eV,

such that the chemistry of the cloud is dominated by the FUV radiation (Tielens and

Hollenbach, 1985). PDRs are therefore often referred to as photon-dominated regions

(Sternberg and Dalgarno, 1995).

Higher energy photons above 13.6 eV will ionize the surrounding hydrogen, creating

an H II region around the star embedded in the ISM. The PDR is located between

the hot, T „ 104 K, ionized region and the molecular phase. It is characterized by

its layered structure in contrast to the sharp transition of an H II region, as shown

schematically in Fig. 2.7. Absorption of all photons at energies • 13.6 eV leaves all

atoms with ionization potentials higher than that of hydrogen, such as oxygen or

nitrogen, in a neutral state. However, these hot ionized H II regions have low visual

extinctions of Av † 0.1.

The hydrogen gas near the surface of the PDR region will be heated to 100´1000K

through photoelectric heating (P.E). Electrons ejected from grains and PAHs (Tielens

and Hollenbach, 1985) carry the excess energy from the ionization process into the

surrounding medium. The heating is mainly balanced by cooling through fine-structure

line emission of [C II] 158µm, [O I] 63µm, and the high-J rotational transitions of the

CO molecule, thus the C`/C/CO transition is fundamentally important to determine

the energy balance and the line intensities of PDRs. Ionized carbon C` is mainly

formed by photoionization of carbon:

C ` h⌫ Ñ C` ` e´ , (2.84)

forming the outer ionized layer. At the edge of the cloud, neutral carbon is mainly

produced by radiative recombination

C` ` e´ Ñ C ` h⌫ . (2.85)

Further into the cloud, the FUV intensity decreases and therefore also the photodisso-

ciation of molecules forming a molecular layer. At Av „ 0.1 ´ 0.8 (see Schneider et al.

(2022) and references therein) we find the H I to H2 transition region. Deeper into the
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Figure 2.7: Schematic illustration of the layered characteristics of a PDR. The main

heating mechanisms are indicated in red. At the surface of the PDR, photoelectric

heating (P.E.) is dominant, while deeper into the cloud, cosmic-ray ionization (C.R.)

takes over. The main cooling lines for each PDR layer are shown in blue. Note that

the exact Av values depend on the ratio of the radiation field and density, G0{n, thus
a lower G0{n, or a simply lower UV field moves the hydrogen and carbon transitions

to lower Av. The image is adapted from Wolfire et al. (2022).

cloud at Av „ 2 ´ 4, neutral carbon, C, and CO are formed by a series of ion-neutral

reactions. Note that the exact Av values depend on the ratio of radiation field and

density, G0{n, thus a lower G0{n, or a simply lower UV field, moves the hydrogen and

carbon transitions to lower Av (Wolfire et al., 2022). The region where hydrogen is al-

ready in the molecular form, but CO is not yet readily detectable, is known as CO-dark

molecular gas (Grenier et al., 2005; Wolfire et al., 2010). Even deeper into the cloud,

the temperatures drop down to T „ 10K. The gas is mainly heated by cosmic-ray

ionization (CR) while the cooling is dominated by the low-J rotational transitions of

the CO molecules.

2.6 HISA

In section 2.3.2, we discussed how to calculate the optical depth from the measured

line intensity di↵erence between two isotopes. In the case of hydrogen, it is di�cult

to access the deuterium isotope due to its weak emission and contamination by the



2.6. HISA 35
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Toff
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Figure 2.8: Schematic representation of the HISA analysis. The grey cloud indicates

the origin of the continuum emission Tcont. The dark orange cloud indicates the source

emission Tbg. The blue cloud indicates the cold absorbing hydrogen cloud with the

temperature THISA. The light orange cloud indicates a possible emitting foreground

cloud located between the observed source and the observer. Ton indicates the intensity

observed along the line of sight towards the source. To↵ shows the intensity measured

along the line of sight toward the o↵-position with no absorption. The image is adapted

from Wang et al. (2020).

widespread hydrogen emission. However, we can make use of the abundance and

homogeneity of the hydrogen emission to determine the optical depth of cold-absorbing

hydrogen. To quantify the hydrogen self-absorption (HISA), we determine the intensity

di↵erence between hydrogen emission a↵ected by self-absorption Ton to a position free

of absorption e↵ects To↵ , see Fig. 2.8. Similar to Guevara et al. (2020), we use a

multi-layer approach following Wang et al. (2020). The observed intensity toward the

source Ton consists of the source emission Tbg, the absorption by cold hydrogen THISA,

and additional emission by a possible warm emitting foreground cloud, see Fig. 2.8.

Subtracting the continuum emission from the observed spectrum, we can write the

resulting intensity as:

Tonpvq “ Tfg

`
1 ´ e´⌧fgpvq˘

` THISA

`
1 ´ e⌧HISApvq˘ e´⌧fgpvq

` Tbg

`
1 ´ e´⌧bgpvq˘ e´r⌧fgpvq`⌧HISApvqs

´ Tcont

`
e´r⌧fgpvq`⌧HISApvq`⌧bgpvqs ´ 1

˘
. (2.86)
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The “o↵”-position can be determined by moving spatially away from the “on”-position

until the absorption dip, visible in the spectrum, disappear. Thus, the o↵-spectrum is

free of HISA.

To↵pvq “ Tfg

`
1 ´ e´⌧fgpvq˘

` Tbg

`
1 ´ e´⌧bgpvq˘ e´⌧fgpvq

´ Tcont

`
e´r⌧fgpvq`⌧bgpvqs ´ 1

˘
. (2.87)

The observed di↵erence between the on- and the o↵-spectrum Ton´o↵ “ Ton ´ To↵ can

be expressed as (Wang et al., 2020):

Ton´o↵pvq “
`
THISA ´ Tbg

`
1 ´ e´⌧bgpvq˘ ´ Tconte

´⌧bgpvq˘ `
1 ´ e´⌧HISApvq˘ e´⌧fgpvq , (2.88)

with the temperature of the cold absorbing hydrogen cloud THISA, the continuum emis-

sion Tcont, and the intensity from the o↵ position To↵ , which is free of absorption. As-

suming that the background and foreground components are optically thin, ⌧fg, ⌧bg ! 1,

we can simplify the above equation (2.88) to:

Ton´o↵pvq “ pTHISA ´ pTo↵pvq ´ Tcontq ¨
`
1 ´ e´⌧HISApvq˘ . (2.89)

The dimensionless parameter p is defined as:

ppvq “ Tbg

`
1 ´ e´⌧bgpvq˘

To↵pvq , (2.90)

thus, p can take a value between 0 and 1. For p “ 1, there is no foreground emission and

for p “ 0, there is no background emission from the observed source. If not otherwise

stated, we assume no foreground cloud, thus p “ 1 reduces the equation to a two-layer

model. This gives an expression for the HISA optical depth (Kabanovic et al., 2022):

HISA optical depth

⌧HISApvq “ ´ ln

ˆ
1 ´ Ton´o↵pvq

THISA ´ To↵pvq ´ Tcont

˙
. (2.91)

The HISA temperature is the only parameter in eq. (2.91), which is not directly

measured. However, we can utilize the absorption dip intensity Ton,min to derive an

upper limit for the HISA temperature:

THISA,max “ Ton,min ` Tcont . (2.92)

Simulations of molecular clouds performed by Seifried et al. (2022) showed that

the amount of cold-absorbing hydrogen is underestimated due to the assumption of a
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single temperature. Thus, using the upper limit for equation (2.91) leads to results

closest to the actual hydrogen column density.

Knowing the velocity resolved optical depth and temperature of the cold hydrogen

cloud, we can derive the hydrogen column number density. Taking into account that

for any possible excitation temperature Tex " T0, we can simplify equation (2.63) to:

NH “ 8⇡⌫3

c3
1

Aul

Tex

T0

ˆ
gl
gu

` 1

˙ ª
⌧pvq dv

“ 1.823 ¨ 1018 rcm´2sTex

rKs

ª
⌧pvq dv

rkm s´1s . (2.93)

Knowing in addition the distance to the hydrogen cloud, we can determine its mass:

MH “ mHNHAobs , (2.94)

with the hydrogen mass mH and Aobs the observed angular area scaled by the squared

heliocentric distance.





SOFIA legacy

As part of the GREAT-team (PIs J. Stutzki and R. Güsten) I had the unique oppor-

tunity to participate in more than 50 flights with the Stratospheric Observatory for

Infrared Astronomy (SOFIA). I was responsible for setting up the computer systems

and performing the observations. These consisted of service observing for projects ac-

cepted from the astronomical community, my own PI projects from accepted SOFIA

proposals, and observations for two large programs: the large scale [C II] mapping of

Orion A (C` Squad) and the FEEDBACK SOFIA legacy program, of which I am a

member. In the following section 3.1, I will briefly introduce SOFIA, followed by an

overview of the GREAT-instrument in section 3.2. In section 3.3, I will introduce the

Orion A C` Squad, the first large-scale mapping project with the GREAT-instrument.

These pioneering observations covered a square-degree map of Orion A in [C II] (Hig-

gins et al., 2021). The success of the large mapping project laid the foundation of the

SOFIA legacy program FEEDBACK, introduced in section 3.4.

3.1 SOFIA

The Stratospheric Observatory for Infrared Astronomy (SOFIA) is a modified Boeing

747SP that carries a 2.7m large telescope (which has an e↵ective diameter of 2.5m) as

shown in Fig. 3.1. The airborne observatory is a joint German-American (DLR-NASA)

project to explore the universe from infrared to sub-millimeter wavelengths. These

wavelengths are mostly not accessible by ground-based telescopes because of the poor

transmission of the atmosphere. SOFIA operates in the stratosphere at 38,000-45,000

feet (11.6 - 13.7 km), above most of the absorbing atmosphere. This allows to observe

lines such as [C II] at 158µm and [O I] at 63µm and 145µm, which are the most impor-

tant cooling lines of the ISM. The advantage of an Aircraft over a Spacecraft is that

instruments can be swapped between flights, maintained, and upgraded. Thus, mul-

tiple receivers were used on board SOFIA over its lifetime, such as FORCAST (Faint

Object Infrared Camera for the SOFIA Telescope), EXES (Echelon-Cross-Echelle Spec-

trometer), HAWC+ (High-resolution Airborne Wideband Camera Plus), FIFI-LS (Far

Infrared Field-Imaging Line Spectrometer) and GREAT (German REceiver for Astron-

https://www.sofia.usra.edu/
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Figure 3.1: The Stratospheric Observatory for Infrared Astronomy (SOFIA) at the

Armstrong Flight Research Center in Palmdale, CA, USA, before an observation flight.

Credit: S. Kabanovic.

omy at Terahertz Frequencies). In addition, the SOFIA instruments could be tuned

during the observations because they are located in the cabin with the science team.

The unique mobility of an airborne observatory enables observation not accessible from

the ground or spacecraft, such as planetary occultations.

3.2 GREAT

The German REceiver for Astronomy at Terahertz Frequencies (GREAT) is a multi-

pixel spectrometer (Risacher et al., 2018) mounted on board SOFIA, which is shown

in Fig. 3.2. The GREAT instrument was developed in a consortium between the Max

Planck Institute for Radio Astronomy (MPIfR) and the I. Physikalisches Institut at

the University of Cologne (KOSMA) in cooperation with the Max Planck Institute for

Solar System Research and the DLR Institute of Planetary Research. GREAT is a PI

instrument, but supports Open Time observations in collaborative mode.
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Figure 3.2: German REceiver for Astronomy at Terahertz Frequencies (GREAT)

mounted on board SOFIA. Credit: S. Kabanovic.

The GREAT-instrument was used in two di↵erent configurations: 4GREAT and up-

GREAT. The upGREAT configuration employed two channels, the low-frequency array

(LFA) and the high-frequency array (HFA). The LFA consists of two hexagonal arrays,

each having 7 pixels per polarization, and covers a frequency range of 1.83´ 2.07THz.

This allows to observe [C II] and [O I] 145µm. Both lines can also be observed in par-

allel (one line in each polarization). The beam size of each pixel at the [C II] frequency

is 14.12. The HFA is also equipped with a 7-pixel hexagonal array but in single-

polarization. It gives access to the [O I] 63µm line with a beam size of 6.32. LFA and

HFA can observe in parallel, covering up to six of the most important cooling lines of

the ISM at once. The array geometry is visualized in Fig. 3.3.

The 4GREAT configuration has a single pixel with four channels, covering the

frequencies 91–635, 890–1090, 1240–1525, and 2490–2590GHz (Duran et al., 2021).

The covered frequency range allowed access to the high-J rotational lines of CO.
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Figure 3.3: GREAT pixel geometry. The GREAT LFA is shown in orange and HFA

in blue. The orange and blue dots indicate the 84 dumps every 5.22 during a single

scan. The array is rotated by ´19.1˝ relative to the scanning direction. LFA produces

in a single scan a 72.62 wide stripe and the HFA a 27.22 wide stripe.

3.3 C` Squad: Large scale [C II] emission from Orion A

In a pilot project during open time (OT), a 1.15 square degree velocity resolved map

of Orion A was covered in the [C II] line (PI A. Tielens, ID 04 0066). With „ 2.4

million spectra observed (and „ 0.6 million spectra inside the gridded spectral cube),

this is the largest high angular resolution [C II] spectral data cube so far observed. The

project was observed over 13 flights during two flight series in November 2016 and

February 2017. To cover this large area in a reasonable time, the on-the-fly (OTF)

array mapping approach was chosen, which utilizes the hexagonal geometry of the

GREAT-pixel array. This observing method allows us to observe a 72.62 wide stripe

with just two scans separated by 5.22 (each pixel has a beam size of 14.12), see Fig. 3.3.
In contrast to the classical OTF scan, where each position in the map is covered with

every pixel of the array (besides the map edge), like in a single-pixel observation mode,

we lose S/N and pixel redundancy but gain significant mapping speed. To compensate

for this loss, the map is observed twice, with the second coverage perpendicular to the

first scanning direction. Each position on the sky is then covered by at least 4 pixels.

The large size of Orion required to split the target area into 78 square tiles (Higgins

et al., 2021) with a side length of 435.62. The size of a tile is determined by the

stability of the system, thus the amount of time one can spend on target until an o↵-

position measurement becomes necessary due to drifts in the system. For the GREAT

instrument, an appropriate time on target was approximately À 30 s. To achieve a map

sampled every 5.22, the spectrometers integrated for 0.3 s while the telescope moved

across the target tile at a constant speed, resulting in 84 spectra per scan and array

pixel.

The observations can be a↵ected by standing waves due to back-reflections on par-

allel mirror surfaces in the radiation path, such as the secondary mirror or between

the amplifier chain. The baseline of the spectra can thus show features that need to

be corrected. A common procedure is a polynomial fit to the spectral baseline struc-
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Figure 3.4: Channel maps [C II] emission from Orion A between -1 to 15 km s´1.

At blueshifted velocities, the Orion Veil is visible toward the south. At the systemic

velocity of „ 10 km s´1, M 43 and the Huygens Region which includes the characteristic

PDR Orion Bar are visible at the center of the map. Toward redshifted velocities,

NGC 1977 becomes visible to the north.
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ture, assuming that these baseline features are slowly changing and, therefore, can be

interpolated below the emission line. However, this assumption is not always valid.

While choosing a suitable polynomial order for a single spectrum is straightforward,

it is not feasible to do so for millions of spectra. In such cases, a simple polynomial

order 3 fit is used to correct the baseline for low-order e↵ects such as an o↵set or a

linear slope, which usually leaves baseline artifacts in the resulting map. To correct the

remaining higher-order artifacts, Higgins et al. (2021) fitted the observed o↵-spectra

with a spline profile generating a spline catalog for the observed data. Each baseline

of the on-spectra is then compared to the spline catalog. Each spline is scaled on the

baseline, and the minimum chi-square of the subsequent fit determines the best match.

The resulting channel maps of the [C II] emission in Orion A is shown in Fig. 3.4.

The spectral cube is convolved with a Gaussian kernel to a resulting resolution of

182. The strongest [C II] emission arises from the bright PDRs in the center of the

map at the systemic velocity „ 10 km s´1, illuminated by the star ✓1-Ori C. Lower-

surface brightness [C II] emission is found everywhere in the map and correlates well

with IR emission seen by the Spitzer telescope. In channel maps (see Fig. 3.4) and

position-velocity maps, shown in Higgins et al. (2021) and Pabst et al. (2020), the three

expanding bubbles were identified: NGC 1977 (to the north at redshifted velocities),

M 43 (toward the center at the systemic velocity), and the Orion Veil (toward the south

at blueshifted velocities), which give Orion A its characteristic dragon-like shape.

A first analysis of the velocity resolved spectra revealed that [C II] is a direct tracer

of the gas kinematics. Pabst et al. (2019, 2020) showed that the Orion Veil bubble,

located to the south of the Orion A complex, is expanding fast with a velocity of

13 km s´1, compressing the surrounding medium to a thin shell. It was determined

that the bubble is stellar wind-driven, where mechanical energy is e�ciently converted

into the kinetic energy of the expanding shell. These remarkable results showed that the

e↵ects of the stellar wind on the energy balance of the ISM had been underestimated

so far.

3.4 SOFIA legacy program FEEDBACK

The SOFIA legacy program FEEDBACK was initiated after the Orion A large-scale

mapping pilot project. In this open time program, the [C II] 158 µm line and the [O I] 63

µm line were observed in parallel. PIs are A. Tielens from the University of Maryland

and N. Schneider from the University of Cologne. A team of „30 experts from world-

wide institutes constitutes the consortium. The program was granted „100 hours of

observing time and started in 2019 (Program number 07 0077). It was finished at 77%

of the proposed area observed when the SOFIA program was terminated in September

2022. The overall goal of this project is to investigate how stellar feedback by massive

stars impacts the surrounding interstellar medium. More specifically, FEEDBACK

https://feedback.astro.umd.edu
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Table 3.1: FEEDBACK sources overview (Schneider et al., 2020).

Region RA Dec DHD FUV Spectral type

(1) (2) (3) (4) (5)

Cygnus X 20:38:20.22 42:24:18.29 1.4a 290 „ 50 O, 3 WR

M 16 18:18:35.69 -13:43:30.98 1.74b 300 1 O4, „ 10 late O

M 17 18:20:43.16 -16:06:14.87 1.98c 1295 2 O4, „ 10 late O

NGC 6334 17:20:14.07 -35:55:05.18 1.3d 580 5 O5–8, 8 B

NGC 7538 23:13:46.41 61:31:42.01 2.65e 904 1 O3

RCW 49 10:24:11.57 -57:46:42.50 4.21f 555 2 WR, 12 early O

RCW 79 13:40:05.86 -61:42:36.94 4.2g 140 2 O4, „ 10 late O

RCW 120 17:12:22.82 -38:26:51.61 1.68b 375 1 O8

RCW 36 08:59:26.81 -43:44:14.06 0.95h 413 1 O8, B-cluster

W 40 18:31:28.58 -02:07:35.39 0.26i 237 1 O, 2 B

W 43 18:48:01.04 -01:58:22.27 5.49j 741 OB, WR cluster

(1, 2) Coordinates of the central position of the observed [C II] maps.
(3) Distance to the sources in kpc. aRygl et al. (2012), bKuhn et al. (2019), cWu et al. (2019),
dChibueze et al. (2014), eMoscadelli et al. (2009), fCantat-Gaudin et al. (2018), gRusseil et al.
(1998), hMassi et al. (2019), iOrtiz-León et al. (2017), jZhang et al. (2014)
(4) Spatially averaged FUV-field in Habing units [G0], determined from the 70µm and 160µm
Herschel FIR-flux maps (Schneider et al., 2016).
(5) Dominant stars and their spectral types.

helps to determine the radiative coupling of PDR gas to FUV photons, quantify the

energy injection into the ISM by winds and radiation, and determine radiative heating

e�ciencies. The great value of FEEDBACK is that it observes 11 galactic high mass

star formation regions in [C II] and [O I] 63µm and thus allows to compare the prop-

erties of regions with di↵erent physical conditions and to obtain a larger sample that

can also be used to compare to extragalactic studies.

Table 3.1 lists the observed sources with their central coordinates, distance, average

FUV field, and associated stellar cluster. All these star formation regions were chosen

so that a large variety of physical conditions is covered. For example, RCW 120 has only

a single O-type star approximately at the center of the spherical H II region (sect. 3.4.1),

while Cygnus X contains a massive OB-type cluster with more than 160 OB stars with

a complex spatial distribution (sect. 3.4.2).

To cover the 11 targets, we profited from the high observing speed of the OTF

array mapping. Since the HFA array beam size is much smaller than that of the LFA,

see Fig. 3.3, it is generally the leading array to achieve fully sampled maps for both

observed lines. However, the small array size of the HFA would require a substantial

amount of time to cover the entire target areas in the “classical” observing mode.
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Figure 3.5: FEEDBACK mapping scheme to optimize the observations of [C II] and

[O I] that were carried out in parallel. Left panel: The four coverages with the LFA

([C II] observations). Right panel: the resulting pattern for the coverage with HFA

([O I] observations). The first coverage is shown by the blue data at the top. The

second coverage, which the scanning direction perpendicular to the first coverage, is

shown below in orange. Then, both arrays are shifted by (-362, -362). The following

two panels show the third coverage in green (scanning direction parallel to the first

coverage) and the fourth coverage in red (scanning direction parallel to the second

coverage).
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Thus, an alternative approach was used to optimize the mapping speed, as shown in

Fig. 3.5. Each tile is covered four times in the OTF array mapping mode using LFA as

the leading array. First, two coverages with perpendicular scanning directions to each

other are performed as described in section 3.3, see also Fig. 3.5. This produces a fully

sampled [C II] map with enough pixel redundancy. To cover the missing positions in

the [O I] map, we observe two additional coverages shifting the array by (-362, -362).
With this method, the S/N of the [C II] map was increased, which gives access to the

weak [13C II] lines, and a continuous, approximately beam sampled [O I] map could be

achieved.

As discussed in section 3.3 the spectral baseline might be a↵ected by instabilities

in the atmosphere or the instrument. The standard baseline reduction method of

subtracting a polynomial fit from the baseline might not be su�cient for some spectra.

In order to ensure the best possible data quality, we employ a more sophisticated

method that is based on methods of the principle components analysis (PCA). In

short, PCA determines the “eigenspectra” of the observations, which trace most of the

variability of the emission-free o↵-spectrum (Buchbender in prep.). Subsequently, these

components are subtracted, which removes the systemic variations from the on-spectra

resulting in a flat baseline. A more detailed description of PCA is found in Tiwari

et al. (2021); Schneider et al. (2023).

One of the objectives for the FEEDBACK observations of the 11 high-mass star

formation regions (Table 3.1) was to quantify the di↵erent feedback processes from

stellar winds and stellar radiation. While the energy carried by the stellar wind is only

a fraction compared to stellar radiation, Luisi et al. (2021); Bonne et al. (2022) showed

that the energy from stellar winds can be converted e�ciently into the kinetic energy

of the expanding bubble.

In the following, I will give an overview of the two regions that were studied within

this thesis, RCW 120 and Cygnus X.

3.4.1 RCW 120, the perfect bubble?

The H II region RCW 120 and its associated molecular cloud is located at a distance

of „ 1.7 kpc (Kuhn et al., 2019). Figure 3.6 shows an IR image of this region, nicely

illustrating how hot ionized gas fills a bubble-like cavity surrounded by a ring of denser

and cooler gas associated with a bright PDR. For that reason, RCW 120 is often

referred to as the perfect bubble (Deharveng et al., 2009). RCW 120 is excited by a

single ionizing O6-8/III type star located slightly south of the center of the H II region.

The region was studied at many wavelengths (see Kabanovic et al. (2022) and references

therein), but never in the [C II] line and in higher-J CO lines. This was done within

FEEDBACK and the line integrated [C II], 12CO and 13CO (3 Ñ 2) maps between ´20

to 10 kms´1 are shown in Fig. 3.7. The [C II] emission, as shown in Fig. 3.7a, displays

the characteristic ring-like shape of RCW 120 since the emission from the ionized
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Figure 3.6: Infrared image of the Galactic H II bubble RCW 120, seen with the Spitzer

telescope. The H II region is visible in red at 24µm emission and indicates ionized gas

mixed with hot dust inside the bubble. Cooler dust and gas is seen as a ring-like feature

at 5.8 and 8µm emission in blue/green. In particular, the UV illuminated edge of the

ring shows up as bright PDR in grey/white. The ring is broken in the north, where

ionized gas can escape into the interstellar medium. Credit: Spitzer Space Telescope,

IRAC, MIPS.

carbon traces the warm surrounding PDR surfaces. However, low-surface brightness

[C II] emission is also visible from the projected center of the H II region.

CO emission is shown in Fig. 3.7b and Fig. 3.7c for 12CO and 13CO (3 Ñ 2) re-

spectively. The data were observed with the Atacama Pathfinder Experiment (APEX),

supplementing the [C II] SOFIA observation. The molecular emission does not show the

spherical geometry of RCW 120 as clearly, but rather traces the cold clumpy material

found deeper in the surrounding cloud. The molecular layer encloses the ionized layer,

forming the characteristic PDR layering in a U-shaped geometry with an opening to

the north. In addition, two lanes, visible in 13CO (Fig. 3.7c), span diagonally across

the H II bubble. These two lanes are clearly visible in H↵ absorption and thus are

located in front of the H II region (Zavagno et al., 2007). In the dense molecular cloud,
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(a) [C II] emission.

(b) 12CO (3 Ñ 2) emission.

(c) 13CO (3 Ñ 2) emission.

Figure 3.7: Intensity maps of RCW 120

integrated between ´20 and 10 kms´1. (a)

Line integrated [C II] emission. The col-

ored contours outline the clusters deter-

mined by a dendrogram-based approach

(Rosolowsky et al., 2008; Robitaille et al.,

2019). (b) and (c) show the color coded

line integrated 12CO and 13CO (3Ñ2) emis-

sion. The [C II] contours range from black

to white in intensity levels of 60, 100, 140,

180, 220Kkms´1. The two grey lines in-

dicate the positions used for the position-

intensity diagrams shown in Fig. 5.14. The

diagonal cut encloses an angle of 25˝ with

the horizontal line. The horizontal purple

dashed line through the region’s center in-

dicates the location of the position-velocity

diagrams shown in Fig. 5.5. The yellow star

symbol marks the ionizing O6-8V/III type

star CD-38˝11636. The magenta stars indi-

cate young stellar objects along RCW 120

(Figueira et al., 2017).
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multiple condensations are found (Deharveng et al., 2009), which contain young stellar

objects (YSO) indicated by the magenta dots in Fig. 3.7 (Figueira et al., 2017). This

suggests that the expanding H II bubble compressed the surrounding molecular cloud,

possibly causing new stars to form in the dense clumps. It is actively discussed (Dehar-

veng et al., 2009; Luisi et al., 2021) if these clumps were pre-existing since molecular

clouds always show an inhomogeneous cloud structure, or if the gas was compressed in

a dense, mostly intact ring/torus that then fragmented into clumps.

3.4.2 The massive star formation region Cygnus X

The Cygnus X region is one of the most massive star-forming giant molecular complexes

in the Milky Way. It extends over „100-150 pc and has a mass of a few 106 Md
(Schneider et al., 2006). Figure 3.8 shows a molecular line survey in 13CO (1Ñ0) with

the FCRAO (Five College Radio Astronomy Observatory) of Cygnus X (Schneider

et al., 2011), where the individual molecular clouds are identified. In the northeastern

part, the DR21 and W75N clouds are located, which are the subject of this thesis. The

view on the Cygnus X region changed in the last decades. In the 1990’s, the complex

was considered as a chance alignment of clouds along the line of sight (Wendker et al.,

1991). This view was challenged with IR- and CO-surveys, where it was proposed that

Cygnus X is a massive concentration of clouds at a common distance of around 1.7 kpc

(Schneider et al., 2006; Reipurth and Schneider, 2008). Maser parallax measurements

(Rygl et al., 2012) confirmed this scenario and placed objects in the Cygnus X complex

at distances between 1.4 and 1.7 kpc. How such a large complex can form, however,

remains an unsolved question.

Cygnus X has a rich cluster of 169 OB-type stars, which irradiates the surrounding

gas with ionizing radiation. The UV field (see section 4.5 for a detailed description

of how the UV field was determined) originating from the massive cluster is shown

in Fig. 5.23. The observed [C II] map is indicated by the grey outline in Fig. 3.8,

is located well outside the stellar cluster and, therefore, only weakly illuminated at

UV field values below † 30G0. The observed map contains the two prominent regions

DR21 and W75N, which are located within the dense filamentary structures. Southwest

of DR21, we find an H II region usually referred to as the diamond ring, see grey sub-

panel in Fig. 3.8. Cygnus X is particularly interesting because it shows many sequential

stages of star formation. Thus, Cygnus X might be ideal for our overall understanding

of star formation in the Milky Way and to bridge our understanding of extra-galactic

molecular clouds and star formation.
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13CO (1-0)

[CII]

Figure 3.8: 13CO (1Ñ0) line integrated emission (-10 to 20Kkm s´1) of the Cygnus

X region (Schneider et al., 2011). The Cyg OB2 cluster is indicated by the star symbols

which show the position of the O-type stars in yellow, B-type stars in orange and the

Wolf-Rayet stars in red. The purple box indicates the area the UV-field is determined

in, see Fig. 5.23. The grey outlines show the observed [C II] area. The upper grey sub-

panel shows the observed integrated [C II] emission (-10 to 20Kkm s´1). The contours

show the corresponding 12CO (1Ñ0) emission. The contour levels range from black to

white in 60, 120, 180, 240, 300Kkm s´1.
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„ $ pip install astrokit

In the context of this thesis, I used existing tools for data analysis but also developed

a variety of (numerical) methods to reduce, analyze, and model the observed spectral

data. In this chapter, I introduce these procedures. I start with an overview of the

Python-based open-source library astrokit (section 4.1). In the following section 4.2, I

describe two machine learning (ML) based clustering methods suitable for spectral data

cubes. In section 4.2.1, I introduce a dendrogram based method (Rosolowsky et al.,

2008), which hierarchically clusters the spectral data. In the following section 4.2.2,

the Gaussian mixture model is described, a probabilistic approach with a flat cluster

hierarchy in contrast to dendrograms. Section 4.3 introduces the two-layer multi-

component model based on an approach first introduced by Guevara et al. (2020). I

developed a fully automated version of the model, which solves the radiative transfer

equation unsupervised for the entire spectral cube. Section 4.4 gives an introduction

to the determination of moment maps. In the last section 4.5, I describe the method

used to determine the local FUV-field.

4.1 Astrokit

Modern state-of-the-art receivers such as upGREAT on board SOFIA enable obser-

vations of square degree size regions, such as the large Orion A map (Higgins et al.,

2021) or the FEEDBACK map in Cygnus X (Schneider et al., 2023) observed in [C II].

These spectral data cubes contain millions of velocity-resolved spectra, which makes it

infeasible to reduce and analyze every single spectrum manually and by eye inspection.

Automatic procedures that first perform a data quality assessment, i.e., determine the

rms noise of the spectra and remove bad quality data due to spikes or baseline prob-

lems, are required. In a next step, an e�cient way to visualize whole spectral cubes

in the form of moment maps (see sect. 4.4), channel maps, or position-velocity (PV)

https://github.com/skabanovic/astrokit
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cuts are required (see below). For these purposes, in the framework of this thesis I de-

veloped the python-based software package astrokit1, which includes various functions

and methods to reduce, analyze and model spectral data cubes. The python library

is open source and, therefore, freely accessible. It would go beyond the scope of this

thesis to introduce the entire set of tools included in astrokit, but here I summarize

the most important features:

• Functions for the analysis and assessment of the data quality of a spectral data

cube are included that determine rms, moment-, channel-, and PV-maps. These

tools were applied to perform a first analysis of the observed [C II], CO, and H I

data for all publications to which I contributed, in particular in Higgins et al.

(2021); Kabanovic et al. (2022), and Schneider et al. (2023).

• Tools to derive physical conditions, such as optical depth, molecular and atomic

line column densities, excitation temperature, mass, and luminosity are included

and were applied in, e.g., Luisi et al. (2021) and Kabanovic et al. (2022) to derive

the physical conditions of the fast-expanding shell and PDR in RCW 120.

• Sophisticated multi-line analysis tools, such as the two-layer multicomponent

model, are incorporated in (section 4.3). This new implementation of the two-

layer model was used to investigate possible self-absorption e↵ects in the Musca

filament (Bonne et al., 2020) and to determine the physical properties of the cold

atomic layer embedding RCW 120 by Kabanovic et al. (2022). In addition, an

automatized version of the model was used to estimate the spatial distribution of

the cold molecular layer in front of RCW 120. Therefore, we cluster the spectral

data cube by applying the Gaussian mixture model (GMM) to find an appropriate

number of initial input parameter for the two-layer model.

• Functions are included to quantify the amount of cold self-absorbing hydrogen

(HISA) and its spatial distribution from spectrally resolved H I observation. The

HISA analysis was used by Kabanovic et al. (2022), and Schneider et al. (2023)

to determine the physical properties of the cold atomic gas.

• The information on the local FUV field is an important PDR model input pa-

rameter. Thus, astrokit includes tools to derive the 3D FUV-field from the local

census of stars, described in section 4.5. With this method, I calculated the FUV-

field for the Cygnus X region (Schneider et al., 2023) and provided the FUV maps

for all FEEDBACK sources for future publications.

1https://github.com/skabanovic/astrokit

https://github.com/skabanovic/astrokit
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• Functions to determine high angular resolution column density maps from the

FIR flux observed with the Herschel satellite are included. This method is based

on the ideas presented in Palmeirim et al. (2013) and increases the angular reso-

lution of the final maps from 362 to 182. The maps were used by Schneider et al.

(2022) to produce probability distribution functions of column density (N-PDFs)

and investigate the physical processes that determine the shape of the N-PDFs.

The above list is by no means a complete representation of the included functions,

but should rather give the reader a first impression about the functionality of astrokit.

4.2 Revealing the structures of the ISM

A common approach to get quick access to the spectral structure of the observed region

is a simple average of all spectra in the data cube. We here assume that the molecular

cloud’s physical properties determine the observed spectrum’s spectral shape; however,

a simple average over the entire spectral data cube goes along with the loss of the spatial

information. Thus, to preserve some spatial information in the map, similar spectra

which share specific attributes such as intensity, velocity, or width can be gathered into

clusters. There are various ways to cluster multidimensional data based on machine

learning (Brunton and Kutz, 2019). I here introduce two clustering algorithms used in

the framework of this thesis.

4.2.1 Dendrograms

A widely used method to find structures in astronomical data sets are dendrograms

(Rosolowsky et al., 2008; Robitaille et al., 2019) that implement a hierarchical way to

cluster spectra. The dendrogram algorithm is an unsupervised ML approach that finds

a unique solution for a set of initial conditions:

• Minimum significance: Determines if an intensity di↵erence has to be consid-

ered significant.

• Minimum value: A lower threshold, which excludes data points below a certain

intensity.

• Minimum pixel number: Determines the lower threshold for the number of

pixels in a structure for a 2D or 3D data set.

A schematic representation of the algorithm is shown in Fig. 4.1. The dendrograms

approach determines local intensity maxima as clusters in a hierarchical fashion. The

largest structure enveloping all sub-structures is called the trunk and it is confined by

the minimum value given. Structures that do not contain any further sub-structure are
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Figure 4.1: Schematic example of the Dendrogram algorithm.

referred to as leaves. The intensity of a leaf needs to be larger than the value of the

minimum significance. Two leaves are separated by a local minimum from a branch,

which is a sub-structure of the trunk, see Fig. 4.1.

For a spectral data cube, the noise of the spectrum determines the minimum sig-

nificance. In case the dendrogram approach is used on an integrated spectral 2D map,

the corresponding minimum significance �I can be derived by error propagation of the

integrated rms �rms over N channels:

�I “
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with the channel width �vch.
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It is reasonable to set the minimum value to the detection limit of 3� or higher.

In the framework of this thesis, I used the dendrogram approach to extract the bright

PDRs from the data cubes. In this case, the chosen minimum value is region-specific.

Thus, the values are set high enough so that the faint emission surrounding the PDRs

is neglected.

The minimum number of pixels that a cluster should contain to be identified as

a structure can be determined by the beam size ✓mb and the pixel size ✓RA✓Dec. A

structure is considered to be significant if it extends over three times the area covered by

the main beam. The minimum number of pixels subtending this area can be calculated

by:

Npix,min “ 3

4
⇡

✓2mb

✓RA✓Dec
. (4.2)

This approach is especially useful for extracting faint lines hidden in the noise.

While simply averaging over large areas decreases the noise N , such an approach might

also decrease the signal S if areas of low intensity are included. With the dendrogram

approach, it is possible to distinguish regions with strong emission where the resulting

averaged spectrum has a high S{N , which allows us to detect weak lines such as the

[13C II] hyperfine transition (Kabanovic et al., 2022).

4.2.2 Gaussian Mixture Model

The Gaussian Mixture Model (GMM) is a probabilistic unsupervised ML clustering

method that groups data by a linear combination of multidimensional Gaussians (Brun-

ton and Kutz, 2019). GMM is a robust clustering approach that is used in a variety

of “Big Data” applications. To utilize GMM for spectral data cubes, I follow the ap-

proach introduced by Kabanovic et al. (2022). Each spectrum s of the spectral cube

S is defined as a D dimensional vector, where D is the number of spectral channels.

The probability distribution function of the data set P psq is described as a weighted

superposition of multiple Gaussian distributions N ps;µk,⌃kq:

P psq “
ÿ

k

�k N ps;µk,⌃kq , (4.3)

in which the multidimensional Gaussian distribution is defined as

N ps;µk,⌃kq “ exp p´1
2ps ´ µkqT⌃´1

k ps ´ µkqqa
p2⇡qD|⌃k|

, (4.4)

with the mean µk, which is here a D-dimensional vector, the covariance matrix ⌃k of

size D ˆ D, and the corresponding weight �k. The probability of a cluster k is given

by P pkq “ �k, with the normalized weight:
ÿ

k

�k “ 1 . (4.5)
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The GMM starts with a predefined or random initial state of K clusters. Sub-

sequently, the two-step Expectation-Maximization (EM) algorithm (Dempster et al.,

1977) is used, which converges to an optimal solution. First, the “Expectation step” de-

termines the probability of each spectrum si, 1 § i § N belonging in cluster 1 § k § K:

�ik “ �k N psi;µk,⌃kq
∞K

j �j N psi;µj,⌃jq
. (4.6)

Second, the “Maximization step” updates the model parameter:

�k “
Nÿ

i

�ik
N

, (4.7)

µk “
∞N

i �iksi∞N
i �ik

, (4.8)

⌃k “
∞N

i �ik psi ´ µkq psi ´ µkqT
∞N

i �ik
. (4.9)

The EM algorithm iteratively updates the weights �k, the mean µk, and the covariance

matrix ⌃k of each cluster k in order to maximize the measure of the log-likelihood,

which is defined as follows:

logP pSq “
Nÿ

i

logp
Kÿ

k

�k N ps;µk,⌃kqq . (4.10)

With the above definition, the EM algorithm always converges toward a local optimum.

We can simply provide the spectral data cube to the GMM as an input. However, it

is useful to reduce the data set’s dimension by removing channels dominated by noise.

Further, it might be practical to normalize the data set, which might enhance the

separation between clusters or reduce the influence of certain features, such as outliers

or small local intensity o↵sets resulting in stripes seen in the intensity maps.

A schematic example of the GMM is shown in Fig. 4.2 for a two-dimensional data

set. The example data set is best represented by five di↵erent clusters. While some

clusters are clearly separated, such as the blue and purple data points, other clus-

ters merge, as indicated by the yellow and dark green data points. In this case, the

probabilistic nature of the algorithm comes in handy since the probability of each D-

dimensional data point belonging to a cluster is determined. Subsequently, the data

point is sorted into the cluster with the highest probability. In addition, the multidi-

mensional nature of Gaussian functions also allows asymmetric clusters, which permits

to capture more complex expansion features.
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Figure 4.2: Schematic example of the Gaussian mixture model. The colored points

show an example 2D distribution. The grey-shaped contours indicate the Gaussian-

shaped clusters.

Bayesian information criterion

While the number of clusters is easily determined by eye in our example shown in

Fig. 4.2, it is generally not straightforward for multidimensional data sets. Thus, to

determine the appropriate number of clusters for a given D-dimensional data set, we

employ the Bayesian information criterion (BIC), a common statistical method for

model selection (Schwarz, 1978). The BIC for a total number of N spectra and K

clusters is given by:

BICpKq “ Nf pKq logpNq ´ 2LpKq , (4.11)

with the number of independent parameters:

Nf pKq “ K ´ 1 ` KD ` KDpD ´ 1q
2

, (4.12)

and the measure of likelihood L, see equation (4.10).

To determine the (minimum) number of clusters that best describes the spectral

cube, we solve the BIC over a range K “ pK1, K2;K3, ...q of clusters and choose the
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cluster K “ Ki which minimizes the BIC. The initial random distribution of clus-

ters can a↵ect the final GMM result. To quantify this e↵ect for a given spectral data

cube, we determine the BIC for each number of clusters Ki multiple times: Follow-

ing the approach of Jones et al. (2019), we perform the calculation a hundred times

and subsequently derive the mean BIC and its standard deviation for each number of

clusters.

4.3 The two-layer multicomponent model

Figure 4.3: Schematic example of an observed H I spectrum. The blue flat-top curve

shows an optically thick H I background emission line at an excitation temperature of

50K. The purple curve shows the emission from the cold 10K H I foreground. The

red dotted curve indicates the observed spectrum after the emission from the warm

emitting background is partly absorbed by the foreground along the line of sight.

The two-layer multicomponent model solves the radiative transfer equations for

multiple velocity components distributed between two layers. The model was intro-

duced by Guevara et al. (2020) and later adjusted to solve for multiple optically thick

overlapping components in velocity space for several transition lines observed in par-

allel by Kabanovic et al. (2022). Here, I present this advanced version of the two-layer
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model based on Kabanovic et al. (2022):

Radiative transfer equation - two-layer multicomponent model

Tmbpvq “
ÿ

⌫

!”
J⌫pTex,bgq

´
1 ´ e

´ ∞
i
bg

⌧i
bg

pv`�v⌫q¯ı
e

´ ∞
i
fg

⌧i
fg

pv`�v⌫q

` J⌫pTex,fgq
´
1 ´ e

´ ∞
i
fg

⌧i
fg

pv`�v⌫q¯

` J⌫pTcontq
ˆ
e

´
´∞

i
bg

⌧i
bg

pv`�v⌫q`∞
i
fg

⌧i
fg

pv`�v⌫q
¯

´ 1

˙*
. (4.13)

The first sum runs over a set of line transition frequencies which allows to solve the

radiative transfer equation for multiple transition lines with transition frequency ⌫ in

parallel. However, each line needs to be separated in velocity space, thus the line shift

�v must be significantly larger than the line width w, i.e., �v " w. This allows to

solve the model for two isotopes such as 12CO and 13CO in parallel. In the case of two

lines overlapping, as it is the case for [12C II] and [13C II] F(2-1), we can simply address

the issue by using a combined line shape approximated with a common transition line

frequency ⌫rC IIs « ⌫r12C IIs « ⌫r13C IIs:

�ipvq “ �ipvq `
ÿ

FÑF1
sFÑF1�ipv ´ �vFÑF1q , (4.14)

where �vFÑF1 are the line shifts of the three hyperfine transition lines with respect to

the primary isotope and sFÑF1 are the relative line intensity of the [13C II] lines, see

Table 2.1. Each individual line profile �pvqi is described by a normalized Gaussian

profile in velocity space:

�ipvq “ 2
?
2 ln 2

wi

?
2⇡

e
´4 ln 2

´
v´v0,i

wi

¯2

, (4.15)

with v0,i the central (LSR velocity) velocity and wi the line width of each component

i. The factor 2
?
2 ln 2 considers that the line width is given as the Full Width at

Half Maximum (FWHM) instead of the standard deviation �i. For a simultaneous

fit of multiple lines, the LSR velocity and width are forced to be common among the

lines. However, the excitation temperature is allowed to di↵er between lines. While

the model equation (4.13) has no constraints on the background (bg) and foreground

(fg) excitation temperature, we assume, in general, to have a higher background tem-

perature compared to the foreground temperature, Tex,bg ° Tex,fg. This way, most of

the bulk emission originates from the warm background, and the cold foreground acts

mainly as an absorber. This is a pragmatic assumption since a cold layer behind the

warm-emitting cloud does not imprint itself onto the observed spectrum. The cold

foreground material can be a separated cloud located between the background region
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of interest and the observer. However, it is generally unlikely that an independent

foreground cloud is moving with a similar radial velocity as the observed region. The

cold foreground generally results from a temperature gradient along the line of sight

generated by stars heating the surrounding medium inside the clouds and colder gas

with decreasing distance from the stars.

Each model component is characterized by four parameters: excitation temperature,

optical depth, line position, and line width. The observed spectrum confines the latter

two, which can be determined during the fitting process. The excitation temperature

and the optical depth determine the intensity of the observed line and therefore are

not independent. In order to get a unique solution from the fit, we must determine

one of the two parameters beforehand. For a flat-top, highly optically thick line, the

excitation temperature can be determined from the peak line intensity, as shown by

the flat-top blue spectrum in Fig. 4.3. However, in general, the information about the

optical depth is required to determine the excitation temperature:

Tex “ T0 ln

ˆ
T0

Tp,mb

`
1 ´ e´⌧p

˘
` 1

˙´1

. (4.16)

Under the assumption that the observed intensity is not obscured by a cold foreground

cloud and that the emitting cloud can be characterized by a single excitation tempera-

ture, the optical depth can be obtained from the intensity ratio of the primary isotope
12C to the secondary isotope 13C, see equation (2.74). In the case of an absorbing fore-

ground, we can expect the line width of the cold gas to be narrower compared to the

warm background, thus we can assume that the background can partly shine through

the absorbing foreground (at velocities outside of the systemic velocity of the cloud),

as shown by the red dotted spectrum in Fig. 4.3. In this case, we can determine the

excitation temperature from the peak intensity and the corresponding optical depth ⌧p,

where we assume the foreground absorption e↵ect to be weak. Since it is not possible

to rule out foreground absorption at the intensity peak, we can consider the so-derived

excitation temperature as a lower limit.

In case the observed spectrum shows a strong absorption dip, as shown in Fig. 4.3,

it is possible to derive an upper limit for the foreground excitation temperature from

the temperature at the minimum of the line dip (Guevara et al., 2020). Otherwise,

the density and corresponding temperature can be constrained from an independent

estimate of the hydrogen column density in front of the observed regions, such as optical

absorption measurements. If no additional information is available to constrain the

foreground temperature, we can derive a lower limit for the foreground temperature

following the energy balance derivation from Kabanovic et al. (2022), which gives a

lower temperature limit for [C II] of Tex „ 15K (see also section 5.2.2).

With this, we can constrain the excitation temperature of both the background and

foreground layers. The optical depth of each component remains as the free parameter.
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For a given optical depth and excitation temperature, we determine the corresponding

column density. For atomic two-level transitions, as it is the case for [C II] and H I we can

use equation (2.63) and for molecular rotation transition lines, we use equation (2.72).

The last term of the radiative transfer model, see equation (4.13), includes the

emission from the continuum. For [C II], the continuum emission originates mainly

from the cosmic microwave background at T “ 2.7K, and its contribution is negligible.

The warm emitting background components are derived from the less abundant

isotope, such as 13C. In the first step, we solve the radiative transfer equation (4.13)

assuming that the foreground has little e↵ect in absorbing photons from the rarer

species due to its (by a factor of ↵) lower abundance. This can be shown without the

loss of generality for a single component:

Tmbpvq “ J⌫pTex,bgq
`
1 ´ e´⌧bgpvq˘ e´⌧fgpvq

` J⌫pTex,fgq
`
1 ´ e´⌧fgpvq˘ |e´⌧fgpvq « 1 ´ ⌧fgpvq

« J⌫pTex,bgq
`
1 ´ e´⌧bgpvq˘ p1 ´ ⌧fgpvqq

` J⌫pTex,fgq⌧fgpvq |⌧fgpvq ! 1, Tex,fg † Tex,bg

« J⌫pTex,bgq
`
1 ´ e´⌧bgpvq˘ .

The velocity and line width are assumed to be identical among the two isotopes since

the emission originates from the same cloud material and, thus, both isotopes share

the same collision partners. The optical depth (or column density) can be converted

between the two isotopes by their corresponding local carbon abundance ratio, ⌧12C “
↵⌧13C. We can simply scale up the background component derived from the secondary

carbon isotope to determine the background components of the primary 12C isotope.

In a second step, we can now solve the two-layer multicomponent model, eq. (4.13) for

the observed spectrum of the primary isotope. In this step, we confine the background

parameters of the more abundant isotope using the previously determined parameters

of the rare isotope. The background parameters are only allowed to vary in the range

determined by the error of the previous fit of the secondary isotope. This way, the

background is mostly fixed and the two-layer model tries to find a solution for the

foreground. As the primary isotope might have some additional wing components that

are buried in the noise for the secondary isotope, we also add background components

in the second step, which are only visible in the primary isotope. For additional details

see Guevara et al. (2020).

4.3.1 Optimization of the two-layer multicomponent model fit

Finding a solution for the two-layer multicomponent model requires a reasonable initial

guess, including the number of background and foreground components, their excitation

temperature, velocity, and line width. For a single spectrum, this is a straightforward
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Go to pixel (i+0/1, j+0/1), 
with i = (0, …, NRA) and j = (0,…, NDEC), 
in the spectral cube of size NRA x NDEC.  

Add one background nbg+1 
component to the initial guess.

Run two-layer 
multicomponent 

model and 
determine χ2.

Load the number of background 
components Nbg and their parameters 

(τ0, v0, w) determined from the 
average spectrum corresponding to 

the cluster K the pixel (i, j) belongs to.  

Save solution for 
pixel (i, j).  

χ2<2

χ2>2
Check if: 
nbg< Nbg

Yes

No

Figure 4.4: Automation of the background component fit. In each iteration, a back-

ground component is added until the desired goodness of the fit is achieved or the

maximum number of background components is reached.
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Go to pixel (i+0/1, j+0/1), 
with i = (0, …, NRA) and j = (0,…, NDEC), 
in the spectral cube of size NRA x NDEC.  

Set nbg = Nfix and add one foreground 
nfg+1 component to the initial guess.

Run two-layer 
multicomponent 

model and 
determine χ2.

Determine the number of fixed 
background components Nfix. Load 
the number of background Nbg and 

foreground Nfg components 
determined from the average 

spectrum corresponding to the 
cluster K the pixel (i, j) belongs to.  

Save solution 
for pixel (i,j).  

χ2<2

χ2>2
Check if:

Nfix+nbg< Nbg

Yes

No

Add one background nbg+1 
component to the initial guess.

Check if:
Nfix+nbg= Nbg

and
nfg < Nfg

No Yes

Figure 4.5: Automation of the foreground component fit. Iteratively, additional

background wing components and foreground components are added until the desired

goodness of the fit or the maximum number of components is reached.



66 Chapter 4. Methods

task, however, for an entire data cube that can contain many thousands to millions of

spectra, it is not feasible to find proper initial conditions for each spectrum individually

in a reasonable amount of time.

To solve this problem, we utilize the fact that the shape of each spectrum in a

data cube is not random but confined by the physical conditions of the region. A

solution of the radiative transfer equation can be found for spectra originating from

regions with similar physical properties with a common initial guess. To find a set of

initial conditions which can be used for the entire spectral cube, we first need to sort

the spectra into clusters with similar spectral shapes. To do so, we employ the GMM

as described in section 4.2.2. First, we determine the necessary number of clusters

using the BIC. Subsequently, we cluster the spectral data cube and derive the average

spectrum representing each cluster. Finally, we solve the two-layer multicomponent

model for each average spectrum of a cluster and use this as an initial guess for all

spectra belonging to the cluster.

As described for a single spectrum in section 4.3, we perform two computational

steps to determine the single components distributed between the two layers. In the first

step, the background emission is determined by fitting each spectrum of the secondary

isotope. A schematic description of the automated background layer fit algorithm is

shown in Fig. 4.4.

It is essential to take into account that the noise level of the average spectrum might

be significantly lower than the noise level of each individual spectrum of the data cube.

Therefore, components visible in the averaged spectra might be hidden in the noise

floor of the single spectra. Simply using the number of components found from the

average rare isotope spectra might result in an over-fitting of the single spectra. Thus,

adding components to the model fit not visible in the single spectrum might result in

fitting of noise features. Scaling of these noise features by the local abundance ratio

between the two observed isotopes will result in artificial background emission. To

avoid this, we perform the model fit iteratively, see Fig. 4.4. The fit of each spectral

line is started with a single background component. If the reduced �2 is close to

„ 1, the algorithm moves to the next spectrum. Otherwise, an additional background

component is added until the desired goodness of the fit is achieved or the anticipated

number of background components determined from the averaged spectrum is reached.

In the second step, the foreground components are derived fitting the primary

isotope a↵ected by the foreground absorption. Therefore, the background components

derived from the secondary isotope are scaled up by the local abundance ratio. Similar

to the previous step, the fit of the primary isotope is performed iteratively, as shown in

Fig. 4.5. In addition, we need to consider here that we observe background components

only visible in the stronger primary emission line, which are hidden in the noise of

the secondary isotope. To prevent the model from using foreground components to

account for emission in the wings of the primary isotope, we first check if the desired
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goodness of the fit is reached by including additional background components before

including additional foreground components, as shown in Fig. 4.5. The fit is performed

in parallel for both isotopes using the relative abundance of the isotopes. This way,

we make sure that each component introduced to fit the primary isotope does also

fit its corresponding secondary isotope. Again, the model fitting process is performed

iteratively until the �2 is su�ciently low or the number of background and foreground

components determined from the averaged spectrum representing the cluster is reached.

4.4 Moment maps

Spectral data cubes contain two spatial axes spanning the plane of the sky and a third

axis containing the radial velocity information. A useful method to analyze spectral

data cubes is to determine the momenta along the spectral (velocity) axis.

The 0th order moment is given as the integral over the observed main beam tem-

perature along the velocity axis:

0th moment - integrated intensity

M0 “ I “
ª
Tmbpvq dv , (4.17)

which gives the line integrated intensity in units of rKkm s´1s. The intensity I can be

converted into surface brightness [Wm´2sr´1] using equation (2.36):

F “ 2kBI
´⌫
c

¯3

(4.18)

The first order moment is determined by calculating the intensity weighted velocity

of the spectral line:

1th moment - mean velocity

M1 “ v̄ “
≥
vTmbpvq dv≥
Tmbpvq dv “ 1

I

ª
vTmbpvq dv , (4.19)

which gives the mean line velocity rkm s´1s of the spectrum.

Any moment of higher order (N • 2) can be determined by:

Nth moment

MN “ 1

I

ª
Tmb pv ´ v̄qN dv . (4.20)
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The square root of the 2nd order moment is the variance � “ ?
M2 of the spectrum.

Multiplication by the factor 2
?
2 ln 2 determines the FWHM of the spectrum. It is

important to note that spectra usually contain multiple velocity components, which

in addition can originate from multiple (spatially separated) molecular clouds. Thus,

moment maps must be calculated in a carefully chosen velocity interval utilizing the

velocity information of the spectral data cube. They work best for simple, single

Gaussian lines.

4.5 FUV-field

The energetic far ultra-violet (FUV) radiation from massive OB-type stars governs the

physical conditions, such as temperature and chemistry of the ISM. Therefore, it is an

important input parameter for PDR models to constrain possible solutions. Assuming

that the spectral radiance of each star can be approximated by its black-body spectrum,

we can derive the radiation field from the temperature and luminosity of the census of

stars. To extract the FUV part of the stellar spectrum, the Planck-function, eq (2.17),

is integrated between photon energies of 6 eV and 13.6 eV, which corresponds to a

wavelength of 910 Å and 2066 Å, respectively:

FUV-Luminosity

LFUV “
⇡

�2066≥

�910

B p�, T q d�

�T 4
L , (4.21)

with the Stefan-Boltzmann constant �. The UV field is derived in units of the Habing

field G0, which corresponds to 1.6 ¨10´3 erg cm´2 s´1. In a second step, the FUV-flux is

determined at a chosen position or grid as a superposition of the individual FUV-field

contributions of all stars:

FFUV “
N‹ÿ

i

LFUV,i

4⇡R2
i

, (4.22)

with Ri the radial distance from the star i and N‹ the number of stars. This approach

neglects that some of the FUV-radiation is absorbed or scattered by the surrounding

ISM and should therefore be interpreted as an upper limit.
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In the following section, the results of a few selected papers, which include the most

remarkable results, are presented. I will not present the publications in their entirety

but rather focus on my contribution to the publications. To make use of the additional

space a thesis format o↵ers, I give additional information or results that were not

included in such detail in the published papers.

In section 5.1, I present the results first published by Luisi et al. (2021). Here, I

focus on the derivation of the physical properties of the expanding [C II] shell, such

as the column density, optical depth, mass, and luminosity. The calculation of these

properties was my contribution to the analysis.

In section 5.2, I present my published work as leading author (Kabanovic et al.,

2022) in which I performed the data reduction, analysis, and interpretation. In sec-

tion 5.2.1, I discuss the optical depth e↵ect of ionized and molecular carbon in RCW 120,

followed by a more sophisticated analysis using the two-layer model that is described

in section 5.2.2. In the next section 5.2.3, the physical conditions of the cold absorb-

ing hydrogen cloud surrounding RCW 120 are determined. Finally, the geometry of

RCW 120 is discussed in section 5.2.4.

In the last section 5.3 of this chapter, I present my contribution to the results

published by Schneider et al. (2023), discussing [C II] as a tracer of atomic flows, which

lead to the formation and mass assembly of molecular clouds in Cygnus X. As co-

author, I derived the UV-field of the OB-type cluster in Cygnus, determined the spatial

distribution of the [C II]-bright but CO-dark gas, performed an rms analysis to verify

the significance of the [C II] tracing the CO-dark gas, and determined the physical

properties of the HISA cloud used to characterize the atomic gas.

5.1 RCW 120, a stellar wind-driven bubble

Velocity-resolved spectra allow us to access the gas kinematics and identify the spatial

distribution of gas at high velocities as well as at the bulk emission of the cloud. This

is illustrated for RCW 120 in the channel maps of the [C II] emission, between ´25

and 5 km s´1 in steps of 1 km s´1, shown in Fig. 5.1. Around the systemic velocity of
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Figure 5.1: Velocity resolved [C II] emission from RCW 120. The channel maps show

the velocity range between -25 and 5 km s´1 integrated over 1 km s´1. The systemic

velocity of RCW 120 is ´7.5 km s´1.
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Figure 5.2: [C II] emission averaged over the interior of the ring in RCW 120. The

purple data shows the averaged [C II] spectrum. The green component centered at the

systemic velocity of RCW 120 indicates the bulk emission from the molecular cloud.

The blue and red Gaussian components show the high-velocity emission originating

from the two hemispheres of the expanding bubble. The blue and red dashed lines

indicate the integral ranges of [-25, -15] km s´1 for the blueshifted and [-2, 3] km s´1 for

the redshifted emission. The upper left corner shows the Spitzer false color image of

RCW 120. The hot emitting dust is shown in red, the warm gas is green, and the stars

are indicated in blue. The blue- and red-filled contours show the [C II] emission from

the blue- and redshifted expanding bubble, respectively.

´7.5 km s´1, we see the characteristic ring-like structure of RCW 120. This emission

mainly originates from the PDR surfaces surrounding the H II region. Going to higher

velocities, i.e., redshifted with respect to the systemic velocity of RCW 120, the emis-

sion moves from the ring towards its interior, as one would expect from an expanding

H II region. However, at even higher velocities ° 3 km s´1, we observe again emission

originating from the ring. This can be attributed to the hyperfine transition of the

[13C II] F(2 Ñ 1) line, which is located close to the redshifted wing of the primary iso-

tope. For the blueshifted velocity bins, we observe a similar scenario. The emission also

moves toward the center, tracing the hemisphere of the expanding blueshifted bubble.

The three observed components shown in the channel maps in Fig. 5.1 are also

seen in the averaged spectrum toward the ring’s interior of RCW 120 shown by the

purple spectrum in Fig. 5.2. The bulk [C II] emission is shown as the green component

centered around the systemic velocity of RCW 120. The blue and red Gaussian com-

ponents indicate the [C II] emission from the two expanding shell hemispheres. While

the blueshifted component is clearly separated from the bulk emission, the redshifted
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Figure 5.3: Velocity resolved 12CO (3 Ñ 2) emission from RCW 120. The channel

maps show the velocity range between -25 and 5 km s´1 integrated over 1 km s´1. The

systemic velocity of RCW 120 is ´7.5 km s´1.
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part is found at lower velocities with respect to the systemic velocity, merging with the

bulk emission. The corresponding [C II] shell emission, integrated over [-25, -15] km s´1

for the blueshifted component and [-2, 3] km s´1 for the redshifted component (integral

ranges are also indicated by the dashed vertical lines), are shown in the sub-panel in

Fig. 5.2. The emission from the blueshifted shell fills most of the interior, indicated by

the blue filled contours. In contrast, the redshifted emission is rather fragmented, as

shown by red filled contours. This indicates that the blueshifted shell expands more

freely while the redshifted hemisphere is probably slowed down by the surrounding

material toward the back of the cavity.

The velocity-resolved emission from the molecular carbon monoxide line 12CO

J(3 Ñ 2) is shown in Fig. 5.3. In contrast to the [C II] emission, we do not find

the ring-like structure at the systemic velocity but rather a U-shaped clumpy distribu-

tion with an opening toward the northwest. We observe strong self-absorption e↵ects

around the bulk emission, which extends diagonally from the southwest to the north-

east through the center of RCW 120. Going to higher velocities, the CO emission does

not shift as observed for the [C II] line toward the center but rather keeps emitting

from various locations along the PDR surrounding the bubble. Many of them indicate

outflow features originating from the dense clumps. The most prominent outflow is

observed toward the southwest clump, referred to as condensation 1 in (Zavagno et al.,

2007) and contains a protostellar CO outflow which was analyzed first by Figueira et al.

(2020). At lower, blueshifted velocities, we also observe the outflow features and some

di↵use CO emission but again no clear sign of an expanding bubble traced by CO.

The velocity-resolved spatial distribution of the 13CO J(3 Ñ 2) isotope is shown

in Fig. 5.4. Similar to the primary isotope, we observe the U-shaped dense molecular

cloud. Instead of the prominent optical depth e↵ects, we observe two lanes spanning

the central region of RCW 120 visible at the systemic velocity ´8 to ´7 km s´1. These

lanes are, in particular, visible in H↵ absorption (Zavagno et al., 2007) and thus must

be placed in front of the H II region.

To further analyze the kinematics of RCW 120, we utilize the velocity information of

our three tracers again and generate position velocity diagrams through the horizontal

symmetry axis of the H II region indicated by the dashed purple horizontal line in

Fig. 3.7. The spectral data were convolved to a beam of 1 arcmin to increase the

S/N. The resulting position-velocity diagrams for the [C II], 12CO, and 13CO (3 Ñ 2)

emission are shown in Fig. 5.5. The bulk of the [C II] emission is found at the systemic

velocity of RCW 120, see Fig. 5.5a, which is indicated by the dashed horizontal line.

However, in addition, we clearly observe an arc-like structure in the blueshifted part

of the diagram, which is indicated by the black curve assuming an expansion speed

of 15 km s´1 (Luisi et al., 2021). This arc-like structure in (radial) velocity space is

characteristic of an expanding bubble (Pabst et al., 2019). In the redshifted part of the

diagram, we also observe emission at higher velocities. However, no arc-like structure
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Figure 5.4: Velocity-resolved 13CO (3 Ñ 2) emission from RCW 120. The channel

maps show the velocity range between -25 and 5 km s´1 integrated over 1 km s´1. The

systemic velocity of RCW 120 is ´7.5 km s´1.
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(a) [C II] emission.

(b) 12CO (3 Ñ 2) emission.

(c) 13CO (3 Ñ 2) emission.

Figure 5.5: Position-velocity cuts through

the bubble center of RCW 120 for [C II],
12CO, and 13CO (3 Ñ 2) emission. The

data were convolved to a beam of 11. (a)

[C II] PV cut along the horizontal symme-

try axis of the H II region. The dashed

horizontal line indicates the systemic ve-

locity at ´7.5 km s´1. The black solid arc

indicates the blueshifted [C II] component,

which traces the expanding bubble. (b) and

(c) show the 12CO and 13CO (3 Ñ 2) PV

cuts, respectively. The contours indicate

the [C II] emission in intensity levels of 0.5,

2.5, 5, 7, 9 km s´1 from black to white.
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is visible since the redshifted hemisphere is expanding with a somewhat lower velocity

of 10 km s´1, and its emission is contaminated by the bulk emission of the molecular

cloud. The position velocity diagrams of the 12CO and 13CO (3 Ñ 2) lines are shown

in Fig. 5.5b and 5.5c. The [C II] emission is overlaid with contours for comparison.

In contrast to the [C II] emission, we only observe CO emission around the systemic

velocity. Thus, there is no molecular counterpart found at velocities of the [C II] shell.

This implies that the PDR region is indeed located beyond the expanding [C II] shell

(Luisi et al., 2021).

Assuming that the expanding [C II] shell is optically thin and has an excitation

temperature of Tex „ 100K, I derive the corresponding C` column density from the

integrated intensity and subsequently the total hydrogen mass of the expanding shell:

mH,shell “ NrC IIs
1.6 ¨ 10´4

mHAshell , (5.1)

with the hydrogen to carbon ratio of C{H “ 1.6 ¨10´4 (Sofia et al., 2004), the hydrogen

mass mH and the spatial extent of the shell Ashell. The radial velocity of the two

expanding hemispheres is largest toward the center of the bubble and decreases toward

the edges until the radial velocity components merge into the systemic velocity of

the cloud. Thus, at the edges of the bubble, it is not possible to disentangle the PDR

emission from the emission originating from the expanding shell. I, therefore, determine

a mass range for the expanding shell. For the lower limit, I only take the emission from

the interior, where I can separate the emission of the expanding bubble from the bulk

emission. For the upper limit of the shell mass, I also include the emission from the

ring, with some contribution from the PDR surrounding the shell. In this way, the mass

of the expanding shell is confined to 40 ´ 400Md. Correcting for the optically thick

emission in the three PDRs along the ring results in a somewhat higher upper limit

of „ 520Md as derived in Luisi et al. (2021). A more in-depth analysis of the optical

depth e↵ects in the PDRs, and the derivation of its physical properties are presented

in the following sections 5.2.1-5.2.4. However, I assume that the dense optically thick

emission from the PDRs is not part of the expanding shell and, therefore, would lead

to an overestimation of the shell mass. Knowing the velocity and mass of the shell, we

can now determine its kinetic energy:

Ekin,shell “ 1

2
MH,shellv

2
shell “ r10, 100s ˆ 1046 erg , (5.2)

and its thermal energy:

Eth,shell “ 3

2
kBTH,shell

MH,shell

mH
“ r0.1, 1s ˆ 1046 erg. (5.3)

We find that the kinetic energy inside the expanding shell is two orders of magnitude

larger than the thermal energy of the shell. Comparing the kinetic energy of the

expanding bubble to the mechanical luminosity of the stellar wind over the age of
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the bubble (150 ¨ 1046 erg, Luisi et al. (2021)) suggests that the stellar wind energy is

converted very e�ciently into the mechanical energy of the surrounding medium.

5.2 Self-absorption in [C II], CO, and H I

5.2.1 [C II] and CO optical depth in RCW 120

Figure 5.6: Velocity resolved CO optical depth in RCW 120. The contours show the

corresponding 12CO(3Ñ2) emission.

As already mentioned in the previous section 5.1, we observe self-absorption fea-

tures in the 12CO (3Ñ2) at the systemic velocity of RCW 120, as shown in Fig. 5.3.

Optical depth e↵ects may obscure the spectral shape and the observed spatial intensity

distribution. To quantify the self-absorption in CO, I derive the optical depth with

equation (2.74), which compares the intensity of both isotopes to the expected local

carbon ratio. I derived the carbon abundance ratio of ↵ “ 59˘10 using equation (2.81).

The resulting velocity resolved CO optical depth is shown in Fig. 5.6. It is striking

that the optical depth e↵ects around the systemic velocity of RCW 120 („ ´7.5 km s´1)

are strongest at the south-western and north-eastern PDRs which are connected by

the dark lanes spanning through the center of RCW 120. The optical depth does

not correlate well with the observed 12CO emission, as shown by the contours. This

already indicates that the derived optical depth is due to foreground absorption. At

redshifted velocities, we find a sudden morphological change in the spatial distribution

of the optical depth, which reaches high values only close to the U-shaped molecular

envelope.

To quantify the optical depth of the [C II] line, we can derive the ratio between

the [12C II] line to the average of the three hyperfine [13C II] transition lines. However,

the intensity of the [13C II] transition lines is not strong enough to have a pixel-by-pixel
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(a) [C II] average spectra. (b) CO average spectra.

Figure 5.7: Velocity resolved [C II] and CO (3 Ñ 2) optical depth (Kabanovic et al.,

2022). The spectra are averaged over the entire ring (black), the south-western PDR

(blue), the south-eastern PDR (green), and the north-eastern PDR (red). The corre-

sponding regions are indicated by the colored contours in Fig. 3.7a. The light-colored

spectra represent the emission from the secondary isotope [13C II] or 13CO. The [13C II]

emission, which is shown in the left panels (a), is averaged over all three hyperfine

transition lines and scaled up by the local abundance ratio 12C/13C = 59. The black

data points with error bars show the optical depth derived from the intensity ratio

between the two isotopes.

detection. Thus, to disentangle its emission from the noise floor, I average the observed

emission over several arcmin2 sized regions along the PDR. I use a dendrogram-based

approach described in section 4.2.1. The four resulting clusters, which include the

entire PDR/ring, the south-western, south-eastern and north-eastern PDR, are repre-

sented in Fig. 3.7a by the black, blue, green, and red contours, respectively.
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The corresponding averaged spectra along the ring in [C II] and CO (3 Ñ 2) are

shown in Fig. 5.7. The spectra shown in the light colors represent the emission from

the secondary isotopes [13C II] and 13CO (3 Ñ 2). The three [13C II] hyperfine transition

lines are averaged and scaled by the local carbon abundance ratio of ↵ “ 59. We find

that the scaled [13C II] line overshoots its primary isotope [12C II] and peaks where the

[12C II] line has a dip in emission, as shown in the left panels in Fig. 5.7. This suggests

that the dip, located at the systemic velocity of RCW 120, is due to absorption by a

colder [C II] foreground. The black data points with error bars show the optical depth

derived from the intensity ratio of the two isotopes. The determined [C II] optical depth

around the systemic velocity is always significantly above one.

The calculated intensity di↵erence between 12CO and 13CO also results in high

optical depth values. We observe the absorption dip in the primary isotope 12CO to be

blueshifted with respect to the emission peak of the 13CO line. This might be due to

the bubble expansion, which pushes the cold foreground medium toward the observer,

resulting in a blueshifted absorption dip. Moreover, we also observe an asymmetry in

the optical depth between the two wings of the CO spectra. Thus, the redshifted wings

show significantly higher optical depth values than the blueshifted ones. These higher

optical depth values in the redshifted wing and the sudden morphological change in

the spatial optical depth distribution shown in Fig. 5.6 might be an indication of gas

inflow. We will discuss the possible inflow in more detail later on, see also Kabanovic

et al. (2022).

The very large optical depth values and the absorption dips in the observed spectra

already apparent from the above relatively simple analysis suggest that we need a more

sophisticated model that properly takes absorption e↵ects by a colder foreground into

account. Thus, in the following, we will revisit our optical depth analysis utilizing the

two-layer multicomponent model (Guevara et al., 2020; Kabanovic et al., 2022).

5.2.2 [C II] self-absorption in RCW 120

The [C II] 158µm line is one of the most important cooling lines of the ISM (Tielens and

Hollenbach, 1985). Therefore, it seems natural that [C II] emission can originate from a

variety of physical conditions such as a hot expanding H II region or warm PDR surfaces

as discussed in section 5.1 and by Luisi et al. (2021). However, the previous optical

depth analysis additionally suggests a cold absorbing [C II] component. To disentangle

the warm emitting layer from the cold absorbing layer, I solve the radiative transfer

equation allowing multiple components distributed between two layers as described by

equation (4.13).

We first need to constrain the background and foreground excitation temperature to

solve the two-layer multicomponent model. A lower limit for the background temper-

ature can be derived with equation (4.16) assuming the peak emission of the primary

isotope is not strongly a↵ected by foreground absorption and thus can partly shine
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(a) Tex,fg “ 15K, RCW 120 PDR/ring. (b) Tex,fg “ 30K, RCW 120 PDR/ring.

(c) Tex,fg “ 15K, Southwestern PDR. (d) Tex,fg “ 30K, Southwestern PDR.

(e) Tex,fg “ 15K, Southeastern PDR. (f) Tex,fg “ 30K, Southeastern PDR.
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(g) Tex,fg “ 15K, Northeastern PDR. (h) Tex,fg “ 30K, Northeastern PDR.

Figure 5.8: [C II] two-layer multicomponent model solution for (a)-(b) the PDR/ring

in RCW 120, (c)-(d) the southwestern PDR, (e)-(f) southeastern PDR, and (g)-(f)

the northeastern PDR (Kabanovic et al., 2022). The two-layer model solution for a

foreground excitation temperature of Tex,fg “ 15K is shown in the left panels and for

Tex,fg “ 30K in the right panels. Left upper sub-panel: The observed data are shown

by the red data points, and the green curve shows the model fit. Left middle sub-

panel: same as left upper sub-panel but the intensity axis is cut at lower temperatures

to better visualize the three hyperfine transition lines. Left lower sub-panel: The

grey data points show the fit residuals and the two orange horizontal axes show the 3�

detection level. Right upper sub-panel: the blue Gaussians show the single background

components. The cyan curve is the superposition of all the background components.

The dashed orange curve shows the velocity resolved background optical depth. Right

lower sub-panel: The pink Gaussians show the single foreground components. The

purple curve is the superposition of all the foreground components. The dashed orange

curve indicates the velocity resolved foreground optical depth.

through to the observer, see Fig. 4.3 for example. We can use the optical depth de-

rived from the intensity ratio between the two isotopes with equation (2.74). This gives

us temperatures of 50-70K along the ring emission in RCW 120, where we find the

strongest [C II] lines.

The absence of strong absorption dips in the [12C II] spectra requires us to use an al-

ternate approach to constrain the foreground temperature rather than simply deriving

the temperature from the absorption dip minimum. A lower limit for [C II] excitation

temperature can be derived from the energy balance between the [C II] cooling and

heating by cosmic ray ionization and the standard interstellar radiation field.
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Table 5.1: Averaged [C II] physical properties of the emitting and absorbing layers

along the ring of RCW 120. A lower limit of 15K and an upper limit of 30K was used

for the foreground excitation temperature. The table is adapted from Kabanovic et al.

(2022).

Background

Region (1) (2) (3) (4) (5) (6)

A ⌧rC IIs NrC IIs NH MH LrC IIs
[pc2] [1018 cm´2] [1021 cm´2] [Md] [Ld]

Ring 12.9 2.8 3.1 19.6 2018 357.3

SW PDR 0.6 2.9 3.9 24.1 118 31.9

SE PDR 0.5 3.8 4.9 30.7 114 21.1

NE PDR 1.5 3.4 2.8 17.7 212 38.1

Tex,fg “ 15K Foreground

Ring 12.9 0.7 0.5 3.3 344 1.77

SW PDR 0.6 0.8 0.4 2.8 14 0.07

SE PDR 0.5 0.6 0.4 2.3 8 0.04

NE PDR 1.5 0.6 0.3 1.8 21 0.11

Background

Ring 12.9 2.6 2.8 17.6 1818 333.2

SW PDR 0.6 2.9 3.8 23.9 118 31.8

SE PDR 0.5 3.6 4.7 29.3 109 20.9

NE PDR 1.5 3.3 2.7 17.0 203 37.5

Tex,fg “ 30K Foreground

Ring 12.9 1.2 1.1 6.6 685 58.5

SW PDR 0.6 1.4 0.9 5.7 28 2.34

SE PDR 0.5 0.9 0.5 3.3 12 1.16

NE PDR 1.5 1.1 0.6 3.9 47 4.19

(1) The area of the regions, defined by Dendrograms (Rosolowsky et al., 2008; Robitaille et al., 2019).

(2) [C II] peak optical depth.

(3) [C II] column density (eq. 2.63).

(4) Hydrogen column density NH = NH I ` 2NH2 , using C/H = 1.6 ¨ 10´4 (Sofia et al., 2004).

(5) Mass from hydrogen column density.

(6) Luminosity for the background and foreground layers.
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Figure 5.9: Foreground [C II] column density as a function of excitation temperature

(Kabanovic et al., 2022). The column density is determined from the averaged [C II]

spectrum of the entire PDR/ring in RCW 120 by applying the two-layer multicompo-

nent model for the possible range of foreground excitation temperatures between 15

and 30K.

The emissivity of di↵use optically thin [C II] gas can be expressed as (Ossenkopf et al.,

2013):

ª
✏ dv “ hAulc3

8⇡kB⌫2
ˆ NrC IIs ˆ gue

´T0
Tex

gl ` gue
´T0
Tex

“ 2.3 ¨ 10´28W

sr
ˆ NrC IIs ˆ EpTexq ,

(5.4)

with the heating e�ciency ✏ and the excitation temperature term expressed as EpTexq.
We can now write the total [C II] cooling as:

⇤rC IIs “
ª

4⇡

ª
✏ dv d⌦ “ 2.9 ¨ 10´27 W ˆ NrC IIs ˆ EpTexq . (5.5)

We assume that the cold di↵use foreground cloud is heated by the ambient UV-

field and through cosmic ray (CR) ionization. The energy density %UV for a UV field

of � “ 1 is 6.8 ¨ 10´21 J{cm3. The Habing field G0 can be related to the Draine field �

by � “ 1.71G0, where G0 is the mean interstellar radiation field from Habing (1968);

Draine (1978). The UV radiation is mainly absorbed by interstellar dust, which results

in a UV optical depth of ⌧UV „ 3Av{1.08. The heating of the dust and gas in a column

of Av “ 1 can be written as:

FUV “
`
1 ´ e´⌧UVpAv“1q

˘
%UV,�“1c “ 1.9 ¨ 10´6 W

m2
. (5.6)
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We assume a typical gas heating e�ciency of " “ 0.01 (Okada et al., 2013). The gas

column density is NH,Av“1 “ 1.9 ¨ 1021 cm´2. With this, we can now write the heating

rate per hydrogen; and with the carbon to hydrogen ratio C{H “ 1.6 ¨10´4 (Sofia et al.,

2004) we obtain a [C II] heating rate of:

�UV “ "
FUV

NH,Av“1 ˆ C{H ˆ NrC IIs “ 6.3 ¨ 10´30 W ˆ NrC IIs . (5.7)

The heating rate from the cosmic rays is expressed as the CR heating energy per

ionization Q „ 10 eV (Glassgold et al., 2012) times the CR ionization rate of ⌘H «
2¨10´16 s´1 (Indriolo et al., 2015). Dividing by the C/H-ratio gives the CR [C II] heating

rate:

�CR “ Q ˆ ⌘H
C{H ˆ NrC IIs “ 2 ¨ 10´30 W ˆ NrC IIs . (5.8)

The sum of equation (5.7) and (5.8) gives us the total heating rate of the di↵use [C II]

gas:

�rC IIs “ �UV ` �CR “ 8.3 ¨ 10´30W ˆ NrC IIs . (5.9)

The energy balance between the total cooling rate, equation 5.5, and the total

heating rate, equation 5.9 gives us the lower limit [C II] excitation temperature for a

low ambient radiation field:

Lower limit [C II] excitation temperature

EpTexq “ 0.003 “ gue
´T0
Tex

gl ` gue
´T0
Tex

ñ Tex “ T0

ln
`
2
E ´ 2

˘ “ 14K .

(5.10)

Since [C II] is the main cooling line of the di↵use medium, the gas cannot get any colder

than the derived Tex “ 14K. We note that the chosen CR ionization rate is solely a

lower limit. However, assuming an ionization rate that is an order of magnitude larger

increases the [C II] excitation temperature to Tex „ 17K, see Fig. 5.10. Thus, for

simplicity, we set the lower limit to Tex „ 15K.

We can find an upper limit for the foreground excitation temperature using an

independent estimate of the hydrogen column density. Zavagno et al. (2007) derived a

visual extinction of Av „ 4.36 towards the H II region. This results in a hydrogen column

density of 8.15 ¨1021 cm´2, which translates into a C` column density of 1.3 ¨1018 cm´2.

Fig. 5.9 shows the two-layer multicomponent model results of the cold foreground

column density as a function of temperature. The upper limit of the [C II] column

density is approximately reached at Tex „ 30K.
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Figure 5.10: [CII] excitation temperature as a function of CR ionization rate.

The two-layer model results for a foreground excitation of Tex,fg “ 15K and Tex,fg “
30K are shown in Fig. 5.8 for the [C II] bright regions along the ring in RCW 120. The

corresponding model fit parameters can be found in the appendix, section A.1.1. The

model fit is shown as the green spectrum, representing the observed [C II] spectrum in

red. The emitting [C II] background is visualized by the blue Gaussians, which have

a peak optical depth of approximately ⌧rC IIs „ 3 along the ring. This results in a

substantial [C II] column of „ 3 ¨ 1018 cm´2, which corresponds to „ 2000Md located

in the PDR of RCW 120. We also observe a substantial optical depth of ⌧rC IIs „ 1 in

the foreground with little variation along the ring. This also results in a high column

density for the cold absorbing foreground of „ 5¨1017´1018 cm´2, similar to the findings

by Guevara et al. (2020) in various other sources. These high columns in the cold

foreground transfer to a substantial mass of „ 344 ´ 685Md. The physical conditions

along the PDR in RCW 120 constrained by the temperature range of Tex,fg “ 15´30K

are summarized in Table 5.1. The foreground column number density as a function of

excitation temperature is also shown in Fig. 5.9 for the cold absorbing layer. The total

amount of cold [C II] is probably a factor of two higher since a similar amount of cold

material should also be located behind the source. This results in a large amount of

material located in a cold layer around the bubble and PDR comparable to the amount

of warm emitting gas and not directly accessible through observations.
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5.2.3 Atomic hydrogen enveloping RCW 120

Figure 5.11: H I emission toward RCW 120 integrated from -20 to 10 km s´1. The

blue circle shows the area used to obtain the averaged o↵-position. The diameter is

do↵ “ 3 ¨ ✓mb “ 3 ¨ 1502. The grey box indicates the area observed in [C II]. The [C II]

contours range from black to white in intensity levels of 60, 100, 140, 180, 220Kkm s´1.

In the previous section 5.2.2, I showed that there is a substantial amount of ionized

carbon in a cold absorbing layer similar to the findings of Guevara et al. (2020) for

other regions. The question of how this large amount of cold ionized carbon is produced

and where it originates from remains open. To find an answer to this question, we will

analyze the H I emission towards RCW 120.

The H I emission around the vicinity of RCW 120, shown in Fig. 5.11 for the velocity

range relevant for RCW 120, shows little structure compared to the observed [C II] and

CO emission. However, the beam size of ✓mb “ 1502 is much larger than for [C II] and

CO. The averaged velocity resolved H I emission from RCW 120, shown by the blue

spectrum in Fig. 5.12a, clearly shows an absorption dip at the systemic velocity of

RCW 120. To quantify the optical depth and column density of the cold hydrogen

responsible for the absorption, I simply determine the intensity di↵erence between the

blue spectrum originating from RCW 120 and an o↵-position mostly free of absorption
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(a) H I on- and o↵-spectrum. (b) HISA column density.

(c) HISA temperature. (d) HISA column density distribution.

Figure 5.12: HISA analysis of RCW 120. (a) The blue spectrum is averaged over

RCW 120, and the orange spectrum is observed towards the o↵-position selected for

comparison. The red spectrum is the o↵-spectrum scaled to match the wing emission

of the on-spectrum. The green Gaussian is a fit to the wing emission of the scaled

o↵-spectrum. (b) HISA column density as a function of excitation temperature for the

three o↵-spectra. (c) Max. HISA temperature distribution. (d) HISA column density

distribution in RCW 120. Images adapted from Kabanovic et al. (2022).

e↵ects, see section 2.6. The orange spectrum shows the emission towards the selected

o↵-position. The area used to average for the o↵-position is shown as the blue-shaded

circle in Fig. 5.11. It is similar in size to the average on-position. While the o↵-

position shows no absorption dip, it might still be a↵ected by self-absorption e↵ects.
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To quantify this uncertainty, I derived the HISA optical depth using three di↵erent

reference spectra: (i) the spectrum from the o↵-position, (ii) the o↵-position scaled so

that its wing emission matches the on-position, shown by the red spectrum, and (iii)

a Gaussian fit to the wings of the scaled o↵-position, shown by the green curve. The

resulting HISA column number densities for the three reference positions as a function

of excitation (spin) temperature are shown in Fig. 5.12b.

I repeat the process and derive the HISA column density for the entire spectral cube

using the Gaussian fit as an upper limit for the reference position. The intensity at the

absorption dip minimum is a reasonable estimate for the HISA temperature. While

this is an upper limit for the HISA temperature, Seifried et al. (2022) showed that

this approach best agrees with the simulation results. The derived HISA temperature

is shown in Fig. 5.12c, and the corresponding column density distribution is shown

next to it in Fig. 5.12d. The HISA distribution shows multiple filament-like structures.

While this structure might be real, hinting towards the formation of dense structures in

the cold hydrogen envelope, their width is much smaller than the beam size ✓mb “ 1502.
This makes further analysis of the filamentary structures not feasible.

The derived HISA column densities in RCW 120 match well with the hydrogen

column densities derived from the cold absorbing [C II]. This suggests that the possible

origin of the large amounts of cold ionized carbon is an atomic hydrogen cloud en-

veloping the RCW 120. Following Goldsmith et al. (2012), we can write the relation

between the [C II] excitation temperature and the hydrogen density nH with the kinetic

temperature of the gas Tkin:

Collisional excitation of [C II]

Tex “ T0 ln

¨

˝
RulnH ` �p⌧0q

´
1 ` J⌫pTcontq

T0

¯
Aul

J⌫pTcontq
T0

�p⌧0qAul ` RulnHe
´ T0

T
kin

˛

‚
´1

, (5.11)

with the escape probability:

�p⌧0q “ 1 ´ e´⌧0

⌧0
, (5.12)

with ⌧0 “ ⌧pv0q the peak optical depth of the transition. The term �p⌧0qAul can be

interpreted as the e↵ective spontaneous decay rate. We assumed that C` is only excited

through collision with atomic hydrogen. Thus, the de-excitation rate coe�cient Rul is

given by Barinovs et al. (2005):

Rul “ 7.6 ¨ 10´10cm3s´1pTkin{100q0.14 . (5.13)
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Figure 5.13: C` excitation temperature as a function of hydrogen density in the

absorbing foreground. The HISA density is derived with four di↵erent temperatures

(60K in blue, 70K in orange, 80K in green, and 90K in red), covering the temperature

range in RCW 120. The solid lines show the optically thin case while the dashed

lines are calculated for a ⌧0 “ 1. The black dashed lines indicate the [C II] excitation

temperatures at 20K and 30K. The grey dashed lines indicate the hydrogen densities

at 100 cm´3 and 500 cm´3.

The excitation temperature approaches the kinetic temperature, Tex Ñ Tkin, for in-

creasing hydrogen densities and optical depth:

RulnH

�p⌧0qAul
" 1 . (5.14)

However, these two temperatures are usually di↵erent for the low optical depth values

and hydrogen densities found in cold di↵use gas.

Fig. 5.13 shows the cold foreground [C II] excitation temperature as a function of the

cold absorbing hydrogen foreground. The calculation was performed for four di↵erent

HISA temperatures, 60K, 70K, 80K, and 90K, covering the HISA temperature range

in RCW 120. We find that the chosen HISA temperature has little influence on the

resulting density. The derived relation allows us to find reasonable physical conditions

for the cold atomic envelope. For [C II] excitation temperatures between 20K and 30K

and a HISA temperature of „ 80K, we get hydrogen densities of „ 100 ´ 500 cm´3,

assuming the cold di↵use gas is optically thin. These values shift to lower densities for
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an increasing optical depth, as shown by the dashed lines in Fig. 5.13 for a ⌧p “ 1. Thus,

the hydrogen density of 500 cm´3 derived for the optically thin case can be viewed as

an upper limit. The determined hydrogen density range translates into an extent of the

HISA cloud of „ 5 ´ 10 pc. This fits well with the observed size of RCW 120. Lower

[C II] excitation temperatures and, therefore, lower hydrogen densities can be excluded

since they would require a large extent of the HISA cloud, which would exceed the size

of the region. This would make it unlikely for the gas to be associated with RCW 120.

5.2.4 Geometry of RCW 120

Figure 5.14: [C II], 12CO, and
13CO (3 Ñ 2) intensity along a

horizontal cut (upper sub-panel)

and diagonal cut (lower sub-panel)

through the ionizing star. The two

cuts are shown in Fig. 3.7. The

blue line shows the [C II] intensity,

the orange line the 12CO intensity,

and the green line the 13CO in-

tensity. Image adapted from Ka-

banovic et al. (2022).

The observed symmetric ring-like structure of RCW 120 does indicate a spherical

shell, which projected onto the plane of the sky results in the observed ring. This

interpretation fits well with the observed expanding [C II] shell. On the other hand,

the observed intensities drop steeply towards the region’s interior, indicating a signifi-

cantly smaller column towards the center, see Fig. 3.7. This is especially visible in the

molecular tracers 12CO and 13CO. To quantify the intensity ratio between the emission

from the ring and the interior, the intensity of the observed ionized carbon and CO

lines is plotted along two cuts through the ring, shown in Fig. 5.14. The observed ratio

between the ring and the interior for [C II] lies in the range of 3-5, for 12CO 5-10 and

for 13CO it reaches values above 10. The large ratio between the ring and the inte-

rior suggests a smaller column density towards the interior compared to the ring and

the immediate surrounding medium. This is a puzzling result, assuming the bubble

expands spherically symmetric into the surrounding parental molecular cloud.
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(a) Column density cut. (b) Limb brightening.

Figure 5.15: Shell limb brightening of a spherical shell. (a) Column density cut along

through the bubble center. (b) Limb brightening factor (in black) and apparent shell

width (in red) as a function of geometric shell width. The data points with error bars

indicate the observed variations for the limb-brightening factor and shell width for [C II]

and CO. Image adapted from Kabanovic et al. (2022).

However, the projection of a spherical shell onto the plane of the sky would increase

the intensity of the ring due to the limb-brightening e↵ect. To quantify the limb-

brightening e↵ect, Kabanovic et al. (2022) utilized SimLine (Ossenkopf et al., 2001),

which solves the radiative transfer equations for spherical symmetry. The calculated

limb-brightening factor as a function of shell width is plotted in 5.15 alongside the

observed values. The column density along a cut through the center of a spherically

symmetric shell for an observed apparent shell width of „ 0.7 pc is shown in Fig. 5.15a.

This results in a limb- brightening factor of „ 3, which is much lower than observed in

CO. For a spherical shell, the limb-brightening factor increases with decreasing shell

width, as shown by the black curve in Fig. 5.15b, alongside with a decrease in the

apparent shell width shown by the red curve. To compare the observed values (see

Fig, 5.14) alongside the model parameter space, we show the observed range for CO

and [C II], which are indicated by the error bars in Fig. 5.15b. For the [C II] emission,

a shell width of 0.6 pc results in a marginal fit for both model parameters, the rim

width and the intensity ratio, while the CO emission shows a large discrepancy between

the observed shell width and the limb- brightening factor. Summarizing, we observe

an expanding shell in [C II], see Fig. 5.5a, which suggests a spherical geometry of the

H II region, but the observed CO intensity ratio between the ring and the interior

contradicts the spherical geometry of RCW 120. In section 5.2.1, I discussed that both

observed tracers show strong optical depth e↵ects. Especially CO shows high optical

depth e↵ects towards the center, as shown in Fig. 5.6, which aligns spatially with the

dark lanes in front of the H II region. Thus, possible adsorption by a cold foreground

might significantly a↵ect the observed intensity ratio between the interior and the ring.
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Figure 5.16: Cluster determined with the Gaussian mixture model (Kabanovic et al.,

2022). Left panel: The spatial distribution of the five clusters. Upper right panel: The

averaged spectra from each cluster. Lower right panel: Bayesian information criterion.

The black data points show the BIC value for the number of clusters reaching its

minimum at five clusters. The blue curve shows the parabolic fit indicating the trend

of the data points.

To disentangle the emitting background from the cold absorbing foreground and

therefore determine the region’s total spatial column density distribution, we need to

apply the two-layer multicomponent model to the entire CO (3Ñ2) spectral cube.

This section concentrates on the 12CO and 13CO (3Ñ 2) data sets as they carry the

important information on the bulk of the molecular material and the self-absorption

observed in the cold foreground gas.

The two-layer model needs an initial guess to converge toward a physically mean-

ingful solution. This is a straightforward task for a single spectrum. However, it is

not possible to find the initial conditions for a spectral cube containing thousands of

spectra in a reasonable time (with limited computing power or lifetime). To overcome

this problem, we use the fact that the observed spectral shape is not random but con-

fined by the physical conditions in the gas from which the emission is originating. To

solve the model for the entire spectral cube, we can use identical initial conditions for

a set of spectra with similar shapes. I group the spectra using the Gaussian mixture

model described in section 4.2.2. The clustering algorithm is applied to the 13CO data

set since it is less a↵ected by foreground absorption e↵ects which significantly alter the

shapes and intensities of the 12CO spectra.

First, I used the BIC to determine an appropriate number of clusters that represents
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Table 5.2: Averaged CO (3Ñ2) physical properties of the emitting and absorbing

layers for the five clusters in RCW 120. The table is adapted from Kabanovic et al.

(2022).

Background

Region (1) (2) (3) (4) (5) (6)

A ⌧CO NCO NH2
MH2

LCO

[pc2] [1018 cm´2] [1021 cm´2] [Md] [Ld]
Cluster 1 9.9 9.0 0.4 4.3 685.0 2.5

Cluster 2 6.2 23.4 0.9 10.5 1035.0 2.0

Cluster 3 15.7 4.0 0.2 2.2 561.0 3.5

Cluster 4 11.2 1.4 0.1 0.9 169.0 1.7

Cluster 5 6.3 9.5 0.4 5.0 510.0 1.9

Foreground

Cluster 1 9.9 1.7 0.2 1.8 284.0 0.1

Cluster 2 6.2 1.7 0.2 1.8 180.0 0.1

Cluster 3 15.7 1.9 0.2 1.9 491.0 0.2

Cluster 4 11.2 2.4 0.1 1.7 310.0 0.1

Cluster 5 6.3 1.8 0.2 2.0 205.0 0.1

(1) Cluster size of the regions defined by the GMM.

(2,7) CO (3Ñ2) peak optical depth.

(3,8) CO column density, determined using Eq. 2.72.

(4,9) Molecular hydrogen column density, using CO/H2 = 8.5 ¨ 10´5 (Tielens, 2010).

(5,10) Molecular hydrogen mass of the layers.

(6,11) Luminosity for the background and foreground layers.

the 13CO data cube. I performed the calculation a hundred times since the random

initial cluster distribution can imprint itself on the final solution. The averaged BIC

values are shown in the lower right panel in Fig. 5.16. The error bars, which show

the standard deviation, are not visible since the initial cluster distribution has little

e↵ect on the solution. The BIC reaches its minimum at five clusters, whose spatial

distribution is shown in the left panel of Fig. 5.16. The corresponding average spectra

are plotted in the upper right panel. The emission from the dense part of the ring is

indicated by cluster 2 (in orange). The two clusters 1 and 5 (shown in blue and purple)

surround the dense part of the PDR, but are blueshifted (cluster 1) and redshifted

(cluster 5) with respect to the bulk emission of cluster 2. This indicates that even the

dense ring surrounding the H II has a complex velocity structure. Cluster 3 (shown

in green) traces the two dark lanes, visible in H↵ absorption and spanning diagonally

across RCW 120. Cluster 4 (represented in red) traces mainly the weak emission

originating from the interior of the region.
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(a) Cluster 1: 13CO (3Ñ2) (b) Cluster 1: 12CO (3Ñ2)

(c) Cluster 2: 13CO (3Ñ2) (d) Cluster 2: 12CO (3Ñ2)

(e) Cluster 3: 13CO (3Ñ2) (f) Cluster 3: 12CO (3Ñ2)
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(g) Cluster 4: 13CO (3Ñ2) (h) Cluster 4: 12CO (3Ñ2)

(i) Cluster 5: 13CO (3Ñ2) (j) Cluster 5: 12CO (3Ñ2)

Figure 5.17: CO two-layer multicomponent model solution for the five GMM clusters

(Kabanovic et al., 2022). The spatial location of each cluster is shown in Fig. 5.16. Left

panel 13CO (3Ñ 2) model fit. Right panel: 12CO (3Ñ 2) model fit. Left upper sub-

panel: The observed data are shown by the red data points, and the green curve shows

the model fit. Left lower sub-panel: The grey data points show the fit residual, and

the two orange horizontal axes show the 3� detection level. Right upper sub-panel:

the blue Gaussians show the single background components. The cyan curve is the

superposition of all the background components. The dashed orange curve shows the

velocity resolved background optical depth. Right lower sub-panel: The pink Gaussians

show the single foreground components. The purple curve is the superposition of all

the foreground components. The dashed orange curve indicates the velocity resolved

foreground optical depth.
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To find proper initial conditions for each cluster, I solved the two-layer multicom-

ponent model for each averaged spectrum. The model fit for both isotopes is shown

in Fig. 5.17, and the corresponding fit model parameter can be found in the appendix,

section A.1.2. The derived physical properties are summarized in Table 5.2. I derived

a background excitation temperature of Tex,bg “ 40K from the optically thick 12CO

line emission using equation (4.16). The foreground excitation temperature was deter-

mined more pragmatically to Tex,fg “ 6K, which is the highest foreground excitation

temperature that resulted in a satisfying model fit for all five clusters. Similar to the

[C II] line analysis, the intensity of the background components overshoots the observed
12CO intensity, which requires a cold absorbing layer that absorbs a significant amount

of the background emission. The CO optical depth derived this way is high, especially

towards the dense parts of the ring where it reaches peak values around ⌧CO „ 20, but

it is significantly lower than the values derived using the single-layer model, shown in

section 5.2.1. The molecular U-shaped envelope consists of cluster 1, 2, and 5, which

add up to a total mass of „ 2000Md for the emitting warm background material and

„ 670Md for the absorbing foreground. As already mentioned in section 5.2.2, the

overall cold molecular mass is likely to be a factor of two higher since the cold material

located behind the source is not accessible.

While the amount of background components needed to represent the observed

spectrum varies along the region, see Fig. 5.17, the foreground is usually best repre-

sented by three components, one at the systemic velocity of RCW 120, a blueshifted,

and a redshifted component with respect to the systemic velocity. The component

located at the systemic velocity of „ ´7.5 km s´1 originates likely from a temperature

gradient along the line of sight. The blueshifted component is probably linked to the

mechanical energy input of the expanding bubble into the surrounding medium. The

interpretation of the redshifted component is less straightforward since it is visible

in absorption and therefore located between the observer and the region. Thus, the

redshifted component might indicate a molecular inflow.

We can now use the results from the averaged spectra as an initial guess for the

entire spectral cube. Thus, I applied the two-layer model, as described in section 4.3.1,

in an automated unsupervised fashion. The resulting velocity-resolved column density

maps of the two CO layers are shown in Fig. 5.18. Most of the CO background column

density is concentrated in the dense PDR around the systemic velocity. The two dark

lanes located in front of the H II region are also visible at the systemic velocity in the

background layer since the dark lanes are facing the star and are heated up from the

inside of the bubble, leading to subsequent CO cooling via the radiation of the J(3Ñ2)

line. Conversely, the velocity-resolved foreground is rather di↵use and does not show

an increase in density toward the PDR. However, at the systemic velocity, we observe

an increase in column density from the northeast to the southwest through the region’s

center. This increase in foreground column density correlates well with the absorption
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(a) Background CO column density.

(b) Foreground CO column density.

Figure 5.18: Velocity resolved CO column density maps (Kabanovic et al., 2022). (a)

CO column density of the warm emitting background layer (b) CO column density of

the cold absorbing foreground layer.

features seen in 12CO around the systemic velocity (Fig. 5.3). Moving toward redshifted

velocities, we observe a sudden change in the morphology of the foreground distribution,

which now follows the dense PDR structure. This morphological change could suggest

that the dense ring in RCW 120 is still accreting mass from the surrounding cold

material.

The background and foreground column density along a horizontal and diagonal cut

through the star, as indicated by the two grey lines in Fig. 3.7, is shown in Fig. 5.19.

While the background column density increases steeply at the dense PDR, the fore-

ground column density stays almost constant throughout the entire region. Thus,

the absorption by the foreground material does not explain the column density deficit
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Figure 5.19: CO column den-

sity cuts along RCW 120 (Ka-

banovic et al., 2022). The upper

panel shows the CO column den-

sity along the horizontal cut and

the lower cut diagonally through

the star as indicated by the two

grey lines in Fig. 3.7. The blue

curve shows the background col-

umn density, the pink curve shows

the foreground column density and

the cyan curve shows the total col-

umn density.

toward the center with respect to the ring.

To align both observed features, the expanding [C II] bubble and the missing column

density toward the bubble’s center, we propose that the parental molecular cloud had

to be flattened along the line of sight. Thus, the expanding stellar wind-driven bubble

is bursting out of the flat parental molecular cloud. The material distributed parallel

to the long axis, which aligns approximately with the plane of the sky, is compressed

to a torus-like structure by the expanding H II region.

5.3 Assembly of molecular clouds in Cygnus

As shown in the previous sections, CO originates from dense molecular clouds and is,

therefore, a good tracer of the H2 molecule. Since molecular hydrogen is more abundant

than CO, its self-shielding from the photodissociating FUV radiation is more e�cient.

This di↵erence in column density between the two molecules can produce molecular

hydrogen gas that is not traced by CO. Such a gas component is usually referred to

as “CO-dark” (Wolfire et al., 2010). It can constitute an important part of the gas

in galaxies: Madden et al. (2020), for example, showed that 70 to 100% of the total

H2 mass in dwarf galaxies is not traced by CO. However, they found that this gas

component is well-traced by the [C II] line. Until recently, there was no large-scale

[C II] mapping project that was able to identify CO-dark gas associated with molecular

clouds in the Milky Way. It is with the FEEDBACK project that these maps became

available, and we used the largest [C II] map in this sample, covering the Cygnus X

region, to search for CO-dark gas traced by [C II]. In addition, the spectral resolution
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(a) CO, vpW75Nq “ 4 ´ 12 km s´1. (b) [C II], vpW75Nq “ 4 ´ 12 km s´1.

(c) CO, vpHVq “ 12 ´ 20 km s´1. (d) [C II], vpHVq “ 12 ´ 20 km s´1.

Figure 5.20: [C II] and CO intensity maps from Cygnus X for the W75N (upper

panel) and the high-velocity range (lower panel). Left panel: The CO (1 Ñ 0) emission

observed with the Nobeyama telescope (Yamagishi et al., 2018). The dark-shaded area

shows the CO-dark and [C II] bright region. Right panel: [C II] emission. The contours

show the corresponding CO emission ranging from black to white, corresponding to

intensities of 10Kkm s´1 to 110Kkm s´1 in steps of 20Kkm s´1.
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(a) W75N-velocity range. (b) High-velocity range.

(c) Average Spectra, vpW75Nq. (d) Average Spectra, vpHVq.

Figure 5.21: CO-dark and [C II] bright emission for the two velocity regimes. Upper

panel: [C II] intensity versus CO intensity. The two dashed lines indicate the 3� detec-

tion limit for both lines. The purple data points are located below the detection limit

for both lines. Data points above the detection limit are shown in blue for both lines.

CO-bright but [C II]-dark data points are shown in pink. CO-dark but [C II]-bright data

points are shown in orange. Lower panel: The averaged spectra over the orange data

points. The dashed vertical lines indicate the corresponding velocity range. Image

adapted from Schneider et al. (2023).
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(a) HISA temperature. (b) HISA o↵-spectra.

Figure 5.22: HISA temperature in Cygnus X (Schneider et al., 2023). (a) The

grey box outlines the observed area in [C II], and the contours indicate [C II] emission

corresponding to intensities of 50Kkm s´1 to 210Kkm s´1 in steps of 40Kkm s´1. The

cyan circle indicates the DR21 on-position. The blue-shaded circle shows the chosen

o↵-position free of absorption. (b) 100 averaged H I spectra. The absorption spectrum

originates from the on-position DR21. The location of the spectra is indicated by the

purple circles shown in (a).

of the data allows us to investigate the velocity distribution of the [C II] emitting gas.

The observed [C II] and CO emission in the Cygnus X region is shown in Fig. 5.20.

The upper panel shows the integrated emission over the W75N velocity range (4-

12 km s´1), and the lower panel shows the high velocity (HV) range (12-20 km s´1).

While most of the emission originates from lower velocities associated with well-known

massive star-forming regions, in the following, we are only interested in the high-

velocity flows in Cygnus. The right panel of Fig. 5.20 shows the integrated [C II] emission

overlaid with contours of the CO integrated intensity. We find that substantial parts of

the observed region are devoid of CO emission, while extended [C II] emission is clearly

detected.

Fig. 5.21a and 5.21b show the [C II] intensity plotted against the CO intensity for the

two velocity ranges to quantify the amount of the CO-dark but [C II] bright component.

The two dashed grey lines indicate the 3� detection threshold of 1.8Kkm s´1 for [C II]

and 3.6Kkm s´1 for CO. The orange data points show the [C II]-bright but CO-dark

components for each velocity range. The corresponding average spectra are shown in

Fig. 5.21c and 5.21d. The [C II] spectra display a velocity bridge of emission between

the three velocity components DR21, W75N, and HV. The CO emission also shows
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(a) PDR model result. (b) UV-field in Cygnux X.

Figure 5.23: UV-field in Cygnus X (Schneider et al., 2023). (a) PDR model FUV

field and hydrogen density parameter space. The blue isocontour corresponds to the

HV [C II] integrated intensity of „ 5Kkm s´1. Its width is determined by the integrated

rms of „ 0.6Kkm s´1. The determined FUV strength of 10G0 is shown by the red

horizontal line. The red dashed lines indicate the FUV variation along the observed

region. (b) The UV field in Habing [G0] is plotted on a log10-scale. In addition,

UV contours on a linear scale are shown. The grey box outlines the area observed

in [C II]. The [C II] emission is indicated by the contours ranging from black to white

corresponding to intensities of 50Kkm s´1 to 210Kkm s´1 in steps of 40Kkm s´1.

this bridging e↵ect, but the emission is very weak in the HV range, where we find the

largest amount of [C II]-bright gas. The spatial distribution of the CO-dark component

is shown by the shaded area in Fig. 5.20c. In total, 29% (6%) of the area in the

HV (W75N) range is CO-dark and [C II]-bright. The amount of the [C II] bright but

CO-dark material decreases toward lower velocities as visible in Fig. 5.20a. However,

these findings strongly depend on the observed area, which is biased toward the bright

regions.

To constrain the physical properties of the atomic gas in and around the Cygnus

complex, I performed a hydrogen self-absorption (HISA) analysis, similar to the study

for RCW 120 (section 5.2.3). First, I determined the HISA temperature in Cygnus X

from the absorption dips in the spectra. The resulting HISA temperature distribution

is shown in Fig. 5.22a. The temperature is rather homogeneously distributed around

„ 100K. I then estimated the hydrogen column number density against the bright

continuum source DR21. To find a suitable o↵-position, I extracted average spectra

over a hundred positions close to DR21 indicated by the purple circles in Fig. 5.22a.
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(a) Average H I spectra. (b) HISA column density.

Figure 5.24: HISA parameters in Cygnus. (a) Absorption towards DR21 is shown

by the black spectrum. The absorption-free o↵-position H I emission is shown by the

blue spectrum. The fit to the o↵-spectrum is shown by the orange Gaussian. (b)

HISA column density as a function of temperature for both reference positions. Image

adapted from Schneider et al. (2023).

The o↵-position spectra alongside the absorption spectrum toward DR21 are shown

in Fig. 5.22b. The single spectra display little variation, already suggested by the

rather homogeneous temperature map. The chosen o↵-position spectrum is given by

the blue spectrum in Fig 5.24a. Considering that the cold-absorbing hydrogen cloud

might also a↵ect the o↵-position, I performed a Gaussian fit to the wings of the o↵-

spectrum shown by the orange Gaussian. The resulting column number density for

both reference spectra is displayed in Fig. 5.24b. The derived column density from the

o↵-spectrum can be considered as a lower limit, while the used Gaussian component

represents the upper limit. For the determined spin temperature, a hydrogen column

density of „ 3.5 ¨ 1021 cm´2 in the velocity range between 4 km s´1 to 20 km s´1 is

reached.

Using equation 5.11, I determined the [C II] excitation temperature of Tex “ 21K

from the kinetic temperature of the HISA cloud Tkin „ THISA „ 100K and its density

of n “ 100 cm´3. The hydrogen density was then derived by applying a PDR model

using the PDR Toolbox (Pound and Wolfire, 2023), assuming a UV-field of 10G0 and

an integrated [C II] intensity of „ 5Kkm s´1 (Schneider et al., 2023). I estimated the

UV-field using the method explained in section 4.5. The resukting UV-field is shown

together with the PDR modeling results in Fig. 5.23. Using equation (2.65) results in

a C` column density of NrC IIspI „ 5Kkm s´1q „ 6 ¨ 1017 cm´2, which corresponds to

a hydrogen column density of „ 3.7 ¨ 1021 cm´2, similar to the column density derived

https://dustem.astro.umd.edu/
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independently using the HISA method. This suggests that the high-velocity CO-dark,

[C II]-bright gas originates from the cold atomic gas. The observed [C II] remarkably

traces the molecular cloud formation from its initial atomic flow. The interaction of

atomic flows leads to the formation of dense molecular clouds in Cygnus X, which are

the birthplaces of stars and, in particular, massive stars.



Discussion

Within the last decade, SOFIA performed high angular and spectral resolution line

mapping of extended regions in the Milky Way and external galaxies in the [C II] 158

µm line. Valuable discoveries were made that allowed us to progress significantly in our

understanding of the physics of the interstellar medium. Observations of the [C II] line,

combined with data from CO and H I, revealed the dynamics of the gas in H II region

bubbles, emphasized the importance of studying self-absorption e↵ects, and traced

CO-dark gas during the molecular cloud assembly process. In the following, I will put

these new findings into context of what was known before these discoveries were made

and which open questions remain.

6.1 The [C II] line as a tracer for the gas dynamics

Stars still embedded in the parental molecular cloud interact with the surrounding

medium through radiation and stellar winds. The injected mechanical and radiative

energy compresses the surrounding medium into ring-like structures as shown in Fig. 6.1

over large parts of the Milky Way. These compressed rings can further fragment into

dense clumps, the birthplaces of stars. It is therefore essential to understand what the

mechanisms are that drive the bubble expansion and compression of the surrounding

medium. The mechanical energy carried by the stellar wind is only a small fraction of

the radiative luminosity of a star. However, the coupling e�ciencies to the ISM of each

process are less straightforward to determine, which makes the dominant process un-

certain. Nevertheless, theoretical studies predict in general that momentum injection

by radiation dominates that of stellar winds (Haid et al., 2018). To verify this theoret-

ical prediction and to investigate the conditions for one or the other to dominate, we

can make use of the spectrally resolved [C II] emission, which is an ideal tracer for gas

kinematics in massive star-forming regions.

As part of the large Orion A mapping program (Higgins et al., 2021), see also

section 3.3, Pabst et al. (2020) observed for the first time expanding [C II] shells in

the Orion Veil, M 43, and NGC 1977 directly through velocity resolved [C II] spectra.

While M 43 and NGC 1977 are thermally expanding bubbles powered by B-type stars
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Figure 6.1: Infrared emission from dust and stars of a part of the Milky Way toward

the constellation Scorpius. This segment of the survey spans galactic longitudes from

343.5 to 351.7 degrees and is centered at 0 degrees of galactic latitude. The most

striking features are the Cat’s Paw Nebula (NGC 6334) at the upper left of the image

and the almost perfect spherical shape of RCW 120 towards the center. The emission

from polycyclic aromatic hydrocarbons, which is excited by radiation from nearby

stars, is shown in green. The thermal emission from warm dust is represented in red.

The overlap of both regions is visible in yellow. The stars are visible in blue. Credit:

NASA/JPL-Caltech/Univ. of Wisconsin.

(NU Ori in M 43 and 42 Orionis in NGC 1977) with expansion velocities of „ 6 km s´1

and „ 1.5 km s´1, respectively, the Orion Veil is expanding fast with „ 13 km s´1,

driven by the stellar wind of the O-type star ✓1 Ori C. The derived kinetic energy of the

expanding shell from the velocity resolved [C II] emission indicates that the mechanical

energy carried by the stellar wind is e�ciently converted into the kinetic energy of the

expanding shell.

Subsequent velocity resolved [C II] observations of RCW 120 (Luisi et al., 2021) in

the FEEDBACK project, see section 5.1, also revealed a fast expanding [C II] shell

with a velocity of „ 15 km s´1. Similar to the blister bubble in Orion A, the interior

of RCW 120 is filled with hot X-ray emitting plasma, characteristic of a stellar wind-

driven bubble. The expanding bubble compressed the surrounding medium into a

ring-like structure enveloping the H II region. Along the ring-like structure, multiple

YSO were detected (Figueira et al., 2017). The massive shell then fragmented into

clumps, and in these clumps, cores formed that gravitationally collapsed into stars.

This is the well-known ’collect & collapse’ scenario of Elmegreen and Lada (1977).

It suggests that compression of the surrounding medium by stellar winds can lead to

triggered star formation.

The fast expansion of the bubbles indicates a young age of about „ 0.15Myr, which

suggests that the new generation of star formation occurred in much shorter time scales

than the free-fall time.

These observations were followed by further detections of expanding [C II] shells

in some of the FEEDBACK sources, including several expanding bubbles, such as

RCW 49 (Tiwari et al., 2021) and NGC 7538 (Beuther et al., 2022), and expansion
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features in the bipolar H II region RCW 36 (Bonne et al., 2022), all resulting in complex

geometries. These findings indicate that stellar wind-driven bubbles from massive O-

type or Wolf Rayet stars might be a common feature. The expanding shells are so far

only detected in [C II] emission since no counterparts of these expanding shells were

observed in molecular lines or atomic hydrogen.

There are good arguments for why the expanding [C II] shells are driven by stellar

winds. The energy terms of the di↵erent physical processes showed that the thermal

energy of the H II region is lower than the one from the hot X-ray plasma and cannot

balance the kinetic energy of the [C II] shells. In addition, the shell velocities are often

(but not always) larger than the sound speed in the H II region, which is typically

„10 km s´1. However, the relative importance of radiation and winds is not settled

and is vividly discussed among modelers (Lancaster et al., 2021a,b; Pittard et al., 2021;

Pittard, 2022; Ebagezio et al., 2022). A more detailed comparison between observations

and simulations is needed, but also more observational studies of stellar wind properties.

In particular, a precise estimation of the mass loss rates of O- and B-stars using K-

band spectroscopy (Martins et al., 2010) is required. Another point that needs further

investigation is if stars only form after the fragmentation of the compressed shell or if a

pre-existing clumpy cloud structure supports new star formation. Simulations of Walch

et al. (2012) showed that the most likely scenario is one in which both processes take

place. The clump distribution can be explained by an inhomogeneous, fractal initial

cloud structure in which the cores collapse by radiation-driven implosion. However,

the models consider that the impact of stellar winds is negligible.

6.2 The ISM hidden behind self-absorption

Velocity-resolved observations of spectral lines give us access to the gas kinematics of

the ISM. However, optical depth e↵ects, such as absorption by colder foreground ma-

terial, do not only result in a lower observed intensity but also modify the line shape.

Thus, as shown in Fig. 4.3, the absorption dip at the line peak is indistinguishable from

two Gaussian components, as one would observe in an expanding bubble. To disen-

tangle optical depth e↵ects from gas kinematics, it is possible to compare the spectral

line with the emission from a less abounded isotope. This is a common approach for

the CO molecule where the primary isotope 12CO is often found to be optically thick.

In the case of [C II] emission, PDR models predicted the line to be optically thin, and

this was assumed in most of the earlier studies of [C II] emission (Stacey et al., 1991a;

Meixner et al., 1992). First - but very limited - observations of the [13C II] line by Stacey

et al. (1991b) showed indications that the [C II] line could be optically thick. But only

the high spectral resolution observations with Herschel/HIFI (Ossenkopf et al., 2013)

and later with SOFIA/upGREAT (Guevara et al., 2020) clearly revealed that the [C II]

shows substantial optical depth e↵ects.
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Similar to the findings by Guevara et al. (2020) for various other sources, we find

strong optical depth e↵ects in [C II] along the PDR in RCW 120, see section 5.2.1. The

results from the two-layer multicomponent model fit required large hydrogen column

densities of „ 1021 cm´2 in a cold absorbing layer. To determine the possible origin

of this cold absorbing layer, we quantified the amount of cold absorbing hydrogen

surrounding RCW 120, see section 5.2.3. The HISA analysis results in a similarly

high column density for hydrogen temperatures between 60K and 90K. Combining

both results, thus assuming that the cold absorbing ionized carbon layer has the same

origin as the cold atomic hydrogen cloud, results in a hydrogen density between „
100 ´ 500 cm3 and an extent of „ 5 ´ 10 pc. This fits well with the observed size of

RCW 120. Thus, it is likely that a substantial amount of the cold absorbing C` is

located in the cold atomic hydrogen halo ionized potentially by cosmic rays and some

leaking UV-emission. The existence of such hydrogen envelopes is well known (Burton

et al., 1978; Williams and Maddalena, 1996; Lee et al., 2012; Motte et al., 2014; Imara

and Burkhart, 2016; Wang et al., 2020). However, their detection is only possible if

there is a substantial amount of cold atomic material surrounding the molecular cloud

producing a high opacity ⌧H I ° 1 (Jackson et al., 2002) in front of a su�ciently bright

background.

The existence of large column densities of cold [C II] associated with molecular clouds

in the foreground (and most likely also in the background) is settled, and Kabanovic

et al. (2022) propose that the [C II] originates in a rather homogeneous, low-density

atomic layer, it is not clear how carbon is ionized in this gas component. The H I

envelope in RCW 120 can be as large as 10 pc so that the FUV field is highly attenuated

and is not the main source of ionizing carbon. More likely are cosmic rays (Girichidis

et al., 2020; Gaches et al., 2022), i.e., high-energy protons from shocks associated with

supernova remnants. Very energetic photons from X-rays, which are produced when

the fast stellar wind of OB stars shocks the surrounding medium, can also serve as an

excitation source, but they are also strongly diluted with distance from the star(s).

Fig. 6.1 shows ring-like structures wherever the stellar wind or radiation compressed

the surrounding material. These ring-like features are usually interpreted as 3D bub-

bles, which, projected onto the plane of the sky, are visible as 2D rings. This view

was challenged by Beaumont and Williams (2010), who observed 43 H II bubbles and

found an emission deficit toward the center. This deficit indicates that the parental

molecular clouds are flat along the line of sight. Thus, the observed dense rings are

compressed to a torus instead of a spherical shell. If the cloud is flat perpendicular to

the line of sight (the sheet viewed edge-on), it will look like a filamentary structure as

suggested for the Musca filament by Tritsis and Tassis (2018).

CO observations of RCW 120 revealed a lack of material toward the center of

the cloud. This is similar to the findings of Beaumont and Williams (2010). They

proposed that the missing emission toward the center can be explained by a flat parental
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Figure 6.2: Schematic representation of the RCW 120 region to visualize the oblate

geometry of the molecular cloud covered by a cold hydrogen cloud. The viewing per-

spective is perpendicular to the line of sight to the observer. The expanding [C II] shell

(red) breaks out of the flat parental molecular cloud (blue), which is embedded in a cold

hydrogen envelope (green). The observed CO (3Ñ2) emission arises from the interior

of the fragmenting torus, while the [C II] emission originates from the UV-illuminated

torus surface and the expanding C` shell. The surrounding hydrogen cloud is the HISA

gas, where the cold absorbing C` originates due to cosmic ray ionization. This image

is adapted from Kabanovic et al. (2022).

molecular cloud. However, in the case of RCW 120 we observed a strong self-absorption

e↵ect, especially toward the center of the region, which aligns with the dark lanes,

observed in absorption in H↵, spanning diagonally along RCW 120. Therefore, we

performed the two-layer multicomponent model fit for the entire CO spectral data cube

to disentangle the warm-emitting background from the cold-absorbing foreground. The

spatial distribution of the cold foreground showed an increase of cold material toward

the center of the bubble. But the column number density located in the foreground

was not substantial enough to account for the observed missing emission. Thus, to

explain the CO intensity distribution in RCW 120, the parental molecular cloud has

to be flat. This is supported by the distribution of YSO objects only found along the



110 Chapter 6. Discussion

ring but not toward the region’s center.

Now we need to bring the spherical expanding H II region, observed in [C II], with

the flat molecular cloud, observed in CO, into one consistent picture. A schematic

representation of the geometry of RCW 120 is shown in Fig. 6.2. The fast-expanding

shell compresses the surrounding molecular material. The stellar wind-driven bubble

continues its expansion even after breaking out of the flat parental molecular cloud in

contrast to a thermal pressure-driven bubble. The swept-up material of the parental

molecular cloud is compressed into a torus which is visible as a ring-like structure to

the observer. Likely, most of the material emitted in [C II] from the ring originates from

the surface of the compressed torus.

It is important to note that the observation might be biased toward bubbles emerg-

ing from sheet-like structures because of the enhanced contrast of the emission origi-

nating from the compressed torus and the interior, which lacks material. Bubbles fully

embedded into the molecular cloud might be more di�cult to detect due to optical

depth e↵ects, which might obscure the spherical geometry. In addition, the geometry

of the bubble can be distorted by the surrounding magnetic field. Thus, the magnetic

pressure will act against the expansion perpendicular to the field lines, while parallel to

the field, the bubble can expand more freely, which would result in a rather elongated

shape of the H II region (Krumholz et al., 2007).

6.3 The [C II] line as a tracer for the assembly of

molecular clouds

The [C II] line is an ideal tracer of gas kinematics, and thus, we were able to observe the

assembly of molecular clouds through streams of atomic gas. The interaction of these

flows is observed as a velocity bridge connecting the three regions DR21, W75N, and

HV, which are separated in velocity space. We find strong [C II] emission along all three

velocity ranges, while the molecular emission is weak toward the high-velocity range.

Thus, only „ 14% of the HV and „ 23% of the W75N gas is molecular (Schneider

et al., 2023). This is in good agreement with the colliding H I flow scenario commonly

used in simulations (Clark et al., 2019).

What is particularly important is the fast formation time scale of the clouds. The

time scale for cloud assembly is given by the relative velocity of the di↵erent compo-

nents and their size. The calculated hydrogen column densities of the W75N and the

HV cloud (from HISA or from the [C II] observations) translate into a size of 12 pc

for a density of 100 cm´3. This leads to an assembly time of 1.3 Myr, based on their

separation in velocity space by about 10 km s´1. Such a fast cloud assembly is only

possible in a dynamic cloud formation scenario, for example, with colliding H I flow sim-

ulations that temporarily create pockets of gas with higher density (Clark et al., 2012).
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In a quasi-static scenario, molecular cloud formation would take much longer, about

10 Myr at a density of 100 cm´3, based on the formation rate of molecular H2 of

3 ˆ 10´17 cm3 s´1 (Jura, 1974).

Summarizing, this unique [C II] data set of Cygnus X is a textbook example of

molecular cloud formation and, for the first time, provides strong support for a fast

and dynamic cloud formation scenario.

Our findings suggest that the formation and growth of molecular clouds originate

from the interaction of mostly atomic flows. After the molecular cloud is formed, parts

of the atomic cold gas remain as a cold hydrogen cloud enveloping the molecular cloud,

as observed in RCW 120. These atomic hydrogen envelopes can carry a substantial

amount of mass. Because of the cold temperatures found in these atomic clouds,

their emissivity is weak and, therefore, they are di�cult to detect. However, the cold-

absorbing nature of the cold atomic envelopes imprints itself through self-absorption

e↵ects on the emission from the warm emitting gas. Solving the radiation transfer

equation for two layers, we are able to disentangle the warm emitting gas from the

cold absorbing layer. This method only gives us access to the cold gas between the

observed and the emitting source. However, it is likely that a similar amount of cold

material is also located behind the observed source. With this in mind, we can use the

absorption e↵ect observed in [C II] and H I to quantify the cold atomic gas envelopes.





Appendix

A.1 Two-layer multicomponent fit parameters

A.1.1 [C II] two-layer model fit parameters

Tables A.1 to A.8 give the resulting fitting parameters of the two-layer multicomponent

model fit for the [C II] spectra along the ring/torus in RCW 120. We sort the results by

the areas identified with Dendograms, which are basically the brightest PDR regions

of the ring. The tables are ordered by region and give the values for the background

and foreground velocity components for the foreground [C II] excitation temperatures

15K and 30K.

Table A.1: [C II] two-layer multicomponent fit results of the RCW 120 PDR with

Tex,fg “ 15K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 2.3 50.0 -7.6 3.9

Background Component 2 0.08 50.0 -14.8 9.4

Background Component 3 0.5 50.0 -7.3 7.6

Foreground Component 1 0.7 15.0 -8.9 5.0
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Table A.2: [C II] two-layer multicomponent fit results of the southwestern PDR with

Tex,fg “ 15K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 1.4 70.0 -8.0 5.2

Background Component 2 1.4 70.0 -7.5 2.2

Background Component 3 0.2 70.0 -12.9 10.0

Foreground Component 1 0.3 15.0 -8.1 2.2

Foreground Component 2 0.8 15.0 -11.4 3.0

Table A.3: [C II] two-layer multicomponent fit results of the southeastern PDR with

Tex,fg “ 15K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 3.0 60.0 -6.9 3.8

Background Component 2 0.8 60.0 -7.1 8.1

Foreground Component 1 0.6 15.0 -7.6 3.8

Table A.4: [C II] two-layer multicomponent fit results of the northeastern PDR with

Tex,fg “ 15K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 2.0 50.0 -7.3 3.6

Background Component 2 1.1 50.0 -6.9 1.2

Background Component 3 0.05 50.0 -18.6 5.6

Background Component 4 0.3 50.0 -8.4 9.4

Foreground Component 1 0.5 15.0 -9.3 2.2

Foreground Component 2 0.4 15.0 -7.3 1.8

Table A.5: [C II] two-layer multicomponent fit results of the RCW 120 PDR with

Tex,fg “ 30K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 2.3 50.0 -7.6 3.8

Background Component 2 0.1 50.0 -13.8 9.9

Background Component 3 0.3 50.0 -5.7 6.2

Foreground Component 1 1.2 30.0 -9.3 5.1
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Table A.6: [C II] two-layer multicomponent fit results of the southwestern PDR with

Tex,fg “ 30K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 1.4 70.0 -8.0 5.2

Background Component 2 1.4 70.0 -7.4 2.2

Background Component 3 0.2 70.0 -12.9 10.0

Foreground Component 1 0.4 30.0 -8.1 2.3

Foreground Component 2 1.4 30.0 -11.8 3.1

Table A.7: [C II] two-layer multicomponent fit results of the southeastern PDR with

Tex,fg “ 30K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 2.7 60.0 -6.9 3.8

Background Component 2 0.8 60.0 -7.1 8.1

Foreground Component 1 0.9 30.0 -7.6 3.6

Table A.8: [C II] two-layer multicomponent fit results of the northeastern PDR with

Tex,fg “ 30K

Components ⌧0,rC IIs Tex v0 w

[K] [km/s] [km/s]

Background Component 1 2.0 50.0 -7.3 3.6

Background Component 2 1.1 50.0 -6.9 1.1

Background Component 3 0.05 50.0 -18.5 5.7

Background Component 4 0.3 50.0 -8.4 9.3

Foreground Component 1 0.5 30.0 -7.3 1.7

Foreground Component 2 1.1 30.0 -9.6 2.7
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A.1.2 CO two-layer model fit parameters

Tables A.9 to A.13 give the fitting results of the two-layer multicomponent model fit for
12CO average spectra. The tables are ordered by the clusters identified with the GMM

method and give the values for the background and foreground velocity components for

the CO excitation temperatures 40K for the background and 6 K for the foreground.

Table A.9: CO two-layer multicomponent fit results of Cluster 1

Components ⌧0,CO Tex v0 w

[K] [km/s] [km/s]

Background Component 1 6.9 40.0 -7.6 2.1

Background Component 2 2.2 40.0 -8.0 4.2

Background Component 3 0.006 40.0 0.6 3.8

Background Component 4 0.002 40.0 -18.8 4.2

Foreground Component 1 1.7 6.0 -5.4 4.9

Foreground Component 2 1.3 6.0 -11.0 4.7

Foreground Component 3 0.3 6.0 -8.5 2.4

Table A.10: CO two-layer multicomponent fit results of Cluster 2

Components ⌧0,CO Tex v0 w

[K] [km/s] [km/s]

Background Component 1 13.9 40.0 -7.0 1.6

Background Component 2 7.4 40.0 -7.2 3.1

Background Component 3 2.5 40.0 -7.9 4.7

Background Component 4 0.01 40.0 0.9 4.9

Background Component 5 0.005 40.0 -18.5 4.9

Foreground Component 1 1.7 6.0 -3.8 4.2

Foreground Component 2 1.4 6.0 -11.3 4.9

Foreground Component 3 0.7 6.0 -8.0 2.2
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Table A.11: CO two-layer multicomponent fit results of Cluster 3

Components ⌧0,CO Tex v0 w

[K] [km/s] [km/s]

Background Component 1 2.8 40.0 -7.9 3.3

Background Component 2 1.4 40.0 -7.1 1.9

Background Component 3 0.2 40.0 -11.7 1.7

Background Component 4 0.003 40.0 0.2 2.7

Foreground Component 1 1.9 6.0 -8.7 4.9

Foreground Component 2 1.4 6.0 -12.4 2.0

Foreground Component 3 1.4 6.0 -5.0 3.3

Table A.12: CO two-layer multicomponent fit results of Cluster 4

Components ⌧0,CO Tex v0 w

[K] [km/s] [km/s]

Background Component 1 1.0 40.0 -7.4 2.6

Background Component 2 0.8 40.0 -9.4 2.9

Background Component 3 0.003 40.0 0.07 3.9

Foreground Component 1 1.6 6.0 -6.6 4.5

Foreground Component 2 1.4 6.0 -10.5 4.4

Foreground Component 3 1.2 6.0 -5.1 1.1

Table A.13: CO two-layer multicomponent fit results of Cluster 5

Components ⌧0,CO Tex v0 w

[K] [km/s] [km/s]

Background Component 1 9.3 40.0 -6.6 2.3

Background Component 2 1.3 40.0 -9.0 2.9

Background Component 3 1.0 40.0 -4.4 1.8

Background Component 4 0.2 40.0 -11.6 1.9

Background Component 5 0.01 40.0 -0.3 4.9

Foreground Component 1 1.7 6.0 -3.7 3.4

Foreground Component 2 1.7 6.0 -7.9 3.4

Foreground Component 3 1.5 6.0 -11.8 3.7
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P., Lacour, S., Lapeyrère, V., Le Bouquin, J. B., Léna, P., Ott, T., Paumard, T.,
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