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Foreword

Aristotle said a bunch of stuff that was wrong. Galileo and
Newton fixed things up. Then Einstein broke everything again.
Now, we’ve basically got it all worked out, except small stuff, big
stuff, hot stuff, cold stuff, fast stuff, heavy stuff, dark stuff,
turbulence, and the concept of time.

Zach Weinersmith,
Science: Abridged Beyond

the Point of Usefulness

One of the most beautiful aspects of astronomy is the relation between scales.
Giant interstellar clouds of gas and dust, with masses several orders of magnitude
larger than our Sun, fragment and collapse into new stars. Some of these bright,
young stars emit enough radiation to push against and ionise their natal clouds,
eventually ceasing their epochs of fusion in violent explosions called supernovae.
The impact of these supernovae enrich the surrounding gas and trigger a new
generation of stars to be born, and thus the cycle repeats.

This relation of scales goes even further, though, as the structures seen within
these gaseous clouds are also related. Inhomogeneity, which is the word we use
here to describe a gas without any discernible density or temperature structure, is
ubiquitous throughout the interstellar gas. Gaseous clouds and filaments contain
small, denser regions called cores, and these themselves contain many smaller
unresolved structures called clumps. It is in the research of these clumps that we
must begin developing statistical models. The development of these models is thus
of great interest to the scientific community, and it is the backbone of the ensuing
thesis. By applying this statistical model to the Milky Way, the galaxy in which we
reside, we are able to conclude whether these models are accurate on a the scale
of a galaxy, or more correctly what are the caveats in such a comparison.

Craig Nicholas Yanitski
21.12.2023
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Abstract

Given the number of large-scale Milky Way surveys of the dust continuum and
spectroscopic line transitions, we are in a favourable position to test different
models of the interstellar medium (ISM) in order to better understand and constrain
its physics. While the numerous features of the Galactic ISM observation cannot be
matched simultaneously by a test model, the large-scale structure and the typical
line ratios and intensities should be reproduced in a statistically significant way. To
that end, previous research has utilised the KOSMA-τ photon-dissociation region
(PDR) code to fit the line emission as observed with COBE-FIRAS with very few
assumptions and constraints. The basis of this work was the fractal structure of the
ISM: a theory that accounts for the high surface-to-volume ratio as inferred from
observations allowing the sophisticated post-processing of self-consistent model
results. I have now extended this approach to arbitrary geometries in the novel PDR
code kosmatau3d, which also accounts for the dust pumping, continuum emission,
and absorption effects. The code uniquely accounts for the clumpy structure of
the inhomogeneous ISM. I have used this code to model the molecular and atomic
cold neutral medium (CNM) in the Milky Way using axisymmetric distributions
of the dense and diffuse gas mass (traced with atomic and molecular hydrogen),
average density, cosmic ray ionisation rate, and far-UV radiation. I find that much
of the observed large-scale structure in the spectroscopic maps can be replicated
in the synthetic observations, though there remains difficulty to fully model the
self-absorption features toward the Galactic centre. I also find these kosmatau3d
synthetic observations are able to replicate the molecular ring and certain Galactic
arm features even without an explicit implementation of the spiral structure of
the Milky Way. This suggests the structure seen in the galactic position-velocity
diagram arises to a large extent from the rotation of the galaxy and the molecular
ring, and thus offers insight into the interpretation of galactic longitude-velocity
diagrams. I also summarise the benefit of using multiple transition lines in the
constraining of the Milky Way parameters, how these constraints improve on and
differ from previous work, and finally conclude with an outlook on this method of
modelling and how well the Galactic cooling lines can be modelled using PDRs.
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CHAPTER I

Introduction

After all, the universe required ten billion years of evolution
before life was even possible; the evolution of the stars and the
evolving of new chemical elements in the nuclear furnaces of
the stars were indispensable prerequisites for the generation of
life.

John Polkinghorne

The interstellar medium (ISM) is a complex mixture of gas, dust and other parti-
cles, which span several orders of magnitude in energy, scale, density, temperature,
ionisation rate, etc. The physics of the ISM affect several components of the galaxy,
from stellar properties (such as composition and formation) to molecular cloud and
cluster properties (such as fragmentation and velocity dispersion) to energy trans-
port (such as the various forms of stellar feedback). Due to its ubiquity, the ISM is
typically studied in terms of the interstellar medium feedback cycle. The feedback
cycle, alluded to in the Foreword, involves the cycle and processing of material from
molecular clouds to star-forming regions to stars and back to molecular clouds. Un-
derstanding any one of these aspects is certainly of interest, but it is insufficient
to fully understand the physics of the ISM. Not only that, but the ISM exists in a
wide range of conditions, yielding the ISM phases discussed in §I-1. Still, the best
method we know how to develop a more general understanding of the ISM is to
first investigate "special cases", that is, understanding the ISM when dominated by
certain processes. Examples of these include giant molecular cloud surveys, where
the ISM is assumed to be relatively isolated and the primary heating mechanism of
the gas and dust is collisional; shock front analyses, where the ISM is assumed to
be moving faster than the speed of sound compared with some density interface,
and the energy input is due to the physics of crossing the shock front; and PDR
analyses, where the dominant heating mechanism is the radiation from O/B stars
and stellar clusters.

What is commonly calculated for these cases is the star-formation rate (SFR),
ΣSFR, the surface density of the rate at which ISM matter is lost to stellar matter

1
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Figure I–1: The Rosette H ii region as observed with Herschel. Credit: ESA and
the PACS, SPIRE & HSC consortia, F. Motte (AIM Saclay, CEA/IRFU - CNRS/INSU -
Université Paris Didedrot) for the HOBYS key programme.

(see the reviews by McKee & Ostriker 2007; Kennicutt & Evans 2012, and ref-
erences therin). This is commonly calculated in extra-galactic surveys of giant
molecular clouds as a measure of the ISM conditions. Conditions such as turbu-
lence, magnetic field, and gravity affect the SFR, making ΣSFR indicative of the
types of regions contained in the ISM. For example, a high star formation rate
(ΣSFR≳0.1M ⊙ yr−1pc−2; see for example Figure 1 in Leroy et al. 2021) is suggests
there is a high probability that a given molecular cloud hosts an O/B stellar cluster.

Within the context of this work, we focus on environments of hot stars and
stellar clusters. These stellar environments produce most of their radiation in the
extreme ultraviolet (EUV) regime, and thus ionise the surrounding hydrogen (see
Figure I–1). The resulting object is referred to as either a H ii region or Stömgren
region (in the ideal case this is a sphere; Strömgren 1939). These regions in turn
produce a variety of different types of pressure that contribute to expanding their
radii, whether it is internal gas pressure, radiative pressure, or stellar wind ram
pressure (Barnes et al. 2021a,b). These pressures cause much of the dust in the
ISM to be swept to the edges of the H ii region, sometimes creating a slightly-
shocked region depending on the magnitude of the pressures. While most studies
in H ii regions make an assumption of perfect spherical bubble and homogeneous
densities (see for example Lopez et al. 2011, 2014; McLeod et al. 2021; Geen &
de Koter 2022), there have been studies on the inhomogeneity of the H ii region
morphology (Lancaster et al. 2021) and even the stellar wind (Driessen et al. 2022).
The existence of these inhomogeneities in turn propagate into the edge of the H ii
region.

This interface between the H ii region and neighbouring molecular cloud is
known as a photo-dissociation region (PDR; alternatively photon-dominated region;
see Figure I–2 and Figure I–1). PDRs are predominantly neutral regions of the
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Figure I–2: The Carina nebula as observed with the Near-Infrared Camera (NIR-
CAM) and Mid-Infrared Instrument (MIRI) on the James Webb Space Telescope (JWST ).
Credit: NASA, ESA, CSA, and STScI.

ISM in the vicinity of O/B stars and stellar clusters, where the dominant heating
mechanism is far-ultraviolet (far-UV) radiation, while gas is cooled primarily through
line-transitions of the gas. These regions have been modelled for decades, however
observations from the 1990s (Stutzki & Guesten 1990; Meixner & Tielens 1993)
indicated the necessity for a higher surface to volume ratio than that considered in
the models. This motivated the fractal approach to PDR-modelling, where the PDR
is approximated by an ensemble of several self-similar clumps (introduced in §I-3).

This thesis is concerned with the development of the clumpy PDR code kosma-
tau3d and its application to the galactic cooling lines of the Milky Way. The sup-
porting theory is discussed in Chapter II, and Chapter III covers its implementation
into the PDR code. From that point in the thesis it should be clear how one can
use the code to create a three-dimensional PDR model, which information is nec-
essary to know a priori, and which quantities can be constrained by the model. In
Chapter IV the galactic models are introduced, including the prior information we
use to first run the model and which model parameters we attempt to constrain.
The observational surveys used to verify our models are presented in Chapter V.
The model grids are constrained in Chapter VI, where we are careful to describe
clearly how we combine the model fits between different surveys. This is put in
context in Chapter VII, and finally summarised in Chapter VIII. By the end of this
work, we want to determine, or at least constrain, the following questions:

1. How successfully can a clumpy PDR model be used to simulate the galactic
cooling line of a Milky Way-type galaxy?

2. How many, if any, of the galactic cooling line large-scale structures can be
reasonably modelled with PDRs?
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3. How well can the clumpy models simulate the atomic and molecular mass
distribution in the Milky Way?

4. How do our constraints vary depending on fitting dense gas tracers compared
to diffuse gas tracers?

5. Which artefacts, if any, exist in our synthetic observations? Is this seen both
in the spectroscopic data as well as the integrated intensity data?

6. What effect does the assumption of PDR clumps filling the galactic disk have
on the XCO factor throughout the galaxy?

7. Which transitions/wavelengths are ideal to constrain the galactic parameters?

1 Interstellar medium

There is a wide range of conditions in the ISM, and we generally separate it into
the ionised, atomic, and molecular phases. This is determined by which phase of
hydrogen has the highest abundance, which in turn depends on the conditions of
the gas and dust. In general, it is common to differentiate between the following
phases (Draine 2011):

- hot ionised medium (HIM; T >106 K, nH∼4×10−3 cm−3),

- warm ionised medium (WIM; T ∼104 K, nH∼10−1 − 104 cm−3),

- warm neutral medium (WNM; T >103 K, nH∼10−1 cm−3),

- cold neutral medium (CNM; T ≈102 K, nH>10 cm−3), and

- the dense and diffuse molecular gas (T ≈10K, nH ∼ 102, 103−106 cm−3).

The HIM is the hot coronal plasma in stellar environments and accounts for a
small fraction of the Milky Way mass, while the rest of the ionised material is in
the WIM. The atomic medium is approximately split between the WNM and CNM,
which accounts for about half of the mass inside of the orbit of the Sun in the
Milky Way (henceforth known as the solar circle).

1.1 Observations

It is difficult to observe stars in the Milky Way through the Galactic plane in optical
wavelengths since all of this material–the ISM–obscures our view. Indeed most, if
not all, optical observations will need to account for some amount a attenuation
(the scattering and absorption of light) due to the gas and dust that permeates
the Galaxy. In this sense, the ISM is mainly seen as a hindrance in optical stellar
observations, another source of error. How then are we able to observe and study
the ISM?
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For this we need to understand the physics of radiation and spectroscopy: in
which wavelengths can we observe the ISM and how does it change as it propagates
through different media. Unlike shorter wavelength bands, far-infrared radiation is
only slightly attenuated by the dust in the ISM. What is more important for infrared
observations is radiative transfer, which accounts for the emission and absorption
of the intervening material. For a given path length s along a line-of-sight, the
observed intensity is calculated using the radiative transfer equation:

dIν = −Iν dτν + Sν dτν . (I–1)

Here we have the source function Sν , which is the ratio of how many photons
are created to how many are destroyed, the optical depth τν , which a dimensionless
quantity related to how many photons are absorbed along a distance s, and Iν is
the observed intensity. Both Iν and Sν have units power per unit area per unit
frequency per solid angle. We can further define the optical depth in terms of the
path length s and the absorption κν :

κν ≡ dτν
ds . (I–2)

In §I-1.2 we will derive precisely how to calculate the absorption1. We can also
identify a related term for emissivity jν , in units power per volume per frequency
per solid angle, and rewrite the radiative transfer equation as a function of path
length:

dIν = −Iν κν ds+ jν ds . (I–3)

From this we can identify the formal definition for the source function:

Sν ≡ jν
κν

. (I–4)

In local thermal equilibrium (LTE), this is equivalent to the radiation from a
blackbody Bν(T ):

Bν(T ) ≡
2h ν3

c2

(
e

h ν
kB T − 1

)−1

, (I–5)

with energy density uν :

uν =
4π

c
Bν(t) ,

uν =
8π h ν3

c3

(
e

h ν
kB T − 1

)−1

. (I–6)

Following Draine (2011), it useful to define the photon occupation number nγ :

nγ ≡ c3

8π h ν3
uν , (I–7)

where nγ is averaged over all directions to express in terms of the energy density.
1 The absorption is sometimes referred to as the absorption coefficient due to how it enters into

the radiative transfer equation (Equation I–3).
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Rayleigh-Jeans approximation

In practice, at least for long wavelengths, it is often easier
to work instead with the Rayleigh-Jeans approximation. In
this approximation we define the brightness temperature TB
as the temperature of a blackbody that would give the
corresponding intensity. We can then rewrite Equation I–5
in terms of the brightness temperature using two Taylor
expansions in the limit h ν≪kB TB:

Iν =
2h ν3

c2

(
∞∑
n=1

1

n!

(
h ν

kB TB

)n
)−1

,

Iν =
2 kB ν

2

c2
TB

1−
∑∞

n=2
1
n!

(
h ν

kB TB

)n−1 ,

Iν =
2 kB ν

2

c2
(TB −∆TRJ,ν) , (I–8)

where ∆TRJ,ν is called the Rayleigh-Jeans correction. For
long wavelengths, the approximation is enough to just use
the n=1 term of Equation I–8:

Iν ≈ 2 kB ν
2

c2
TB . (I–9)

The error in this approximation will increase as h ν→kBTB,
in which case the n>1 terms should be considered for the
Rayleigh-Jeans correction.

1.2 Microphysics of emission

The interaction of atomic and molecular species with radiation is quantised into
transitions between energy levels. We study this using the number density of
species in a specific energy level, and simplify the discussion by considering species
with two energy levels. Thus nl is the number density in the lower energy level and
nu is the number density in the upper energy level. In order to examine the rate
of change of these energy levels, it is necessary know the corresponding Einstein
coefficients:

• Aul: spontaneous emission, yielding the rate (dnu/dt)em,spon = −nuAul.

• Bul: stimulated emission, yielding the rate (dnu/dt)em,stim = −nuBuluν .

• Blu: absorption, yielding the rate (dnu/dt)abs = nlBluuν .
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The density at which radiative de-excitation is equivalent to collisional de-
excitation is referred to as the critical density. It is a useful metric to under-
stand roughly the minimum conditions for the upper energy level to be sufficiently
populated to sustain the u→ l transition. For a two-level system with collisional
de-excitation rate kul (in cm3 s−1) and photon occupation number nγ,ul (with wave-
length λul), the critical density is (Draine 2011):

ncrit,ul =
(1 + nγ,ul)Aul

kul
. (I–10)

Restricting the analysis with the two-level approximation simplifies the theoret-
ical treatment of electron transitions in a species, but it should be noted that this
typically overestimates quantities such as the critical density. The full multi-level
should consider transitions from other energy levels (giving sums in the numerator
and denominator of Equation I–10) and account for effects like radiative-trapping,
where a given transition u→ l is also optically-thick in a molecular cloud and thus
the radiation cannot escape the cloud. Still, it is assumed that the two-level ap-
proximation is reasonable for many regions in the ISM and we account for radiative
trapping for a small subset of molecular transitions (for example CO and H2).

It is also possible to relate the population in the upper and lower energy levels
by defining the excitation temperature:

nu
nl

=
gu
gl

e−
Eul

kB Tex . (I–11)

Here gi refers to the quantum degeneracy of an energy level. The total change
in the upper population is then,

dnu
dt =

(dnu
dt

)
em,spon

+

(dnu
dt

)
em,stim

+

(dnu
dt

)
abs

, (I–12)

dnu
dt = −nu Aul − nu Bul uν + nl Bluuν . (I–13)

If we consider the incident radiation energy density spectrum follows a black-
body spectrum (see Equation I–6) and the species are in thermal equilibrium with
the radiation, the levels will be populated according to Equation I–11 with Texc=Tgas.
By assuming dnu/dt =0 and taking the limits T→0 and T→∞, it can be shown,

Bul =
gl
gu

Blu , (I–14)

Aul =
8 π h ν3

c3
Bul , (I–15)

in which we use the principle of detailed balance: absorption events and emission
events are balanced in thermal equilibrium.
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Emissivity

The emissivity jν can be calculated directly from the
Einstein Aul coefficient:

jν = nu
h νul
4π

Aul ϕν , (I–16)

where ϕν is the line profile of the emissivity, explained in
depth later. We can also apply the Rayleigh-Jeans
approximation to the emissivity to derive it in units of
K s−1:

ϵν = nu
h c2

8π kB νul
Aul ϕν . (I–17)

We would like to consider the interaction of light with the species in the ISM.
For this, we can think of the interaction (read: collision) of a photon and some
particle (molecule, ion, etc.). Thus we necessarily must think in terms of the
scattering and absorption cross sections of species sp, σsca,sp and σabs,sp, where the
extinction cross section is σext,s=σsca,s+σabs,s. These terms are necessarily functions
of wavelength λ. When applying this to the ISM in general, which is a mixture of
many different species, we identify the cross section per hydrogen nucleus, σ′. If
we want to consider the propagation of radiation through a region of the ISM with
hydrogen column density NH (parallel with the radiation), the optical depth of this
region is calculated by τν = NHσ

′
ν . We note that since column density has units of

cm−2 and cross section has units of cm2, the optical depth is dimensionless. If the
region is homogeneous over length ℓ, the attenuation coefficient is by definition:

κν ≡ τνℓ
−1 = nHσ

′
ν . (I–18)

Obtaining the absorption coefficient then depends on the cross-section of the
transition:

σν,lu =
h νlu
c

Blu ϕν , (I–19)

σν,lu =
gu
gl

c2

8π ν2
lu
Aul ϕν ,

σν,lu =
gu
gl

σν,ul . (I–20)
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Absorption

The absorption κν can be calculated using the
cross-section:

κν = nl σlu − nu σul,

κν = nl σlu

(
1− nu gl

nl gu

)
,

κν = nl
gu
gl

c2

8π ν2
lu
Aul ϕν

(
1− nu gl

nl gu

)
,

κν = nl
gu
gl

c2

8π ν2
lu
Aul ϕν

(
1− e−

h νul
kB Tex

)
. (I–21)

1.2.1 [12𝐂 ii] 158µ𝐦 transition

An important species for the ISM is 12C+, which, due to the low threshold for the
second ionisation state of C (EI,C i→ii ≈ 11.3 eV), exists in multiple phases of the
ISM. The fine-structure splitting of the 1s22s22p1 ground state between 2P o

3/2 and
2P o

1/2 (see Figure I–3) permits the transition energy of 158µm to be used to cool

the gas. Along with the [O i] 63µm transition, the [12C ii] 158µm is one of the
main coolants of hot and dense PDRs (see eg. Pabst et al. 2022; Schneider et al.
2018, 2021). Due to the ubiquity of 12C+ in the ISM, there is also a non-negligible
foreground component for these PDRs such that the dense ISM is embedded in
an extended cold, diffuse atomic gas (see the analysis in eg. Guevara et al. 2020;
Kabanovic et al. 2022). Evidently, the [12C ii] cooling line is an important line
diagnostic for disentangling the WIM, WNM, and CNM. Some recent work even
suggests that the [12C ii] line emission can be a useful tracer of molecular hydrogen
in dwarf galaxies (Ramambason et al. 2023, see the discussion in §I-4).

.

1.2.2 𝐇 i 21 𝐜𝐦 spin transition

Atomic hydrogen in the ground state 1s1 S1/2 has an electronic and nuclear an-
gular momentum J = I = 1/2. Since the electron and proton spins can either
be parallel or anti-parallel, the ground state has two energy levels and the total
angular momentum can either be F =0 or F =1, resulting in hyperfine-structure
splitting. This hyperfine splitting of the 1s ground state is primarily used to study
the atomic content of the ISM. The electron’s spin-flip has an energy difference
of ∆Es/kB = 0.06816K, corresponding to a wavelength of 21.106 cm. For this
transition, the cosmic microwave background (2.73K) is sufficient to populate the
excited state, giving,

nu
nl

=
gu
gl

e−
h νul

kB TCMB ≈ 3 , (I–22)
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Figure I–3: The fine-structure splitting of the ground-state energy level of 12C+

and 13C+.

nu ≈
3

4
n(H i) , nl ≈

1

4
n(H i) , (I–23)

and thus we can assume that H0 is in thermal equilibrium and the excitation
temperature is equal to the spin temperature Ts. We can then write the emissivity
coefficient as,

jν =nu Aul
h νul
4π

ϕν ,

jν =
3

16π
n(H i)Aul h νul ϕν . (I–24)

Applying the thermal equilibrium of the H i spin transition, we can write the
absorption coefficient as,

κν ≈ nl
gu
gl

c2

8πν2
lu
Aul ϕν

(
hνul
kBTs

)
,

κν ≈ 3

32π
Aul

hc2/νul
kBTs

n(H i)ϕν . (I–25)

Assuming a background intensity of 0, we calculate the optical depth and
brightness temperature as,

τν =

∫ ℓ

0

ds κν ≈ 3

32π
Aul

hc2/νul
kBTs

N(HI)ϕν , (I–26)

TB,ν ≈


c2

2kBν2

∫ ℓ

0

ds jν =
c2

2kBν2
jν ℓ N(HI) ≤ 1020 cm−2

c2

2kBν2

jν
τν

(
1− e−τν

)
else

, (I–27)
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Figure I–4: The hyperfine splitting of the ground-state energy level of H0.

Figure I–5: The rotational energy levels of CO.

where the emissivity and absorption are assumed to be constant over the path
length ℓ. The line profile ϕν we want in terms of observing velocity vobs, so we use
the following conversion:

ϕν(vobs) =
1√
2πσ2

V

c

ν
e
− v2obs

2σ2
V . (I–28)

1.2.3 𝐂𝐎 transitions

One of the most important molecules for studying the molecular ISM is CO and
its isotopologues, which are observed primarily by their ground electronic state
rotational (J ) transitions (see Figure I–5). Due to the relative lightness and abun-
dance of its constituents as well as its critical density of ncrit,J=1→0≈103 cm−3, it is
a convenient tracer of the physical properties and nucleosynthesis in star-forming
regions (Dame et al. 2001; Bolatto et al. 2013; Leroy et al. 2021; den Brok et al. 2022).
The energy difference for the lower transitions is Eul/kB ≲20K, so the low-J lev-
els should be sufficiently populated in molecular regions that these transitions are
observable. From the abundance of CO and its low critical density, the J =1→0
is typically optically thick and thus radiative-trapping keeps the J=1 energy level
populated even at densities n∼ 102 cm−3 (Heyer & Dame 2015). This means CO
should be observable in both the dense and diffuse regions of the cold ISM.
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Figure I–6: The PDR structure plot from Röllig & Ossenkopf-Okada (2022).

1.2.4 Dust continuum

Interstellar dust is a catalyst for chemistry in molecular regions, as well as playing a
crucial role in energy and momentum balance in the ISM. The grain-size distribu-
tion is commonly taken to be dna/da∝a−3.5, where ad∈ [5−250]nm (Mathis et al.
1977; Weingartner & Draine 2001c). Most of the incident photons are absorbed by
the dust grains due to their large size compared to individual atom/molecules, and
thus dust grains are important for the dynamic mechanism of radiative pressure
(Weingartner & Draine 2001b). The absorption of radiation by the grain, especially
the smaller grains and polycyclic aromatic hydrocarbons (PAHs), leads to photo-
electric emission and contributes to the heating of the gas (Weingartner & Draine
2001a). This absorption also heats the dust grains, which is commonly though to
be in thermal equilibrium with the incident radiation field. Equilibrium is a reason-
able assumption since the dust grains efficiently cool by radiating as a blackbody
spectrum (consider Equation I–6 with the dust grain temperature Td,a) rather than
the transition lines of gaseous species. While the emission from each dust grain
follows a blackbody, we observe the cumulative emission of all dust grain sizes,
which is in fact broadens the SED to make a modified-blackbody or greybody:

I (ν) = τ0

(
ν

ν0

)β

Bν(Td) , (I–29)

where τ0 is the optical depth of the observed dust column (proportional to the dust
column density), ν0 is the reference frequency, β is the emissivity index, and Td
is the average dust temperature. At long wavelengths (λ≳ 250µm), the emission
should be dominated by the opacity of the dust so β ≈ 2 (Draine & Lee 1984;
Ossenkopf & Henning 1994). The observations from the FIRAS instrument on COBE
indicate a lower value of β∝λ1.6, so Li & Draine (2001) had modified the dielectric
wavelength dependence accordingly.
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2 Photo-dissociation regions

This photoionisation front is the surface of the photo-dissociation region (PDR)
nearest the ionising source, which is defined as the neutral region between an
ionised H ii region and a denser molecular cloud, where matter is irradiated with far-
ultraviolet (far-UV) radiation and molecular hydrogen is disassociated. In particular
it lies between the photoionisation front, where H+ and H0 are in equal abundance,
and the photodissociation front, where H0 and H2 are in equal abundance by mass.
These regions are ideal to test our understanding of the chemistry of the atomic
medium, since their identifying feature is a stratification of species in different
ionisation states (for example the transition from 12C+ to 12C to CO).

2.1 Heating

The heating of the gas and dust in PDRs is dominated by the incident far-UV radi-
ation. Like every other PDR code, the gas heating in the ISM is provided primarily
from the far-UV radiation from nearby stars (6 − 13.8 eV; 2066 − 912Å). Com-
monly this interstellar radiation field (ISRF) is described by the often-cited Habing
field (Habing 1968). While the original paper provided an approximate spectral
density for three wavelengths (1000Å, 1400Å, and 2200Å), Draine & Bertoldi (1996)
provided a fit which covers the far-UV range2.

λuλ ≈ 4× 10−14 erg cm−3
(
−25

24

(
λ

103Å

)3
+ 25

8

(
λ

103Å

)2 − 13
12

(
λ

103Å

)1)
The energy density at 1000 Å is typically used to compare the performance

of the various SEDs available in the literature, where the value stated in Habing
(1968) is uH,1000Å=4 × 10−14 erg cm−3. Thus to maintain a direct comparison with
Habing (1968), it is characterised by the introduction of the parameter χ1000Å ≡(
λuλ(1000 Å)/uH,1000Å

)
. A more-robust calculation of the local ISRF was provided

by Draine (1978). Besides being observationally-based, it is comparable to theoretical
determinations of the ISRF. Note that λuλ has been re-calculated from Draine &
Bertoldi (1996).

F (E) ≈ 1.658× 106
(

E
eV
)
− 2.152× 105

(
E
eV
)2

+ 6.919× 103
(

E
eV
)3 photons cm−2 s−1 sr−1 eV

λuλ ≈ 4× 10−14 erg cm−3 χ

×
(
31.02609( λ

103Å)
−3

−49.92879( λ
103Å)

−4
+19.90300( λ

103Å)
−5

)
(I–30)

2In this work we adopt the formality of Draine & Bertoldi (1996) of displaying the equation as
a multiple of 4× 10−14 erg cm−3 and using wavelength units of 103 Å. The multiple is used since
this is the wavelength at which Habing (1968) evaluated the spectral energy density. The wavelength
units can be used to conveniently convert between wavelength and energy in eV.

E ≈ 12.398 eV
(

λ

103 Å

)−1



14 Chapter I | Introduction §2

Table I–1: A comparison of the various far-UV spectra discussed. Although KOSMA-
τ uses a modified Draine field, χ1000 Å and uu−1

Habing are remain approximately the
same in the 6-13.6 eV range.

spectrum χ1000 Å
u

uHabing
ref

Habing 1 1 1,3
Draine 1.71 1.69 2,3

Mezger et al. 1.23 1.14 4,5
Zucconi et al. 1.05 0.92 6

KOSMA-τ 1.71 1.69 7

(1) Habing (1968); (2) Draine (1978); (3) Draine & Bertoldi (1996); (4) Mezger et al.
(1982); (5) Mathis et al. (1983); (6) Zucconi et al. (2001); (7) Röllig et al. (2013).

Another observationally-based characterisation of the ISRF was made by smooth-
ing and fitting the observations in Gondhalekar et al. (1980) with a broken-power
law (Mezger et al. 1982; Mathis et al. 1983).

λuλ ≈ 4 × 10−14 erg cm−3


0.5932

(
λ

103Å

)−0.6678
1340Å<λ<2460Å

17.06
(

λ
103Å

)
1100Å<λ<1340Å

32180
(

λ
103Å

)4.4172
912Å<λ<1100Å

(I–31)

One could also describe the ISRF as a superposition of blackbody spectra. This
was calculated in Zucconi et al. (2001) for different regimes of the ISRF. A summary
of the χ and total energy density (u =

∫
uλdλ) ratio is given in Table I–1.

For KOSMA-τ , however, a modified Draine spectrum is used. Equation I–30 is
used for λ < 2000 Å, but the relation in van Dishoeck & Black (1982) is used for
λ≥2000 Å (Röllig et al. 2013).

λuλ ≈ 4.61438× 10−14

(
λ

103Å

)0.7

λ≥2000Å (I–32)

A comparison of all of these spectra are shown in Figure I–7.

2.2 Cooling

As mentioned previously, the most efficient coolant of the ISM is the interstellar
dust since it gains and releases energy via the blackbody spectrum (Klessen &
Glover 2016). A typical PDR (ie. one with high incident radiation χ) releases most
of its energy via line cooling with the CO and 13CO rotational transitions, the [12C ii]
158µm transition, and the [O i] 63µm and 146µm transitions. Other mechanisms
for cooling include recombination of electrons with charged dust grains, 12C i line
emission, and H2 photo-dissociation.

Even though it is an efficient channel for cooling, the continuum emission is not
the most intense observable in star forming regions since the energy is distributed
throughout the entire spectrum. Since they are optically thin in PDR conditions,
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Figure I–7: The various SEDs considered in the literature compared to KOSMA-τ .
See Table I–1 for the χ and relative energy density.

the [12C ii] and [O i] lines are typically the brightest transitions in diffuse regions.
The intense rotational transitions of CO and 13CO make them efficient coolants of
the high density molecular region of PDRs (nH ≳ 104 cm−3). Radiative trapping in
the quickly optically-thick low-J CO lines reduces the efficiency of these coolants
at densities nH≳103 cm−3, but increases their efficiency down to nH∼102 cm−3.

2.3 Structure

It is common (since Hollenbach & Tielens 1997) to view the structure of a PDR
along one dimension, with the ionising radiation on the left and the molecular
cloud on the right. PDRs are typically the neutral ISM between the ionisation front3

(where the number of protons in ionised and atomic hydrogen are equal) and the
dissociation front (where the number of protons in atomic and molecular hydrogen
are equal). Since the far-UV radiation dominates the heating and chemistry, its
attenuation as it propagates deeper into the cloud results in a stratification of
different chemical chains (such as for carbon or the aforementioned hydrogen).
As we identified in §I-1.2.1, the lower ionisation energy of carbon compared to
hydrogen results in most 12C existing in the form of 12C+ in the molecular region.
This has significant implications for derivations of the H2-column density, since
this is primarily traced via its collisions with 12CO(see the discussion of tracer

3The ionised gas in the H ii region is optically-thick to photons with hν ≥ 13.6 eV, so photo-
ionisation events balance recombination events and there is a clear ionisation front.
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particles in §I-4).

2.4 PDR modelling

Models have been developed for decades to balance the heating and cooling rates of
PDRs. Most have been developed to model the aforementioned PDR structure, that
is, in a one-dimensional, plane-parallel configuration irradiated by one or both sides
of the PDR such as Cloudy (Ferland et al. 2017), UCL_PDR Bell et al. (2006b,a), and
the Meudon PDR code (Goicoechea & Bourlot 2007; Le Petit et al. 2006), while others
have opted for spherical symmetry with isotropic irradiation such as the KOSMA-τ
model (Röllig & Ossenkopf-Okada 2022; Röllig & Ossenkopf 2013; Röllig et al. 2013,
2006; Gierens et al. 1992). The advent of these configurations have allowed for the
development of self-consistent PDR models with sophisticated chemical networks
while being computationally feasible. Although the precise purpose of each code
may differ (for example Cloudy is a general spectral synthesis and plasma simula-
tion code), the community has gathered in the past to ensure comparable results,
although there remains a non-negligible difference in the atomic fine-structure line
intensities (see a comparison between PDR models in Röllig et al. 2007).

3 Inhomogeneity

Figure I–8: The Rosette H ii re-
gion with the PDR and relevant
scales identified. Image adopted
from Figure I–1 and a graphic cre-
ated of a clumpy ensemble (from
https://markusroellig.github.io/
research/Clumpy-PDR/). We try to
mimic the low-resolution image available
at https://astro.uni-koeln.de/
riechers/research/kosma-tau while
also including very approximate values
of the relative scale of the clumps in the
ISM.

For decades one-dimensional PDR
models have served to model the PDR
cooling lines and constrain the ISM
properties. It has been known for quite
some time, however, that these models
are inadequate to explain the observed
ratio of atomic to molecular regions
(traced with [12C ii] / 12CO J = 1→ 0;
Stutzki & Guesten 1990). To that end, it
was suggested that it is useful to model
the ISM structure as a fractal distribu-
tion of self-consistent ISM clumps. This
inhomogeneity is thought to originate
from the dissipation of turbulent en-
ergy in a cascade from galactic-scale
dynamics down to the size of clumps
and eventually to the diffuse interclump
medium (see further discussion of this
in §I-4 Klessen & Glover 2016; Os-
senkopf & Mac Low 2002; Ossenkopf
2004). The modelling of this inhomo-
geneities has proceeded in two gen-
eral directions: self-consistent three-
dimensional modelling and fractal post-
processing. The former direction is the

https://markusroellig.github.io/research/Clumpy-PDR/
https://markusroellig.github.io/research/Clumpy-PDR/
https://astro.uni-koeln.de/riechers/research/kosma-tau
https://astro.uni-koeln.de/riechers/research/kosma-tau
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most-accurate, of course, since it en-
sures thermal and chemical balance throughout the inhomogeneous medium.
While this has been successfully been developed from the UCL_PDR model for
one, two, and three dimensions, this does come at the cost of chemical complexity
(Bisbas et al. 2012). Modelling of the fractal ISM, however, has proceeded in two
and three dimensions (§7 in Röllig & Ossenkopf-Okada 2022; Andree-Labsch et al.
2017). These models are able to keep the complexity of the chemical networks of
the one-dimensional models by assuming there is self-similarity between the PDR
clumps, allowing the modelling of unresolved inhomogeneity. This is the method
used in the remainder of this thesis.

4 Galaxies

Figure I–9: A representation of the spiral arms of the Milky Way (credit: NASA/JPL-
Caltech/R. Hunt).

While galaxy-scale surveys of atomic hydrogen line transitions have existed for
several decades (van de Hulst et al. 1954; Kerr et al. 1954), molecular hydrogen
was not observed until 20 years later (Carruthers 1970). Due to the difficulty in
observing a symmetric diatomic molecule, many observations of the molecular ISM
on a galactic scale rely on the rotational transitions of abundant asymmetric tracer
molecules (den Brok et al. 2021, 2022; Schuller et al. 2021, 2017; Barnes et al. 2015;
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Braiding et al. 2015; Dame et al. 2001, 1987). These have proven to be exceptionally
powerful in terms of understanding the large-scale structure of the galactic ISM
since these lines are not scattered as much as the ultraviolet line transitions of H2.
Indeed we typically use the intensity of collisionally-excited transitions of these
tracers as a metric to quantify the column-density of molecular hydrogen. We
quantify this relation between ϖtr and N (H2) using the conversion factor Xtr :

Xtr =
N (H2)

ϖtr
. (I–33)

The most common tracer for H2 is 12CO due to its ubiquity in the ISM. The
conversion factor in the disk of the Milky Way seems to be relatively constant
with galactocentric radius, however the precise value changes by a factor of 4
depending on how it is derived (for example using a viral analysis, extinction,
dust emission, CO isotopologues, etc.). the average 12CO conversion factor is
X12CO,MW≈2×1020 cm−2 (K km s−1)−1 (Narayanan et al. 2012; Bolatto et al. 2013).

Another useful quantity for quantifying the conditions across a galaxy is the
CO line ratio, Rul. This is defined as the ratio between the line-integrated intensity
from an upper (u) and lower (l) transition:

Rul =
ϖu
ϖl

. (I–34)

The most common ratio to calculate is R21, the ratio between the 12CO J =
1→ 0 and J = 2→ 1 integrated intensities den Brok et al. (2021). Since analyse
spectral lines using the brightness temperature (see Equation I–9), the line ratio
Rul = 1 when in local thermal equilibrium. It is thus a useful metric for the ISM
thermal properties.

When discussing the clumpy, inhomogeneous nature of a galaxy, it is important
to consider how this inhomogeneity is initially created. Plenty of theoretical re-
search has been devoted to the composition of and pressure balance in the ISM in
a galactic context (Barnes et al. 2020; McKee & Ostriker 1977; Field et al. 1969) and
the existence of spiral arms in grand design galaxies (such as the spiral arms in
Figure I–9; Lin & Shu 1964, 1966; Yuan 1969; Elmegreen et al. 1989). This has been
complemented by modelling of the dynamic nature of a galaxy in star-forming
regions (Elmegreen & Falgarone 1996; Elmegreen 1999b,a; Ossenkopf & Mac Low
2002; Ossenkopf 2004). Generally, a theory has developed that kinetic energy due
to large-scale dynamics (originating for example from galactic rotation) cascades
down to smaller scales where it is dissipated as heat (Mac Low & Klessen 2004;
Klessen & Glover 2016). It is in this cascading regime that there is self-similarity
between different scales, motivating the fractal approach to modelling the ISM that
is explained in Chapter II.



CHAPTER II

Theory

Science means constantly walking a tightrope between blind
faith and curiosity; between expertise and creativity; between
bias and openness; between experience and epiphany; between
ambition and passion; and between arrogance and conviction -
in short, between an old today and a new tomorrow.

Heinrich Rohrer

The discrepancies in line ratios between observations and models reported
in papers such as Stutzki & Guesten (1990); Meixner & Tielens (1993); Schneider
et al. (2021) indicate PDR modelling in its basic, homogeneous approach should
be developed to account for the inhomogeneities mentioned in §I-3. The method
adopted in this work is to represent the inhomogeneous ISM by a discrete fractal
distribution of self-similar PDR clumps. The structure of the KOSMA-τ PDR model
is ideal for implementation into the fractal distribution. The theoretical backbone of
kosmatau3d has been developed to some extent by Cubick et al. (2008) and Andree-
Labsch et al. (2017), though there were a number of assumptions that needed to
be corrected. This chapter thus is part review and part novel research. In the
progression of the theory, one must keep in mind that each ensemble of clumps is
contained within a voxel: a cubic element with three spatial dimensions4. Although
the clumps themselves are unresolved within each voxel, they contribute to the
emissivity and absorption coefficients of their host voxels.

We will first introduce the some basic properties of the KOSMA-τ PDR model
and how to calculate the extrinsic clump-averaged properties. Then we will discuss
fractal ensembles in §II-2. All of the advancements in confining them within a
voxel are described in §II-3.

4This is the definition of a voxel in terms of three-dimensional computer graphics. It is easy
to think of voxels as VOlume-piXELs. Be aware that this is different from spaxels, which have two
spatial dimensions and one spectral dimension. In this sense three-dimensional models are made
of several voxels, while synthetic maps are composed of many spaxels.

19
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1 KOSMA-τ clumps

kosmatau3d is essentially a framework in which the clump-averaged results from
KOSMA-τ are post-processed to compute their superposition in a clumpy medium.
Thus it is necessary to review some of the relevant information pertaining to these
models. One of the properties affecting further theoretical development is the
density profile of the clump, since this affects properties such as emissivity and
absorption (see §I-1.2). Assuming a surface total hydrogen density of ns,H, the profile
is defined as,

ncl(r) = ns,H


(

r

rcl

)−1.5

rcore < r < rcl ,(
rcore
rcl

)−1.5

r < rcore ,

(II–1)

where we use a clump core of rcore=0.2rcl.

Clump radius

Since the density profile of each clump is given by
ρcl = mHncl,H, we can derive the clump-averaged number
density as,

ncl =

∫
V

dV ncl,H(r)∫
V

dV

ncl =
3ns,H
r3cl

(∫ rcore

0

dr r2
(
rcore
rcl

)−1.5

+

∫ rcl

rcore

dr r2
(

r

rcl

)−1.5
)

ncl =
3ns,H
r3cl

(
r3core
3

(
rcore
rcl

)−1.5

+

∫ rcl

rcore

dr r0.5

r−1.5
cl

)
ncl =

ns,H
r1.5cl

(
r1.5core + 2 r1.5cl − 2 r1.5core

)
ncl =ns,H

(
2− r1.5core

r1.5cl

)
(II–2)

ncl ≈1.911ns,H (II–3)

where we have used the rcore = 0.2rcl for the
approximation in Equation II–3. From there we can derive
the clump radius rcl as,
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r3cl =
mcl
ρcl V

,

rcl ≈ 3

√
3mcl

1.911× 4πmH ns,H
. (II–4)

The intrinsic clump properties (mass, density, radius) are not the only properties
of interest; for the intended use of kosmatau3d we really require clump-averaged
extrinsic properties. Such properties include the column density N (sp) for a given
species sp, line intensity Iν and optical depth τν for a given wavelength ν , and
visual optical depth τV, which are calculated as a function of impact parameter p.
In these cases, the clump-averaged properties are,

⟨E⟩cl =

∫
A

dAE(p)∫
A

dA (II–5)

⟨E⟩cl =
2π

πr2cl

∫ rcl

0

dp p E(p), (II–6)

for some extrinsic property E(p) that can be integrated over the impact parameter.
Since Equation II–6 is essentially a weighted average of the extrinsic property, we
must carefully consider how this weighting is applied to the property. The optical
depth, for example, is a logarithmic term, therefore it must be weighted as an
exponential function. We can thus write the four aforementioned properties as,

⟨N (sp)⟩cl =
2

r2cl

∫
dp pN (sp, p) , (II–7)

⟨Iν⟩cl =
2

r2cl

∫
dp p Iν(p) , (II–8)

⟨τν⟩cl = −ln
(

2

r2cl

∫
dp p e−τν(p)

)
, (II–9)

⟨τV⟩cl = −ln
(

2

r2cl

∫
dp p e−τV(p)

)
. (II–10)

For the remainder of this thesis, extrinsic properties with the subscript “cl” will
refer to the clump-averaged property.

1.1 Additional properties

There are still some properties we wish to use in kosmatau3d which must be
derived from the KOSMA-τ output5,6. In these outputs we have local properties (gas

5These outputs are available at https://ismdb.obspm.fr. It is planned to implement a
function in kosmatau3d to query directly from ISMDB, but this is not yet possible. For assistance
in querying ISMDB using python, contact the author

6The KOSMA-τ data can be loaded into python by using the scripts from Aleena Baby: https:
//github.com/KOSMAsubmm/HDF4_reader_for_KOSMA_tau

https://ismdb.obspm.fr
https://github.com/KOSMAsubmm/HDF4_reader_for_KOSMA_tau
https://github.com/KOSMAsubmm/HDF4_reader_for_KOSMA_tau
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temperature Tg, dust temperature Td, fractional abundances X(sp) for species sp,
etc.) as a function of depth (either visual extinction AV or distance r). We want to
derive some extrinsic properties in order to calculate the clump-averaged emissivity
and absorption coefficients, since they are not provided consistently in the model.
We can use the quantities we have already defined to calculate the emissivity using
Equation I–27 and Equation I–3. In order to calculate the H0 21 cm spin transition
absorption, however, we assume thermal equilibrium (so Ts=Tkin) and thus require
the gas temperature Tgas. For this we calculate the clump-averaged gas temperature
by performing a weighting function:

Tgas =

∫ Rcl
0

dr r2 Tgas(r)∫ Rcl
0

dr r2
. (II–11)

Equation II–11 can be used with Equation I–26 and Equation II–4 in order to
calculate the clumpy-averaged optical depth.

It is also informative for us to calculate the intrinsic property of the mass
of a particular species contained in each clump. In practice this is possible for
every species contained in KOSMA-τ , but in this work we focus on H0 and H2 to
examine the atomic and molecular ISM in the Galaxy7. The mass is determined
using Equation II–7 and the clump radius:

Mcl,sp = Ncl(sp) π r2clmsp, (II–12)

where msp is the mass of the species.

2 Fractal approach

The fractal approach makes the fundamental assumption that the ISM can be
represented by an ensemble of self-similar non-interacting8 spherically-symmetric
clumps. This ensures there is a higher surface-to-volume ratio in the model in
order to better-agree with observations. As mentioned in §I-3, we assume a mass-
spectrum of,

dNcl
dmcl

∝ m−α
cl , (II–13)

and a clump-radius relation of,

mcl ∝ rϖcl . (II–14)

By assuming some total mass of the ensemble Mens and limiting individual
clump masses to be ml ≤ mcl ≤ mu, we can write the total number of clumps as,

7This information has only been implemented for these two species. The rest of the available
species will be implemented at a later date.

8This means we do not consider any merging of clumps. This is not an issue anyways since we
have no time dependence. Rather the emissivity and absorption coefficient of each clump contribute
to the voxel-averaged emissivity and absorption coefficient.
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Nens = Mens

∫ mu
ml

dmm−α
cl∫ mu

ml
dmm−α+1

, (II–15)

Nens = Mens
2− α

1− α

m−α+1
cl,u −m−α+1

cl,l

m−α+2
cl,u −m−α+2

cl,l
. (II–16)

For our purposes, since we do not have infinite computational resources, we
want to derive a discrete approximation of these relations. We simplify the calcula-
tion by replacing the integral by a sum By assuming a total mass for the ensemble,
we can directly calculate the number Nj of each clump mass:

Nj = Mens
m−α+1

j∑
n m

−α+2
n

. (II–17)

It naturally follows that the mass represented by the discrete clump mass mj

is,

Mj ≡ Nj mj = Mens
m−α+2

j∑
n m

−α+2
n

, (II–18)

which ensures that,

Mens ≈
∑
j

Mj. (II–19)

We note that Equation II–19 is an approximate relation due to the discretisation
of mass into clumps, primarily that Nj is an integer. Thus the difference between
the discretised ensemble mass and the true ensemble mass is the discretisation
error.

The previous section covered how to derive each clump’s radius rj , so we can
then calculate the volume occupied by the clumps by,

Vens =
∑
j

Nj vj, (II–20)

Vens =
∑
j

Nj
4 π

3
r3j ,

Vens ∝
4 π

3
Mens

∑
j m

3/γ −α+1
j∑

n m
−α+2
n

, (II–21)

where we have used Equation II–14 and Equation II–179. We can write the average
hydrogen proton density (nH≡nH0+nH2 ; we write nens for the ensemble and nj for
individual clumps) by,

9Practically we use definition Equation II–19 to ensure the modelled mass is consistent and avoid
using extrinsic values.
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Vens
vj

= Mens

∑
n m

3/γ −α+1
n

m
3/γ
j

∑
n m

−α+2
n

,

nj = nens m
1− 3/γ
j

∑
n m

3/γ −α+1
n∑

n m
−α+2
n

, (II–22)

where we have assumed the volume-size relation is valid for both the ensemble
and the clump. We can convert to the surface density using Equation II–4. We
henceforth refer to the surface hydrogen proton density as nj and the ensemble-
averaged hydrogen proton density as nens.

3 Voxel approach

One advantage of the application of clumpyness in kosmatau3d is that we consider
the most-probable number of clumps in a line-of-sight. In order to do so, we must
stipulate that the ensemble(s) are contained with cubic regions of the ISM, visualised
inside as voxel. Each voxel has a side-length of ℓvox, and we can thus define the
volume-filling-factor, fV, for each voxel as,

fV =
Vens
ℓ3vox

. (II–23)

Now we must address the advantage of kosmatau3d over the clumpy prescrip-
tion used in previous work such as Cubick et al. (2008) and chapter 7 of Röllig &
Ossenkopf-Okada (2022): the inclusion of velocity dispersion as a parameter. Be-
sides kosmatau3d, the clumpy PDRs using KOSMA-τ in the literature have used the
integrated intensities. In that sense one can successfully compare to a distribution
of clumps filling, but not overlapping, the intensity map.

3.1 Velocity dispersion

The clumps contained in each ensemble are moving with respect to the observer.
Formally we model this using three types of velocity dispersion that are relevant
for the clumps contained within a voxel:

• σj — velocity dispersion intrinsic to the gas contained within a clump (σcl)
with mass index j

• σsys — systematic velocity dispersion between clumps in an ensemble

• σens — velocity dispersion of the gas contained in an ensemble

These are assumed to describe the superposition of Gaussian profiles. The line
profile of each line transition from the voxel will have a full-width at half-maximum
(FWHM) corresponding to σens, which is a linear combination of σj and σsys:

σ2
ens ≡ σ2

sys + σ2
j . (II–24)
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For navigating the velocity-dependence of our calculations, it is useful to define
the relevant velocities considered in our formalisation:

• vobs — the observing velocity of the synthetic observation; this corresponds
to the radial velocity of the emitting species with respect to the observer.

• vens — the mean radial velocity of the ensemble. This is equivalent to the
observing velocity where the emissivity and absorption are maximum.

• vi — the internal systematic velocity spanning vens±3 σsys; this is the velocity
bin used to discretise the calculation in velocity-space. Each vi is assumed
to be the mean radial velocity for a subset of the clumps with respect to the
observer.

• ∆vi — the spacing in internal velocities; in practice this is calculated as
min (σj/3, σens/3) in order to optimise accuracy versus computational efficiency.

• v′i — a velocity bin like vi, though it is used to but used to account for the
contribution of all velocity bins for each vi.

Clumps of different masses may have different velocity dispersion, so the quan-
tities which are linear and velocity-dependant along the line-of-sight from each
clump (such as column density, emissivity, and absorption) will follow the profile
Ej,i,i′ ,

Ej,i,i′ = exp
(
−(vi − v′i)

2

2 σ2
j

)
, (II–25)

where for a particular velocity bin vi we can see a contribution to all other velocity
bins v′i. One of the benefits of kosmatau3d is that we can have a velocity-based
calculation of the intensity and optical depth, which can be used to increase the
velocity dispersion of the ISM modelled in the voxel compared to single clumps.
Since none of the clumps in kosmatau3d interact except through radiative transfer,
we can discretise the ensemble in velocity-space (assuming ∆vi ≲ σens) by creating
separate ensembles covering the velocity dispersion we want modelled. We thus
have the total number of a specific clump mass in the ensemble following Nj,vox =∑

i Nj,i, where Nj,i is the number of clumps with mass Mj at mean velocity vi:

∆Nj,i =
Nj√
2 π σ2

sys

exp
(
−(vens − vi)

2

2 σ2
sys

)
∆vi, (II–26)

which, as mentioned above, is valid within 3σsys to account for 99% of the ensemble
mass. This is the velocity discretisation as it appears in Andree-Labsch et al.
(2017). Since we want to calculate a superposition of clumps, we want to simplify
the calculation since given the theory thus-far in we would need to account the
contribution from Equation II–25 from each internal velocity at each observing
velocity.

We can simplify this calculation by performing an integral over vi. First we
need Equation II–26 to be independent of the internal velocity spacing ∆vi,



26 Chapter II | Theory §3

we can notice that Equation II–26 can be rearranged to provide a discrete change
of clump number with velocity. This value depends on the step size of the internal
velocities ∆vi. Taking the limit of this change as ∆vi approaches 0 will remove
this dependence:

dNj,i

dvi
= lim

∆vi→0

(
∆Nj,i

∆vi

)
,

dNj,i

dvi
=

Nj√
2 π σ2

sys

exp
(

− (vens − vi)
2

2 σ2
sys

)
,

dNj,i

dvi
≡Aj,i, (II–27)

then we need to integrate over the domain of vi, which we now take as (−∞,∞).
If we have a quantity Qj,i with associated clump-averaged values qj that is linear
along the line-of-sight, we can write it as,

Qj,i = kj,i × qj ×
∫

dvi′ Ej,i,i′ , (II–28)

where kj,i is the jth mass index and ith velocity index of some combination of
clumps based on Aj,i (explained in §II-3.2) and the integral over vi′ of Equation II–
25 accounts for the contribution of clumps at different internal velocities (thus
accounting for the superposition in velocity space). We now encode this super-
position in velocity-space in the calculation of the number of clumps Nj,i. What
makes this difficult to calculate efficiently is that it is a superposition of two velocity
distributions: σj from Equation II–25 and σsys from Equation II–26. Then the final
calculation must result in the desired velocity dispersion of σens. Since we want
the model to be > 99% accurate, we want to consider clump ensembles span-
ning a minimum interval of [vvox − 3σsys, vvox + 3σsys]. Numerically, this results
the number of clumps at a particular systematic velocity effectively becoming,

Nj,i,eff =
∑
i′

∆Nj,i exp
(
−(vi − v′i)

2

2 σ2
j

)
,

Nj,i,eff =

∫ ∞

−∞
dv′i

dNj,i

dvi
exp
(
−(vi − v′i)

2

2 σ2
j

)
,

Nj,i,eff =Nj
σj

σens
exp
(
−(vvox − vi)

2

2 σ2
ens

)
, (II–29)

where there is now no more coupling between velocity bins (we already accounted
for the contribution from other velocity bins), and we set vens = vvox for simplicity
in the calculations10. Since Equation II–29 is now the effective number of clumps

10Practically it is possible to have two ensembles with different vens in a voxel, but this requires
further justification that the ensembles are not collisional. kosmatau3d by design does not consider
any mechanical interaction between clumps in a voxel.
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at velocity vi regardless of bin size (the superposition is already accounted for), in
order to reproduce the line profile we must give it the profile velocity dispersion
σens.

The integration performed in the final equation means we no longer have
to account for the line profile in the superposition (there is an effective veloc-
ity dispersion of σj,eff = 0 for the clumps in a particular velocity bin), making
σsys,eff = σens. Since we removed the need to sum over the internal velocities, we
can write Nj, i,eff ≡ Nj,eff (vobs) for vobs = vi.

3.2 Probabilistic calculation

In order to calculate voxel-averaged quantities, kosmatau3d uses a probabilistic
approach (Andree-Labsch et al. 2017). Essentially it utilises the probability of having
a certain number of clumps in a line of sight to calculate the average of a given
quantity. This is valid for any linear quantity that is additive. The relevant clump-
averaged quantities for this work which are linear along the line of sight (and
thus we can substitute for qj in Equation II–28) are the emissivity coefficient ϵj,ν
and absorption coefficient κj,ν

11 . Since we must obtain these quantities from the
clump-averaged intensity and optical depth obtained from KOSMA-τ , we derive
them as,

κj,ν ≡ τj,ν
ℓj,eff

, (II–30)

Tb,j,ν =
ϵj,ν
κj,ν

(
1− e−τj,ν

)
,

⇒ ϵj,ν =
Tb,j,ν
ℓj,eff

τj,ν(
1− e−τj,ν

) , (II–31)

where the effective length scale of clump j is,

ℓj,eff ≈
4
3
πR3

j

πR2
j

=
4

3
Rj. (II–32)

Since we have pre-computed the superposition of clumps in velocity-space,
we have the effective number of clumps at each systematic velocity in order to
calculate the voxel-averaged quantity. When using multiple clumps sizes, we must
consider all combinations of clumps. For example, a voxel containing 10 clumps of
the same size will have the possible combinations

[
0, 1, . . . , 10

]
. Likewise if the

voxel contains 10 clumps of one size and 20 clumps of another, the combinations
would be

[
(0, 0), (0, 1), . . . , (0, 20), (1, 0), . . . , (10, 20)

]
. Let refer to a particular

combination using the parameter k, whereas the jth index in that combination is
kj . The probabilistic calculation considers the probability of a number of clumps

11Note that we perform these calculation separately for both the line transitions and the dust
continuum. We can add these afterwards.
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kj ∈ [0, Nj, i, eff ] in a line-of-sight through the voxel. For the probabilistic approach,
we define the probability of observing a particular clump as the area-filling factor
of each clump,

Pj ≡ fA,j =
π R2

j

ℓ2vox
, (II–33)

which relates the size of the clump Rj with the size of the voxel12 ℓvox. From this
it is clear to see there is a higher probability for the larger clump to be in your
line-of-sight. This is simply the probability of seeing a clump in a voxel if the
voxel only contains one clump. Theoretically, however, a voxel may contain many
clumps (the clumpy description of the ISM). Now for a given probability density
function f(k), we have the probability of each combination is Pk =

∏
j f(kj), and

ultimately we should arrive at the property,∑
k

Pk =
∑
k

∏
j

f(kj) = 1. (II–34)

There are different options for determining the probability density function
f(k) to evaluate the probabilities. One of the simplifications made in Andree-
Labsch et al. (2017) was to normalise the number of clumps to a smaller number,
so the binomial probability mass function was suitable to explain the probabilities.

Pk,j,i =

(
Nj,i,eff
kj,i

)
f
kj
A,j (1− fA,j)

Nj,i,eff−kj,i (II–35)

Alternatively there is an option to use a Poisson distribution. A key difference
between these distributions is that Equation II–34 will not be true when using a
Poisson distribution and the normalisation of the probabilities will create a numer-
ical artefact. For that reason we rely on the binomial distribution. For a given
combination of clumps ki, we have the combination intensity and optical depth as,

τk,i,ν =
∑
j

kj,iτj,ν (II–36)

ϵ′k,i,ν =
∑
j

kj,iϵj,νℓj,eff

Ik,i,ν =
ϵ′k,i,ν
τk,i,ν

(
1− e−τk,i,ν

)
. (II–37)

Finally, it remains to explain our method of calculating voxel-averaged prop-
erties. As can be surmised from the preceding explanation, the voxel-averaged
properties are a summation of the contribution from all of the combinations. The

12Note that in this sense we are comparing the projected area of the clump with the area of one
face of the voxel. While in practice you cannot assume this geometry is satisfied, it is enough to
approximate the voxel-averaged properties. In practice we then use many small voxels so we can
use an average depth to make a synthetic observation.
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clump intensity and optical depth, calculated in Equation II–37 and Equation II–36,
must be scaled by the probability of the combination. In this calculation, the prob-
ability acts on the intensity and attenuation, so the combination optical depth must
be processed accordingly. Thus we can calculate the contribution of each clump
combination to the final synthetic voxel-averaged intensity and optical depth:

⟨TB,ν⟩vox,i =

(∑
k

(∏
j

Pk,j,i

)
TB,k,i,ν

)
, (II–38)

⟨τν⟩vox,i =− ln
(∑

k

(∏
j

Pk,j,i

)
e−τk,i,ν

)
, (II–39)

⟨ϵν⟩vox,i =
⟨TB,ν⟩vox,i

ℓvox

(
1− e−⟨τν⟩vox,i

)
, (II–40)

⟨κν⟩vox,i =
⟨τν⟩vox,i
ℓvox

. (II–41)

This is valid for each independent ensemble. For a model with multiple en-
sembles in each voxel (such as the two-ensemble model used in this work), the
emissivity and absorption coefficients are summed. The calculation we have cov-
ered thus-far is for the internal velocities vi. To obtain the voxel-averaged quantities
as a function of observing velocity, we simply need to perform an interpolation:

⟨̃ϵν⟩vox (vobs) = interp
(
⟨ϵν⟩vox,i ; vobs

)
, (II–42)

⟨̃κν⟩vox (vobs) = interp
(
⟨κν⟩vox,i ; vobs

)
, (II–43)

⟨̃τν⟩vox (vobs) = interp
(
⟨τν⟩vox,i ; vobs

)
, (II–44)

⟨̃TB,ν⟩vox (vobs) =
⟨̃ϵν⟩vox,i (vobs)

⟨̃τν⟩vox (vobs)

(
1− e−⟨̃τν⟩vox(vobs)

)
, (II–45)

where the values are simply linearly-interpolated13. To obtain a synthetic observa-
tion from our three-dimensional model, one then needs to add the dust contribu-
tion to the line emissivity and absorption coefficients before integrate the radiative
transfer equation.

3.3 Multiple ensembles

It is useful for us to consider voxels that contain multiple independent ensembles.
In this case, all ensembles would contribute to the emissivity and absorption, but

13Other kinds of interpolation are possible, such as quadratic and cubic, but these have a tendency
to give non-physical results (such as negative absorption or intensity). There is also a possibility to
fit a Gaussian to the emissivity and absorption coefficients, but this does not work well in the case
of 0 emissivity.
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we do not need to use the probabilistic approach to differentiate clumps from
different ensembles. The total voxel-averaged emissivity and absorption is thus,

⟨̃ϵν⟩vox (vobs) =
∑
ens

⟨̃ϵν⟩vox,ens (vobs) , (II–46)

⟨̃κν⟩vox (vobs) =
∑
ens

⟨̃κν⟩vox,ens (vobs) , (II–47)

where ⟨· · ·⟩vox,ens represents the voxel-averaged value from an ensemble, calculated
by Equation II–42 and Equation II–43. A reasonable question might arise at this
point: why don’t we simply separate the discrete clumps in a given ensemble into
different ensembles, one for each clump size? The advantage of doing so would
decrease the time it takes to compute the voxel-averaged extrinsic properties, since
the probabilistic approach using combinatorics is the most time-consuming process
in the calculation. If we consider an ensemble consisting of i clump sizes with
ni in the line-of-sight, the number of combinations we need to consider reduces
from O (

∏
i(ni + 1)) to O (

∑
i(ni + 1)). The reason we do not use this method in

practice is primarily due to the independence of ensembles.
Firstly, we must know the mass of each individual ensemble in order to ini-

tialise the calculation, which is not necessarily true. We are able to make certain
assumptions to differentiate between two ensembles (see §III-3) for the dense and
diffuse ISM, but we do not know a priori how this is split further into different
clump sizes. We may use the fractal assumption to split the mass between clumps
within an ensemble, but these clumps are not independent.

The probabilistic calculation anyways couples the available combinations be-
tween clumps in an ensemble. Effectively what this does for a given set of com-
binations (0, 1, . . . , ni) is flatten the probability mass function, thus boosting the
contribution of the smaller clumps.



CHAPTER III

kosmatau3d

So many good ideas are never heard from again once they
embark in a voyage on the semantic gulf.

Alan J. Perlis

This chapter is solely about the kosmatau3d code itself: what are the parame-
ters that can be altered, what are the types of models one can create, and how well
the code performs. The idea here is to provide some reference on how the code
works as well (beyond what was mentioned in Chapter II) as how it can be used.
We describe the various submodules and classes in §III-1. There is then a brief
description of model parameters in §III-2. The evaluation of and output given by
each voxel is described in §III-3. We cover the integration of the radiative transfer
equation using multiple voxels in §III-4. The files created for a given model are
described in §III-5. This chapter should also cover issues native to the language
of the code, python, since this usually raises a few flags for more experienced
programmers. Therefore it will go into detail about the timing and efficiency of
the code’s performance (§III-6). Finally the chapter will end with a brief example
showing how one would create a PDR structure plot using kosmatau3d in §III-7,
showcasing both the clumpy and non-clumpy results. This chapter will necessarily
contain more technical details (bear with me) than the rest of the thesis.

31
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1 Code structure

First, we must download the code from GitHub and install it in a python envi-
ronment. Any command-line interface in this chapter will be for the Bourne Again
Shell (bash) on a Linux workstation.

~/projects/ 
$ git clone https://github.com/CraigYanitski/kosmatau3d.git
$ pip install kosmatau3d

This will install all dependencies. There should now be a base directory lo-
cated at /home/projects/kosmatau3d/ which contains some files defining the
python package (.py, .toml, .cfg, etc.), the directory kosmatau3d which contains
the python code itself, the directory notebooks which will contain worked exam-
ples14, the directory docs contains various documents covering the development of
kosmatau3d, the directory doc will contain the primary documentation utilising
sphinx15, and the directory scripts contains a python script that can be called
from the command line to run full grids (at the moment it is just for the Milky
Way). The focus of this chapter is the contents of kosmatau3d/kosmatau3d/,
hereafter called the code directory, which contains all of the input files and scripts
required to run the model.

There are two folders in the code directory needed for the basic computation
of kosmatau3d: grid and molecular_data. The latter folder contains informa-
tion from the ONION routine (Gierens et al. 1992) in KOSMA-τ and is used for
calculating the wavelength of each transition, while the former contains multiple
grids of KOSMA-τ clump-averaged results (intensities, optical depths, fuv extinc-
tions, column densities). The folders containing python code are models, notably
containing the classes Voxel() and VoxelGrid() and all routines for the clumpy
calculation; properties, which contains functions to plot properties assumed in
KOSMA-τ (such as the density profile or the far-UV spectrum); and comparison,
which contains code used to resample and regrid observations and compare to the
model grids. These folders are independent of each other, and therefore each is
considered a module in the kosmatau3d python package.

Importing the clumpy module 
>>> from kosmatau3d import models

The structure of the models module has gone through a couple iterations, but
the most efficient version utilises the Voxel() class facilitate most of the required
calculations using other submodules and perform the final calculations for the
voxel-averaged quantities. The advantage of doing this is that each submodule can

14The only worked example currently available is of the functionality of the Voxel() class. More
will be added in the future.

15https://www.sphinx-doc.org/en/master/

https://www.sphinx-doc.org/en/master/
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own their variables for the calculations and debugging rather that each Voxel()
instance. considering how many variables are required for the calculation, this
largely reduces the memory footprint of running a model composed of many
voxels. Each submodule of course has a specific purpose and was optimised in
slightly different ways:

• Setup submodules

– constants: This contains not only physical constants, but constants
within the model such as which clump masses are used, the fractal
parameters, the observing velocities, the directories to use for loading
the input data or saving the model, the wavelengths at which the dust
continuum is calculated, etc. This is initialised by passing keyword
arguments to either the Voxel() class or the Model() class.

– observations: A bit of a misnomer, this submodule opens all of the
input model files such as the KOSMA-τ output grids and the files defin-
ing whichever three-dimensional model will be created. The advantage
here is that there are separate methods for initializing the module, so
one opens the data required to evaluate a voxel while the other opens
the data files for the full three-dinemsional model.

– interpolations: Here we pre-compute all of the interpolation func-
tions from the input files. As with observations, the initialisation
is split between interpolations required for the each voxel and inter-
polations required for a model containing many voxels. An additional
advantage that is mainly helpful to reduce overhead during setup is
that one can save the interpolations to files.

– species: All of the species transition information (such as wavelength
and frequency) is calculated and saved in this submodule. The advan-
tage this has is that it reads this information directly from the input
files for the ONION (located in /molecular_data) routine in KOSMA-τ ,
and thus remains consistent.

• Calculation submodules

– masspoints: This is where the clump properties are calculated (such
as the clump radius or H2 mass) or interpolated(such as the emissivity
and column densities). The name of this submodule follows the work
of Andree-Labsch et al. (2017), but will soon be changed to clumps in
a future release. The methods in this submodule are the only methods
in kosmatau3d to interpolate from the KOSMA-τ grid.

– combinations: Arrays of all the possible combinations of clumps in a
line-of-sight, or at least as many that are considered in the code, are
stored in this submodule.

– ensemble: The clump combinations are calculated here, somewhat
unintuitively, as well as the probability for each combination.
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– shape: This submodule is used for the full three-dimensional model
to define the voxel positions based on the shape and dimensions of
the desired model with a given orientation. The primary motivator for
isolating this code into a submodule is to allow for different model
shapes accessible altering the model parameters.

– radiatiative_transfer: All of the code to define how the model is
observed is contained within this submodule. For the case of the Milky
Way, the observer is embedded in the model and it is necessary to use
spherical coordinates. External sources such as PDRs and other galaxies
are easier to compute in the sense that one can construct the model in
such a way that the voxels are always viewed face-on, simplifying the
calculation.

• Classes

– Voxel: This is the most fundamental class. One is able to construct
a voxel of given size containing one or more ensembles (to account
for the clumpy medium and interclump medium). After evaluating the
voxel (here meaning to calculate the voxel-averaged properties), it is
possible to extract the velocity-dependant, voxel-averaged emissivity,
absorption, or intensity (assuming no background radiation) with or
without the continuum contribution. It is also possible to get the
integrated intensity, or plot the results for each ensemble. The only
values stored as class properties are the emissivity and absorption for
the dust and each transition.

– VoxelGrid: This facilitates the initialisation and evaluation of each
voxel in the model. It is responsible for calling the appropriate meth-
ods from the interpolations routine, evaluating the emissivity and
absorption coefficients, and exporting the voxel properties to .fits
files. The technique used to reduce the memory footprint of running
the full model is to stream the voxel properties to the corresponding
files, then deleting the voxel instance. In this way there is only ever
on voxel instance in memory. This of course will increase if and when
multiprocessing is implemented.

– Model: The main class interface for running the full three-dimensional
model, the idea for this class is to facilitate the evaluation of the voxel
grid, after which it would run the radiative transfer portion of the code.
Currently this is not the pipeline for creating a model, but it is at least
created in the anticipation of future development.

– SyntheticModel: This class is used to open all of the saved data and
plot in different views (currently there is a radial plot or scatter plot).
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2 Parameters

Practically all of the parameters involved in the clumpy calculation are available
as parameters in kosmatau3d, with the exception of some KOSMA-τ parameters16.
These parameters are specified here not only because they affect the output of the
model, but because many of them are required to be constants in the model. For
example, if this code was used to model a single PDR, we likely do not want to
change the fractal parameters or the different clump masses considered in each
ensemble. Simulating each voxel thus requires these values to be kept constant.
In an effort to minimise the number of redundant calculations, all of these are
contained in the submodule constants and the calculations are only performed
when the submodule is initialised.

Table III–1: Parameters that may be adjusted for each kosmatau3d voxel. Many of
these are assumed to be constant in this thesis (for example the fractal parameters
α and γ), but can be important parameters in future studies in the fractal ISM.

Parameter Units Keyword argument Description
ℓvox pc voxel_size The size (in parsecs) of

each voxel in the model.
This is necessarily a con-
stant for each model, and
is vital to the ensem-
ble calculation (see Chap-
ter II).

nm N/A clump_mass_number The number of different
clump mass bins compos-
ing the ensemble. This
parameter can be a list of
values, each correspond-
ing to an independent en-
semble.

Mmin,Mmax log10 (M⊙) clump_mass_range The lower and upper lim-
its of the clump masses
composing the ensemble.
This parameter must be
a list of the same length
of clump_mass_number.
It is possible to give
just one limit, in which
case the ensemble con-
tains just that mass.

16In order to vary these parameters, one would need to include it in the underlying KOSMA-τ
grid.
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Table III–1 continued...
Parameter Units Keyword argument Description

Nmax N/A clump_n_max The number of the largest
clumps to use during the
calculation. This is used
to simplify the calcula-
tion when there are many
clumps in the calculation.

α N/A alpha The index for the clump
mass number relation.
It is assumed to fol-
low a power-law, and
has been well-researched
(Heithausen et al. 1998;
Stutzki & Guesten 1990).
We assume a standard
value of 1.84.

γ N/A gamma The index for the clump
mass-size relation (not the
cosmic ray ionisation rate).
We assume a standard lo-
cal value of 2.31 (Hei-
thausen et al. 1998).

nv N/A velocity_resolution The number of internal
velocities vi at which to
perform the calculations.

nv N/A velocity_number The number of observing
velocities desired in the
output.

vmin, vmax m/s velocity_range The range of the velocity
axis desired in the output.

Mens M⊙ ensemble_mass The mass of the ensem-
ble. This is used to deter-
mine the total number of
clumps contained in each
voxel. This can be a single
value for one ensemble or
a list for multiple ensem-
bles.
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Table III–1 continued...
Parameter Units Keyword argument Description

nens cm−3 ensemble_density The ensemble-averaged
density, used to calculate
the surface density of
each clump. This can
be a single value for one
ensemble or a list for
multiple ensembles.

σens m/s ensemble_dispersion The velocity dispersion of
the ensemble. This can be
a single value for one en-
semble or a list for multi-
ple ensembles.

χ χD fuv The far-UV radiation in-
cident on the ensemble.
This is assumed to be
isotropically radiating on
each clump. This can be
a single value for one en-
semble or a list for multi-
ple ensembles.

ζH s−1 crir The primary cosmic ray
ionisation rate. We as-
sume a value of 2 ×
10−16 s−1, which is gen-
erally agreed upon as the
local value in the litera-
ture (Bisbas et al. 2021;
Padovani et al. 2020; Hol-
lenbach et al. 2012; Indri-
olo et al. 2009; Padovani
et al. 2009). This can be
a single value for one en-
semble or a list for multi-
ple ensembles.
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Table III–2: Parameters that may be adjusted for each kosmatau3d galactic model.
Some here are listed due to their importance, but are not adjusted for this fit
(for example α and γ; these are important to alter for models of other galactic
environments).

Parameter Units Description

ζH,CMZ s−1 The cosmic rate ionisation rate in the central molecular
zone. It is assumed to be constant in the CMZ at 10−14 s−1.

RCMZ pc
The radius of the central molecular zone. This only affects
ζH as this value should be higher in the CMZ (Padovani
et al. 2020).

fH0 N/A
The fraction of atomic hydrogen mass that is represented
by the interclump medium.

mCM M⊙
The clump mass range considered in the model. These do
not affect the clump mass number or mass-size relations.

mICM M⊙

The interclump mass range considered in the model. These
do not affect the clump mass number or mass-size rela-
tions.

fm,H2 N/A
A scaling factor for the mass of molecular hydrogen in the
Milky Way. This does not alter the profile (inferred from
Figure IV–4).

fm,H0 N/A
A scaling factor for the mass of atomic hydrogen in the
Milky Way. This does not alter the profile (inferred from
Figure IV–4).

fFUV N/A
A scaling factor for the far-UV radiation in the Milky Way.
This does not alter the profile (seen in Figure IV–5).

3 Single-voxel model

The best way to understand the advantage of kosmatau3d over one-dimensional
PDR models is to examine what can be provided with a single voxel. The voxel itself
can have any physical size, irrespective of the size of the individual clumps inside.
One must just be careful to ensure the total volume of clumps inside the voxel does
not exceed the volume of the voxel.The voxel properties, as implied in §II-3.2, are
calculated assuming the voxel is viewed face-on and all of the clumps inside the
voxel are isotropically irradiated with the same intensity of far-UV radiation. The
three primary parameters that are used to create a unique ensemble are ensemble
mass, ensemble density, and fuv. The local cosmic ray ionisation rate crir may
also be specified as an input parameter, but this assumes different initial species
abundances in the clumps. In practice we use two ensembles in each voxel: one
for the dense, clumpy PDR and one for the diffuse interclump ensemble (as it was
used in Andree-Labsch et al. 2017). From these ensembles we aim to model the
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dense molecular gas and the atomic CNM, respectively. The base assumption for
this approach is that the hydrogen in the dense clumps are primarily molecular
while the hydrogen in the diffuse ensemble is primarily atomic (verified in §III-3.2).

3.1 KOSMA-τ grids

As explained in Chapter II, the clump properties are interpolated from a pre-
computed grid. While we have the grid used in the Andree-Labsch et al. (2017)
application of kosmatau3d (hereafter referred to as OrionBar2013), we have sup-
plemented these results with two other grids: CMZ2015 (used in García et al. 2016)
and PDRTB2020 (used in PhotoDissociation Region Toolbox; Pound & Wolfire
2023).

Parameter Grid Range Spacing

nH,s OrionBar2013 103, . . . , 107 cm−3 1 dex
CMZ2015 103, . . . , 107 cm−3 1 dex
PDRTB2020 10, . . . , 107 cm−3 0.5 dex

mcl OrionBar2013 10−3, . . . , 103 M⊙ 1 dex
CMZ2015 10−3, . . . , 103 M⊙ 1 dex
PDRTB2020 10−3, . . . , 103 M⊙ 0.5 dex

χ OrionBar2013 1, . . . , 106 cm−3 1 dex
CMZ2015 1, . . . , 106 cm−3 1 dex
PDRTB2020 1, . . . , 106 cm−3 0.5 dex

ζH OrionBar2013 N/A N/A
CMZ2015 10−15, . . . , 10−13 s−1 1 dex
PDRTB2020 N/A N/A

Table III–3: The parameter space and model density for each of the KOSMA-τ
grids used in this work.

While the initial abundances for OrionBar2013 and PDRTB2020 are quite
similar, CMZ2015 was created for the conditions in the Galactic centre and thus has
very different initial abundances. Our base assumption is that the OrionBar2013
grid is valid for the entire galaxy, and when we use cosmic ray ionisation rate
ζH ≥10−15 s−1 (the local rate), we use results from CMZ2015. The PDRTB2020 grid
reaches lower densities with its parameter space, which is why we use it to model
the interclump medium.

While the chemistry in KOSMA-τ keeps track of more than 100 species, a small
subset of these have transitions that are used in the radiative transfer calculation.
Since it is possible for multiple transitions to exist for a given species, we identify
them in ascending order of energy in kosmatau3d. For example, the 12CO J=1→
0 at 115GHz is specified as CO 1, the 12CO J=2→1 at 330GHz is specified as
CO 2, and so on. Some of the transitions used in this thesis are given in Table III–4.

17This wavelength is obtained from the input to the radiative transfer module of KOSMA-τ (the
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Table III–4: The transitions of various species and how they are specified in
KOSMA-τ . Not all of these are used in the models presented in Chapter IV

species ground state transition wavelength KOSMA-τ ID
12C+ 1s22s22p1 2P o

3/2 →2 P o
1/2 157.0µm17 C+ 1

12C 2s22s22p1 3P1 →3 P0 610.1µm C 1
3P2 →3 P1 369.1µm C 2
3P2 →3 P0 230.0µm C 3

12CO J=0 J=1→0 2.601mm CO 1
J=2→1 1.300mm CO 2

...
J=49→48 53.90µm CO 49

13C+ 1s22s22p1 2P o
3/2 →2 P o

1/2 157.7µm 13C+ 1

13C 2s22s22p1 3P1 →3 P0 609.0µm 13C 1
3P2 →3 P1 370.4µm 13C 2
3P2 →3 P0 230.3µm 13C 3

13CO J=0 J=1→0 2.731mm 13CO 1
J=2→1 1.365mm 13CO 2

...
J=49→48 56.55µm 13CO 49

H0 1s F =1→0 21.11 cm HI

3.2 Atomic fraction

For our application of the two-ensemble model to work we need to ensure that
the clumps used in the interclump ensemble is primarily atomic. Since the diffuse
interclump medium in the model should be ubiquitous in the ISM, we must ensure
that it is atomic at the local far-UV intensity (1χD). We therefore plot the atomic
and molecular hydrogen masses at varying clump surface densities in Figure III–1
to verify our grid selection. Here we can see that the clump is indeed primarily
atomic at the lower densites provided by the PDRTB2020 grid, and thus we may
use it to model the interclump medium in the remaining analysis and assume an
interclump surface density of nH=10−3 cm−3.

3.3 Single voxel example

For now we will simply create of voxel of size 1 pc containing 100M⊙ of ISM split
into clumps of size 1M⊙, 10M⊙, and 100M⊙. Since this example is purely for
demonstration, we do not specify how the change the KOSMA-τ grid from which we

so-called ONION routine). While this discrepancy from the accepted [12C ii] wavelength of 158µm
does affect the output of KOSMA-τ , this is a very minor effect in the analysis presented in this
thesis.
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Figure III–1: The hydrogen mass in a 10−3 clump with impinging far-UV intensity
of 1χD for the OrionBar2013 (from nH =103 cm−3) and PDRTB2020 (from nH =
101 cm−3) grids used in this work.

interpolate18. We also do not specify which transitions to include, so by default all
transitions are included in the model. Note that since the voxel contains the same
mass as the largest clump and we force a clumpy distribution, this will contain just
a fraction of the largest clump. This is possible due to the statistical approach in
§II-3.2.

Voxel setup 

>>> parameters = {
... # Model parameters
... "voxel_size": 1,
... "molecules" : 'all',
... "dust" : 'PAH',
... "clump_mass_range" : [[0, 2]],
... "clump_mass_number" : [3],
... "clump_n_max" : [1],
... "velocity_range" : [-5, 5],
... "velocity_number" : 201,
... # Voxel properties
... "velocity" : 0,
... "ensemble_dispersion" : 2,
... "ensemble_mass" : [100],

18by default we use the OrionBar2013
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... "ensemble_density" : [1e5],

... "fuv" : [1e2],

... # Calculation

... "velocity_resolution" : 10,

... }
>>> from kosmatau3d import models
>>> vox = models.Voxel()
>>> vox.set_properties(**parameters)

Here we have also set some options to modify our output. velocity_range
and velocity_number define the velocities in the output (the synthetic observing
velocities) while velocity is the ensemble-averaged velocity of the ensemble. We
also specified molecules as "all" to include all transitions, and dust is set to
"PAH" so the continuum is computed to include the PAH features. There are
two parameters affecting the calculations from Chapter II: velocity_resolution
affects the resolution rvel of the internal velocity grid (where the velocity spacing is
σcl/rvel; here it is 10 to ensure a smooth curve19), and clump_n_max affects how the
calculation is normalised (in this case we ignore the normalisation step).

Now there are various properties we can extract from the voxel, but we are most
interested in the line transition and continuum emission: absorption coefficient,
emissivity coefficient, intensity, and optical depth. As these are not only interpo-
lated from the limited spectral range of what is given in the ensemble calculations,
but there may be some use-cases for including the continuum contribution and
some cases for not, all of these spectral properties have their own accessing method.
An example for the most sophisticated method, get_species_intensity, is given
below.

Accessing intensity (no background) 

>>> vox.get_species_intensity(integrated=False,
... kind='linear', include_dust=False,
... total=True, hi=False)

For this method to function, it utilises the voxel-averaged emissivity and absorp-
tion coefficients to integrate the radiative transfer equation without any background
intensity over voxel length ℓvox. Thus it measures the intensity produced by the
voxel itself. Similarly, there is an option integrate to integrate over the velocity
axis. total is an option to sum the contributions from all ensembles in the voxel,
if there are more than one. The flag to specify the return of the H i intensity is
hi, since these values are kept separate in the code (this is because the H i data
is post-processed rather than an actual result of KOSMA-τ ). Finally kind is the
option specifying the method of interpolation.

One can then compare the relative integrated intensities (or even peak emission
values) over the entire spectrum using the method plot_spectrum(),

19This is not necessary in practice unless you require high spectral resolution.
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Plotting the spectrum 

>>> vox.plot_spectrum(quantity='intensity',
... title='Voxel peak-intensity spectrum')

and thus one can clearly see the relative intensities of different transitions, as well
as the heating of the ensemble in the CO transition ladder.

If one is more interested in the absorption effects of different transitions, one
can examine specific transitions with respect to observing velocity. Here we can
produce one plot each for emissivity, absorption, and intensity. Let us consider
simply the [12C ii] 158µm transition line (the naming convension in kosmatau3d
is discussed in §III-3.1).

[12C ii] emissivity 

>>> vox.plot_transition(quantity='emissivity',
... title='Voxel-averaged emissivity',
... transition='C+ 1',
... label=r'[C\textsc{ii}]')
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[12C ii] absorption 

>>> vox.plot_transition(quantity='absorption',
... title='Voxel-averaged absorption',
... transition='C+ 1',
... label=r'[C\textsc{ii}]')

[12C ii] intensity 

>>> vox.plot_transition(quantity='intensity',
... title='Voxel-averaged intensity',
... transition='C+ 1',
... label=r'[C\textsc{ii}]')

What these plots clearly show is that the spectra of the emissivity and ab-
sorption coefficients of individual transitions have a Gaussian shape, whereas the
intensity spectrum does not. This is meant to be a confirmation that what ulti-
mately is calculated by the voxel object is in line with the underlying theory.
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4 Radiative transfer

Figure III–2: An illustration of how
the voxels are oriented for integrating
the radiative transfer equation.

For the integration of the radiative trans-
fer equation over a line-of-sight passing
through several voxels, we must make a
couple assumptions. First, we choose to
orientate the voxels face-on in a row. Next
we must make linear approximations to the
voxel-averaged properties along the line-of-
sight to improve the accuracy of our cal-
culation. To simplify the equations in the
rest of this thesis, any discussion of radia-
tive transfer using multiple voxels will refer
to voxel-averaged properties such as ⟨ϵν⟩vox
as ϵi,ν , where i refers to the position of the
voxel with respect to the background voxel
(where i=0). The linear approximations to
the emissivity and absorption coefficients
are thus,

ϵi,ν(s) =ϵi,ν +
∆ϵi,ν
ℓvox

s , (III–1)

κi,ν(s) =κi,ν +
∆κi,ν

ℓvox
s , (III–2)

where the ∆ terms refer to the difference between the ith voxel with the voxel just
behind. From this assumption, it is now possible to fully integrate Equation I–3.

RT integration

We begin with the radiative transfer equation in the
Rayleigh-Jeans limit (so we substitute TB,ν and ϵν for Iν
and jν ),

dTB,ν = −dτν TB,ν,bg + dτν
ϵν
κν

, (III–3)

keeping in mind that dτν = κν ds for constant κν over
path length s. Suppressing the i notation, we can substitute
our linear approximation into Equation III–3:

dTB,ν = − ds
(
κν + s

∆κν

ℓvox

)
TB,ν,bg

+ ds
(
ϵν + s

∆ϵν
ℓvox

)
. (III–4)

Integrating with respect to ℓvox, we get,
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TB,ν = e−(κν+
1
2
∆κν)ℓvox

[
TB,ν,bg

+

∫ ℓvox

0

ds
(
ϵν + s

∆ϵν
ℓvox

)
e
∫ s
0 ds′(κν+s′ ∆κν

ℓvox )

]
,

(III–5)

TB,ν =
∆ϵν
∆κν

(
1− e−(κν+

1
2
∆κν)ℓvox

)
− ϵν∆κν − κν∆ϵν√

|∆κν |3

√
π

2(
ea2ν−b2νerf i(aν)− erf i(bν)

)
+ TB,ν (0) e−(κν+

1
2
∆κν)ℓvox , (III–6)

where erf i (x) is the imaginary error function.

5 Output structure

Each time a model is run there is plenty of data that is saved. A directory for the
data is created and all properties are saved in .fits format in order to include a
header describing the model parameters. In general enough data is saved to rerun
each voxel individually without running the entire model, so this includes,

• clump_number.fits

• clump_radius.fits

• voxel_density.fits

• voxel_ensemble_dispersion.fits

• voxel_ensemble_mass.fits

• voxel-filling_factor.fits

• voxel_FUVabsorption.fits

• voxel_fuv.fits

• voxel_h2_mass.fits

• voxel_hi_mass.fits

• voxel_position.fits

• voxel_velocity.fits
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The observed intensities of course also need to be saved. We split the saved
files between the transition data and the continuum as well as separating the H i
21 cm line data, which is post-processed.

• dust_absorption.fits

• dust_emissivity.fits

• hi_absorption.fits

• hi_emissivity.fits

• species_absorption.fits

• species_emissivity.fits

• synthetic_hi_intensity.fits

• synthetic_hi_optical_depth.fits

• synthetic_intensity.fits

• synthetic_optical_depth.fits

6 Performance

Performance is a major factor for any code. It is useful if code developers abstain
from making assumptions or simplifications, but most of the time the accuracy
of the code is correlated with the computation time. Thus optimising the perfor-
mance of astrophysical code requires a balance of the code sophistication and the
computation time.

While much of the development of kosmatau3d has been devoted to the im-
provement and optimisation of how the underlying theory is evaluated, reducing
computation time, most of this section will concern the assumptions used and
accuracy of how the code operates.

6.1 Interpolating from the KOSMA-τ grid

As is always the case when performing an interpolation, there is a certain degree
of error between the expected output and the expected output. In terms of what
we discuss within the context of kosmatau3d, the error arises from how we in-
terpolate the clump-averaged brightness temperature and optical depth grids using
the input parameters (which is refered to as our parameter space). In our case, the
grid is defined for three input parameters: ncl,s, Mcl, and χ. With such a high
dimensionality, at least in python, we basically only have linear interpolation or
the radial basis function for direct methods of interpolation. We will attempt to
measure the accuracy of the linear interpolation method.
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Measuring the accuracy of any interpolation typically requires us to understand
the underlying function, or at least a trend, in order to know how extraneous is the
performance of the interpolation. Since there is too much computation required to
evaluate KOSMA-τ for each point in the interpolation we test, we use the existing
original grid parameters from which we interpolate. This should not work using
the entire parameter space since linear interpolation will exactly fit the input, so
our procedure is thus as follows:

1. Remove the interpolation point from the grid.

2. Use the reduced grid to create the interpolation function.

3. Perform the desired interpolation.

4. Use the interpolated quantity and the original quantity to calculate the rela-
tive residual.

This must be performed for all transitions/wavelengths in the grid. To estimate
the interpolation error, we examine the relative residual,

rq ≡
q̃ − q

q
, (III–7)

of the interpolated quantity q̃ compared to the original quantity q, where q is either
the clump-averaged brightness temperature TB,cl or clump-averaged optical depth
τcl. The error of the interpolation is thus E(q)≡|rq|×100%.

In this way we enumerate the points in our gridded parameter space, then
plot the relative residuals (see Figure III–3). This is done using linear interpolation
for the brightness temperature (rT; subfigure (a)) and optical depth (rτ ; subfigure
(b)). There are certain parameters that have have a large amount of error when
interpolated, but the majority of the parameters ≲ 200 have interpolation error
Eq ≪ 100%. The interpolation error for parameters ≫ 200 is still reasonable
for the brightness temperature grid, but there is significantly more error in the
optical depth grid. From the definition in Equation III–7, we can also determine
whether the interpolated quantities are predominately over- or under-estimated. In
subfigure (a), there are isolated locations where the interpolation error is high, and
it is evenly distributed between positive and negative residual. The large, mostly
positive relative residuals in subfigure (b) indicate a tendency of the interpolation
of this grid to overestimate the optical depth.

Another method that has been explored for a non-parametric interpolation of
the KOSMA-τ grid is an extremely-randomised trees (Geurts et al. 2006). A form
of supervised machine-learning regression, this ensemble technique builds on the
decision tree method (which is basically a nearest-neighbour interpolation) to give
a more-accurate representation of the underlying population. Given an input of
training data of k attributes (the input variables) and one output variable, the
extremely-randomised trees method creates several decision trees taking several
samples of the attributes and taking a random sample of where it splits each node.
For a given set of input variables, an average is taken over the outputs of the
decision trees to obtain a single prediction. A distinct difference in this method
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(a) TB,cl (b) τcl

Figure III–3: The relative error in the interpolated clump-averaged quantities using
linear interpolation.

when compared to linear interpolation is that extremely-randomised trees will not
fit explicitly the input, but rather attempt to find the most likely output given the
training data. It is also a regression method that minimises the variance of the
output given a over-sampled parameter space.

From Figure III–4, we see predicted rT (subplot (a) and rτ (subplot (b) not only
exhibit much more variance than in Figure III–3, but the peak relative residuals are
also much greater. A possible reason for the large residuals when using extremely-
randomised trees is that it is not robust to a sampled regular grid, so our method
of quantifying the accuracy of these interpolation techniques introduces too many
artefacts. We need our method for deriving the interpolation error since it is too
computationally expensive to run KOSMA-τ independently of the grid.

This is enough to conclude that linear interpolation is much more accurate for
the purpose of interpolating the KOSMA-τ grids.

(a) TB,cl (b) τcl

Figure III–4: The relative error in the interpolated clump-averaged quantities using
extremely-randomised trees.
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7 Clumpy PDR profile

Figure III–5: An illustration of
how the voxels are oriented for
integrating the radiative transfer
equation.

To fully understand how clumpyness affects the
PDR model results, it is best to examine local
properties as a function of depth into a PDR
(for example abundance, temperature, or emis-
sivity). As shown in Figure III–5, we consider
a column of voxels, each containing identical
ensembles with mass Mens and density nens, il-
luminated from one end with far-UV radiation
(for our purposes this radiation has intensity
χ=106 χD–the maximum radiation in our grid).
Each voxel in turn attenuates the far-UV radia-
tion for the next, until there is insufficient far-
UV radiation for the gas in the voxel to be mod-
elled as a PDR (when χ > 1χD). There are of
course some parameters we are ignoring in such
a model such as depth and velocity dispersion,
but this rather gives a reasonable indication on
how a PDR structure is affected by the clumpy

approximation description.
Figure III–6 shows some of these profiles as a function of depth using voxels

with size ℓvox = 2 pc. Each voxel contains one ensemble with average density
nens=104 cm−3 and mass Mens=102 M⊙, but we differentiate between the profiles
we get using one clump mass (solid line) in the ensemble compared to using
three clump masses (dashed line). The structure profiles appear quite similar as
a function of far-UV intensity, but there are slight differences between them due
to the different clump masses. This effect is most noticeable at the PDR surface
(where depth s = 0). While the gas temperature throughout most of the profiles
indicates that the ensembles are part of the CNM, the temperatures with far-UV
radiation χ≲10χD (the ambient far-UV radiation in the vicinity of the Sun) indicate
the ensemble is part of the molecular medium. Since the temperature is weighted
by mass (see Equation II–11), these temperature profiles are unique to the choice of
ensemble-averaged density ncl and clump masses mcl in the ensemble. Changing
the mass Mens contained in each voxel changes the total number of clumps (see
Equation II–17) and thus primarily affects the far-UV absorption and the total depth
of the profile.
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Figure III–6: The PDR structure profile as created with kosmatau3d. This profile
is created using voxels of size ℓvox =2 pc containing an ISM mass Mens =102 M⊙
and average density nens=104 cm−3. The top panel shows the far-UV intensity, the
middle panel shows the fractional abundance for some important species, and the
bottom plot shows the gas and dust temperature as a function of depth. The solid
lines correspond to voxels containing either clump mass mcl=10M⊙ (subfigure (a))
or mcl=1M⊙ (subfigure (b)), and the dashed lines correspond to voxels containing
clump masses mcl = [1, 10, 100]M⊙. The vertical grid is placed where the far-UV
radiation decreases by a factor of 10 (following the three clumps profile).
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Figure III–7: Like Figure III–6, but us-
ing voxels of size ℓvox = 1 pc contain-
ing ensembles with Mens =10−1 M⊙ and
nens = 19.11 cm−3 (ensuring the surface
density of each clump is ns,cl =10 cm−3).
The solid lines correspond to voxels con-
taining clump mass mcl = 10−3 M⊙, and
the dashed lines correspond to voxels
containing clump mass mcl=10−2 M⊙.

While the clumpy ensemble in the
voxels used for Figure III–6, as ex-
plained, is representative of the CNM
and molecular media, we want to see if
the diffuse interclump ensemble can be
used to also model the WNM. We there-
fore compare ensembles composed of
the two least-massive clumps available
in our KOSMA-τ grid: mcl = 10−2 M⊙
and mcl = 10−3 M⊙ (see Figure III–7).
Both ensembles seem to have approxi-
mately the same profiles except for the
abundance of H2 and 12CO at at far-
UV radiation χ ≲ 10χD, where the
profile containing clumps with mass
mcl = 10−2 M⊙ have a higher abun-
dance. There also seems to be some
unexplained effect where the H0 and
e− abundances increase from the sur-
face and peak at χ ∼ 104 χD. Since
the gas temperature is calculated trac-
ing H0, this effect is seen as well in Tg.

As we will see in Chapter IV, the
ambient far-UV radiation intensity re-
mains at χ≈ 1χD, and thus the physi-
cal conditions of our clumpy and inter-
clump ensembles mean they will suit-
ably model the molecular medium and
CNM, respectively. The interclump en-
semble gets nearly hot enough to model
the WNM at χ∼104 χD, where the gas
temperature Tg ≲ 8000K. These will
have to be the conditions we need to use if we are to include the WNM in our galac-
tic models (this is explained further in §IV-5). To ensure we keep the interclump
ensemble composed mainly of H0, we will use clumpy with mass mcl=10−3 M⊙.



CHAPTER IV

Galactic models

Fools ignore complexity. Pragmatists suffer it. Some can avoid
it. Geniuses remove it.

Alan J. Perlis

Having a thorough understanding on how our PDR model functions, we must
determine how best to simulate the cooling lines in our Galaxy using kosmatau-
3d. As seen in Chapter III, the advantage of representing the ISM as a clumpy
PDR contained within voxels is not only that one can account for inhomogeneity
in the ISM, but one can account for self-absorption in the line spectra. For this
reason we want to focus on properly modelling the self-absorption in a galactic
context rather than directly resolving the spatial distribution of the galactic ISM.
Thus we use axisymmetric relations for the galactic properties and low spatial
resolution in relation to the finer structure of the galaxy (meaning the voxels are
sometimes larger than the typical scale of a giant molecular cloud and even the
galactic scale height) in order to save on computational power. In order to test
our PDR model in a galactic context, we perform a detailed model of the Milky
Way (the galactic properties are discussed in §IV-1). Since the properties vary as
a function of galactocentric radius, we discuss how these trends can be extracted
from the data files for each model in §IV-2. One possible source of error using
voxels larger than the scale height of the Milky Way is that the voxels are only
partially-filled, affecting how we can use and analyse the model results (this is
explained thoroughly in §IV-3). Even if we run models with lower spatial resolution
(in this case resulting in larger voxels), this limits the lower-limit of our synthetic
maps (see §IV-4 for a discussion of how these are made).

1 Milky Way

The lower resolution we find useful is ℓvox =400 pc. While this appears arbitrary,
it is high-enough resolution to model the large-scale structure of the Milky Way

53
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Figure IV–1: The surface mass density of the Milky Way as a function of galacto-
centric radius. Outside the solar circle we use the results of Bacchini et al. (2019b)
while inside the solar circle we use the higher-resolution results of Marasco et al.
(2017).

observation, but not so large as to require a supercomputer (each simulation takes
around 30 minutes and produces 6.1GB of data; models with resolution scale
100 pc requires 120 minutes and produces >20GB of data). We have opted to use
a lower resolution to create more model grids to constrain the various parameters.
This ensures all development and analysis can be performed on a personal com-
puter (the specifications of the computer used can be found in Appendix A). The
resolution is still an improvement upon the 1 kpc clumpy analysis used in Cubick
et al. (2008).

1.1 Mass profiles

Simple axisymmetric relations are used for the properties of the Milky Way. These
are based on both observations (in the case of surface mass density and clump-
averaged surface density) and simulations (for the far-UV radiation). The voxel
parameters from Table III–1 necessary to specify a KOSMA-τ model are the primary
cosmic ray ionisation rate (ζH), hydrogen number density (nH), dense and diffuse
mass (MH2 & MH0 ), and far-UV radiation (χ).

The mass distributions must be derived from axisymmetric profiles of surface
mass density and galaxy scale height. These have been derived by Bacchini et al.
(2019b) for both molecular hydrogen and atomic hydrogen for 1 kpc ≤ Rgal ≤
15 kpc. Figure IV–2 shows that the H2 (H0) scale height is a minimum of ∼ 25 pc
(∼ 50 pc) in the galactic centre, and increases to a maximum of ∼ 300 pc (∼
500 pc) at the edge of the galactic disk. We extrapolate the scale height linearly
for Rgal < 1 kpc and Rgal > 15 kpc. Since we do not need to resolve structure
in latitude, we do not consider a Gaussian distribution of gas in the ẑ direction
and use the scale height as the thickness of the galactic disk. The profiles of
surface mass density are a combination of Marasco et al. (2017) in the inner galaxy
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Figure IV–2: The scale height of the Milky Way disk as a function of galactocentric
radius. This is the same derived by Bacchini et al. (2019b), extrapolated to the size
of model used in this work.

(Rgal < Rgal,⊙) and an average of various previous determinations for the outer
galaxy (see Figure IV–1). In order to properly model the higher mass in the galactic
centre, we rather directly use the higher resolution Marasco et al. (2017) solution for
the inner galaxy. We simply convert the surface mass densities to a volume mass
density by dividing by twice the scale height of the galaxy (2hi, see Figure IV–3).

A major difference between the results we use from Bacchini et al. (2019b)
and the previous work by Wolfire et al. (2003) is that the latter assumed relatively
constant values for the scale height of the Milky Way (with a maximum difference
of < 1dex) while the former fitted the scale height. As seen in Figure IV–2, the
results from Bacchini et al. (2019b) indicate a flaring of ≲ 2dex over the plane of
the Milky Way. Among other things, this means there is a much lower ISM density
in the outer disk, and thus a lower column density (which is proportional to the
integrated intensity of a given line transition).

The ensemble mass of each voxel depends on the volume mass density distri-
bution in the galaxy,

Mens = ¯ρMW ℓ3vox, (IV–1)

where ρMW is the volume mass density in the Milky Way. While it is important
to consider first the volume VMW of the Milky Way that is contained withing each
voxel, we use Equation IV–1 to correctly model the column density for the Milky
Way plane (see argument in §IV-3). Thus all of the voxels in our galactic models
are uniformly-filled VMW is simply the volume of the voxel (VMW = ℓ3vox). An initial
assumption is that the mass distribution of molecular hydrogen traces the dense
gas, while the mass distribution of neutral hydrogen traces more the diffuse gas.
Ideally these are modelled with KOSMA-τ using larger, dense models for the dense
gas and smaller, diffuse models for the interclump region (the masses of these
clumps span 10−3 M⊙ to 102 M⊙ according to Heithausen et al. 1998), though the
two are not necessarily uncoupled (by definition a PDR contains H0). For this
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Figure IV–3: Volume mass density model used for the distribution of neutral and
molecular mass in the Milky Way as a function of galactocentric radius. These
distributions are calculated using the surface mass density profiles from Marasco
et al. (2017) and Bacchini et al. (2019b) and the scale height of the Milky Way.

reason, the mass modelled with clumpy ensemble follows the molecular hydrogen
mass (MH2 ; modelled with clump masses 100 − 102 M⊙), while the mass of the
interclump ensemble we use the atomic hydrogen mass (MH0 ; using clumps with
mass 10−3 M⊙ as determined in §III-3.2).

1.2 Ensemble-averaged density profile

The ensemble-averaged density we use is the same as that of Cubick et al. (2008)
(see Figure IV–4). The profile is that of the CNM (nCNM) and it was derived by
balancing the gravitational potential of H0 and H2 with thermal pressure (Wolfire
et al. 2003). One of the results in Cubick et al. (2008) was that the ensemble-
averaged density profile scaled this profile so the density at the solar circle is
nCNM(R⊙) = 103.8 cm−3. For the two ensembles we use in our work, we will
use a radial estimation of the ensemble-averaged density for the dense clumpy
ensemble and a constant value for the diffuse interclump ensemble (19.11 cm−3,
as determined in §III-3.2)20. Since the mass in the clumpy medium is determined
by the density of H2 (see Figure IV–3), it is technically possible to scale this mass
density in a similar way to derive the corresponding ensemble-averaged density
for the clumpy medium. The issue with this is that the outer galaxy has densities
∼10−10 that of the inner 10 kpc and this region cannot be modelled using KOSMA-
τ (the density range is too large). We therefore choose to keep the density profile
of Cubick et al. (2008) to use for the clumpy ensemble.

20Technically the interclump medium should have a number density extending down to 0.1 cm−3

in order to account for the WNM, though the KOSMA-τ models cannot converge on a solution for
such a low density. We try to mitigate this by using very small clumps, and assume the difference
is negligible. What is anyways important in the result is the column density in the synthetic
observation.
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Figure IV–4: The total clump hydrogen density in the Milky Way as a function of
galactocentric radius. This is the same as what was used in Cubick et al. (2008).

1.3 Far-UV profile

Since most of the gas in a galaxy is distributed in the ISM, one might think the
FUV radiation is the same as the Draine unit (Draine 1978, ; χD ≈ 1.71G0 ≈
8.95×10−14 erg cm−3). It is more accurate to rather simulate the distribution of O-
B stars in the Milky Way (Popescu et al. 2011), which are the largest contributors of
UV radiation. Such a simulation was done to derive the axisymmetric distribution
of the far-UV radiation density, as seen in Figure IV–5, for 9 wavelengths. This is
enough to approximate the far-UV SED and calculate our required profile from,

χ(r) =

∫ 2066 Å

912 Å

dλuλ(r)×
χD

2.63×1042 erg pc−3 , (IV–2)

where we integrate over the wavelength range considered by KOSMA-τ (912Å to
2066Å) and multiply by the conversion factor from energy density units (erg per
cubic parsec) to the energy density of the Draine far-UV field. It is immediately
evident that most of the ISM in the Galactic disk is embedded in a far-UV field
less than the Draine field, reaching a minimum of ∼ 10−2 χD at the edge of the
Galactic disk at Rgal = 18 kpc. From the constraints of our PDR model, we force
the minimum of the profile to be 1χD. Our motivation of this is that the PDR gas
is located closer to the ionising sources than the large-scale galactic average.



58 Chapter IV | Galactic models §1

Figure IV–5: The distribution of far-UV radiation as modelled by Popescu et al.
(2011). The two results available are either the total far-UV radiation intensity
(integrated over the spectrum), or the specific far-UV intensity at the specified
wavelengths. The specific intensity values are used in this work to integrate over
the far-UV range of KOSMA-τ (912 Å to 2066 Å).
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1.4 Rotational velocity profile

Finally, one must adopt a specific rotation curve for the Milky Way. The rotation
curve we adopt is an amalgamation of two separate studies. Bhattacharjee et al.
(2014) examined the kinematics of a variety of sources in the Milky Way and
derived a rotation curve out to Rgal ≈ 200 kpc. There is also more recent and
precise astrometric data for Milky Way objects from 2MASS, Gaia, and WISE. This
has been supplemented by the spectroscopic data of Apogee and analysed by Eilers
et al. (2019) to obtain the rotation curve in the interval (5, 25) kpc. For the Milky
Way models we created for the following analysis, we combined the inner 5 kpc
from Bhattacharjee et al. (2014) with the entire model of Eilers et al. (2019) (see
Figure IV–6).

This is sufficient to approximate both the rotational velocity and velocity disper-
sion of each voxel, since the difference in rotational velocity dominates the velocity
dispersion. To put this in terms that can be used by kosmatau3d, however, we
must derive the local standard of rest (LSR) velocity vLSR. Since all of the voxels in
the model necessarily have their positions recorded in galactocentric Cartesian co-
ordinates, we need to record this with respect to a reference position. The reference
point is the point defining our LSR (ie. at Rgal,⊙ ≡ 8.178 kpc; GRAVITY Collab-
oration et al. 2019). From this we can derive the relative longitude and latitude
of each voxel, which we combine with the galactocentric longitude and latitude to
recover vLSR. This is summarised in the face-on representation of the galactic disk
in Figure IV–6, where the primed quantities are relative to Earth and the un-primed
quantities are galactocentric.

Using the law of cosines, we derive the angle σ′ between voxel’s galactocentric
radial vector and relative radial vector as,

σ′ = cos−1

(
r2 + r′2 −Rgal,⊙

2rr′

)
. (IV–3)

Since both the voxel and the LSR have some rotational velocity around the
Milky Way, one must correct for this to derive the voxel’s rotational velocity in the
co-rotating frame:

v′gal = vgal − vrot,⊙

(
r

Rgal,⊙

)
. (IV–4)

Finally these can be derived quantities can be used to calculate the voxel’s vLSR:

v′LSR = v′gal sin (σ′) cos (β′) . (IV–5)

1.5 Constant parameters

We try to vary the parameters we expect to have the greatest effect, or at least
those which are not well-constrained. There are some parameters affecting the
model which we do not vary since the average Milky Way is sufficient. An example
of this is the aforementioned (Chapter III) mass spectrum parameters derived by
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Figure IV–6: The geometry needed for calculating the velocity in a differentially-
rotating disk. These variables can be used in Equation IV–3 to Equation IV–5 to
calculate each voxel’s vLSR.

Heithausen et al. (1998). Their derived values α = 1.84 and ϖ = 2.4 were thus
kept constant for all of the models we ran.

An approximation we make which fails is the average Milky Way cosmic ray
ionisation rate, ζH . The typical value of the total ionisation of molecular hydrogen
is approximated to be ζH2 ≈ 2 × 10−16 s−1, though this value is highly variable
depending on the galactic environment. Cosmic rays are high-energy particles
emitted from various energetic events in the galaxy; fusion, stellar winds, and
active galactic nuclei (AGN) are all sources of cosmic rays (Albertsson et al. 2018).
The primary sources of cosmic rays, however, are supernovae. Supernovae are very
prominent forms of stellar feedback in star-forming environments. The increased
cosmic ray ionisation rate can have a significant effect on gas temperature and
ionisation fraction (Bisbas et al. 2021). However, Kabanovic et al. (2022) showed
that for cold C+, increasing the cosmic ionization rate by an order of magnitude
increases the C+ excitation temperature from 15K to 17K. For this reason one should
consider galactic ecology and at least derive a function of cosmic ray ionisation
with respect to galactocentric radius. According to Padovani et al. (2020), the cosmic
ray ionisation rate is roughly constant at ζH ∼ 10−14 s−1 throughout the CMZ, and
the rest of the galactic disk has a lower ζH i. Adopting their approximation and
approximating the disk ζH2 to be the local value of 2× 10−16 s−1 (Hollenbach et al.
2012), we fit the radius of the CMZ, RCMZ , as a parameter in our models.
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2 Parameter profiles

Figure IV–7: A radial profile of the far-
UV radiation as obtained from the fiducial
kosmatau3d model.

We have implemented the possibility to
create radial profiles of various param-
eters directly from the saved data for
each kosmatau3d model. Since the
models assume axial symmetry, these
are particularly effective to compare for
example line ratios across the galactic
disk. This in turn enables us to quan-
tify a variety of trends, from classifying
star formation throughout the galaxy to
estimating the amount of CO-dark gas
and even providing an estimate of how
this might be traced. In Figure IV–7
we show the azimuthally-averaged far-
UV radiation, which should recover the
profile in Figure IV–5. As we have mentioned in §IV-1.3, we forced the profile mini-
mum to be χ=1χD. This modification is of course applied after any scaling of the
far-UV profile when we examine the parameters in our model grids.

Figure IV–8: A radial profile of the voxel-
filling factor fvox as obtained from the
fiducial kosmatau3d model.

We can also examine the voxel-
filling factor throughout the Galactic
disk, since this affects the modifica-
tions we are able to make in §IV-3. As
seen in Figure IV–8, the voxels are filled
less than 50% within ∼7.5 kpc for the
atomic medium and within ∼ 12 kpc
for the molecular medium. It is ex-
plained in the next chapter why this is
important for the calculation of various
trends in our models.

3 Partially-filled voxels

An important concept to understand from the setup of our models is that of a
partially-filled voxel. From §II-3.2 we outlined the formalism for calculating voxel-
averaged versions of the emissivity and absorption, which by definition do not
assume any confinement of the clumps in the voxel. It is therefore advantageous
for us to investigate how one might alter the theory behind the voxel-averaged
properties, both intrinsic and extrinsic, when we must further confine the clumps
in one of the dimensions. This is required in the Milky Way models, for example,
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Figure IV–9: A cubic region of ISM (red) modelled using voxels (blue). The scatter
points illustrate the distribution of clumps in the voxel. The voxels are fully-
occupied with the ISM.

when the scale height on the galactic centre is smaller than the scale of the voxel
used to model it. Thus the clumps, which should be confined within ±hH, are
uniformly distributed in ± ℓvox/2.

Our approach to quantify the effect of this confinement is to model the emis-
sion of two hypothetical configurations of ISM: one occupying a cubic region of
1 pc×1 pc×1 pc and one occupying a slab region of 1 pc×1 pc×0.25 pc (Compare
Figure IV–9 and Figure IV–10). For simplicity and to make a direct comparison, we
consider both regions to contain a mass of 100M⊙, both embedded in an isotropic
far-UV radiation field of 1χD. While the volume density of these regions are much
greater than the densities in the Milky Way models presented in this thesis, this
is deliberate to ensure there are absorption effects after integrating the radiative
transfer equation. If one is to test the integration of the radiative transfer equa-
tion along a pencil beam through the centre of the region using the voxel sizes
ℓ∈(1, 0.5, 0.25, 0.125) pc. In the case of the uniform voxel, the calculated intensity
of all lines should be very close. For the partially-filled voxel, however, the calcu-
lated intensities should increase from the 1 pc voxel to the 0.25 pc voxel, at which
point it should be uniformly-filled and the calculated intensities will converge on
the correct value. This is a result of the mass volume-density in the partially-filled
voxels scaling by the area ℓ2vox rather than the volume ℓ3vox for voxels with ℓvox <
the thickness of the slab.

Considering the two conceptual regions in the context of the Galactic disk
(where the voxel ), since they both have the same mass and fractal dimensions
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Figure IV–10: The same as Figure IV–9 except the ISM fills just a portion of the
voxel, while the black frame outlines the original shape of the ISM

they will have the same number of clumps, Nj . The surface densities and far-UV
radiation fields are not affected by the geometry of the hypothetical regions, thus
what really changes when observing a pencil beam through each region is what we
can call the clump column-density:

Nj(cl) ≡ Nj

ℓ2vox

ℓ2vox
AISM

, (IV–6)

where AISM is the projected area of the ISM contained in the voxel and j is the
mass index in our discrete ensemble.

We can quantify the difference generally by defining another parameter in
the voxel model called the voxel-filling factor, fvox. Similar to how the volume-
filling factor is defined, in the context of a clumpy ISM, as the ratio between the
volume of a region and the volume occupied by clumps, the voxel-filling factor
is defined as the ratio between the volume of the voxel and the volume of the
ISM it models. Where this new factor enters into the theoretical framework of
§II-3.2 is the number of clumps in a line-of-sight, Nj . Our proposed alterations
to accommodate for clump confinement would ideally occur at this step in the
calculation, so the recorded emissivity and absorption of each voxel is consistent
with how they are used in integrating the radiative transfer equation. Thus we
can perform these altered calculations for situation where one knows a priori that
a voxel is partially-filled, but this makes it too time-consuming to recompute the
voxel-averaged properties then the synthetic observation for different models to
constrain the implementation (which we need to do for the comparison of models
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to observations in Chapter VI of this thesis).
If one wants to change the viewing angle of the voxel and/or if the models

have already been run, we must test and verify a approximate solution applying
the factor to the coefficients in Equation I–3 (in order to account for absorption
effects). We do this not only for the aforementioned configurations, but also for
modifications to them where there is more mass in either the foreground or the
background (similar to the two layer models of Guevara et al. 2020; Kabanovic
et al. 2022). By doing so, we should be able to verify that a proposed solution
still captures the optical depth effects that are an advantage of kosmatau3d over
one-dimensional codes such as KOSMA-τ .

Since both emissivity and absorption are additive along a line-of-sight, we
propose to use the voxel-filling factor to modify Equation II–42 and Equation II–43
by,

⟨ϵν⟩′vox =
⟨ϵν⟩vox
fvox

, (IV–7)

⟨κν⟩′vox =
⟨κν⟩vox
fvox

, (IV–8)

where the scaled values are specified as primed (′). This approximation should
scale the emission values appropriately to account for higher column density from
the voxel being partially-filled, however it neglects the probabilistic part of the
calculations in Equation II–40 and Equation II–41. Therefore Equation IV–7 and
Equation IV–8 should be accurate when fV≲1.

Since the amount by which the voxels are partially-filled in our galactic models
is substantial (consider Figure IV–8) and we focus on the Galactic plane (l = 0),
we use uniformly-filled voxels in our models to ensure the correct column density.
This means intrinsic properties such as mass require a correction:

M ′
vox,i = fvox Mvox,i , (IV–9)

where the primed mass is corrected for the partially-filled voxel, and i may refer to
either H0 or H2.

4 Radiative transfer

Having come to a solution to modify the partially-filled voxels within our models,
we must now utilise the emissivity and absorption in all voxels to calculate our
integrated intensity maps. Even though we simplify the problem by considering
just the sightlines at b = 0, we will still have issues of the pathlengths of the
sightlines passing through each voxel are not ℓvox as in §III-4. This results from
configurations where the voxels are not viewed face-on21. Not only will this affect

21This is largely a result of the observations being taken within the Milky Way. Other objects
(PDRs, galaxies, AGNs, etc.) modelled with kosmatau3d can be constructed so the voxels are
basically assumed to be face-on.
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Figure IV–11: The structure used to define the voxel in the kosmatau3d radiative
transfer module at b=0. The red surfaces denoting diagonals in the x, y-plane and
their intersection in 𝐳̂ are depicted with dashed black lines.

how we integrate Equation I–3, but this will make the determination of which voxel
is in the line-of-sight more complicated.

We will need to begin with how we determine if a voxel exists in a line-of-sight.
Since we confine our analysis to the plane of the galaxy, we only need to concern
ourselves with rotations about the 𝐳̂ axis. In this sense, we only need to consider
the diagonals in the x, y-plane in order to determine if a voxel crosses the line-
of-sight (see Figure IV–11). For a voxel length of ℓvox, the apparent physical width
∆wvox of each voxel will be within ∆wvox ∈ [1,

√
2] ℓvox. We thus use the distance

to, longitude, and angular width of each voxel (rvox, lvox, and ∆lvox, respectively) to
compare to the line-of-sight lLOS. The voxel positions are tracked using their centre
points, so the necessary calculations with respect to the reference position for the
LSR at Rgal,⊙ are:

rvox =
√

(xvox −Rgal,⊙)2 + y2vox , (IV–10)

lvox =arctan
(

yvox
xvox −Rgal,⊙

)
, (IV–11)

∆lvox =

√
2 ℓvox
rvox

× max (sin (lvox mod π + π/4) , sin (lvox mod π − π/4)) , (IV–12)

where the criteria for a voxel to be in a line-of-sight ivox,LOS is,

ivox,LOS =


True |lLOS − lvox| ≤ ∆lvox/2, rvox > ℓvox/2

True |lLOS − lvox| ≤ π, rvox ≤ ℓvox/2

False else
(IV–13)
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Here the two criteria for a voxel to be in the line-of-sight are split between
rvox = ℓvox/2 due to the modelling constraint: below this limit it is possible for the
reference position to exist within a voxel where lvox ∈ [−π, π] (in this case the
synthetic observation is taken from a position inside of a voxel, but the centre of
the voxel is opposite the sightline). For rvox > ℓvox/2 it is sufficient to ensure lLOS
and lvox align within ∆l/2 to minimise the artefacts22

Having determined which voxels are in a given line-of-sight, we then arrange
them in order of decreasing rvox in order to integrate the radiative transfer equation
(since we must integrate starting at the point furthest from our reference). Given
our method, the number of voxels in our calculation NLOS satisfy the equation,

NLOSℓvox ≥ DLOS, (IV–15)

where DLOS is the modelling distance along our LOS (for our Milky Way model, it is
the distance to the edge of the Milky Way). Qualitatively, Equation IV–15 is satisfied
since the LOS passes through portions of the voxel for voxels that are not viewed
face-on (ie. when lvox ̸= i π

2
∀ i∈Z). Rather than go through the tedious process of

defining the path length for each individual voxel s′vox,i ∀ i∈ [0, NLOS − 1), which
anyways gets much more complicated when one considers a beam width (and
therefore the path length is not a single value for each voxel), we define an average
normalised voxel size:

ℓ′vox ≡
DLOS
NLOS

. (IV–16)

One clear assumption inherent in this approach is that the voxel properties
along the LOS are smoothly-varying, which is valid for the Milky Way models
presented in this thesis. A more-sophisticated method of integration is required if
we need to account for voxels with very different properties.

5 Galactic model grids

In order to constrain the parameter space in Table III–2, we evaluated a few grids
of kosmatau3d Milky Way models, which are summarised in Table IV–2. The
first model that is necessary is the convergence model; it is used to ensure the
synthetic observation is quite similar for models with different voxel size. Due to
some of the features of the [12C ii] observations that will be mentioned in §V-2.1,
there is also the grid FUV-Galactic-centre varying the far-UV radiation and
size of the Galactic centre (shown by the subscript GC). For this we vary fFUV
along with the radius RGC of the scaled region. Another parameter affecting the
Galactic centre is the primary cosmic ray ionisation rate ζH, so we also compute a
model grid to explore the effect of this. Following the description in Padovani et al.

22 One could alternatively get the beamsize ∆lbeam from the desired resolution of the map, in
which case the criterion is,

|lLOS − lvox| ≤
∆lbeam +∆lvox

2
. (IV–14)

.
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(2020), we adopt a galactic model where the galactic disk has an average cosmic ray
ionisation rate equivalent to the local value of 2 × 10−16 s−1 and the CMZ has an
average rate of 10−14 s−1. Thus the model grid CMZ-radius-radiation varies the
CMZ radius23RCMZ as well as the far-UV radiation fFUV throughout the model. We
also wanted to highlight the traits affecting the [12C ii] 158µm line observations,
which we examine via the atomic-ISM-radiation. This varies the fraction of the
atomic ISM represented by the interclump medium rather than the clumpy medium,
as well as the far-UV radiation. We also evaluated a model grid mass-factors
varying the mass distributions used to create the models: fm,H2 , fm,H0 . Finally, we
explored the effectiveness of using PDRs to model the WNM in the three-media
model grid, where we vary the fraction fWNM of the interclump ensemble in the
WNM and the far-UV radiation χWNM in which it is embedded. From these models,
it should be possible to not only constrain the underlying galactic profiles but also
reach a conclusion on the applicability of PDRs to modelling the galactic cooling
lines.

The fiducial model with parameters in Table IV–1, which we compare to the
kosmatau3d model grids listed in Table IV–2.

Table IV–1: The default values of the parameters in Table IV–2.

Parameter Default value
ℓvox 400 pc
fFUV 1
fm,H0 1
fm,h2 1
fH0 1

fWNM 1
fFUV,GC 1
RCMZ 0 pc
RGC 0 pc
σGMC 4.47 kms
χcl None

χWNM None
fFUV 1

23It should be noted that RCMZ, is different than RGC, even though they seem similar in Table IV–
2. We use the size of the CMZ to determine the voxel for which we can use a higher cosmic ray
ionisation rate. The size of the Galactic core is used to scale parameters such as the far-UV intensity
in the Galactic core.
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Table IV–2: A list of all grids, which parameters are varied and what values, and
how they are referred in this work.

Parameters Values Name

ℓvox (400, 200, 100) pc convergence

σens (0.001, 1.10, 1.86, 2.63 voxel-dispersion
4.47, 6.33, 10.72)pc

log10 (χcl) (0.1, 0.3, . . . , 2.5) ensemble-FUV
fFUV,icl (100.25, 100.5, . . . , 103)

fH0 (0.3, 0.4, 0.5, 0.6, 0.7) atomic-ISM-
log10 (fFUV) (0.000, 0.125, . . . , 2.000) radiation

RGC (200, 600, 1000, 1400) pc FUV-galactic-
log10 (fFUV,GC) (0.5, 1.0, 1.5, 2.0, 2.5, 3.0) centre

log10 (fFUV) (0.000, 0.125, . . . , 2.000) CMZ-radius-
RCMZ (0, 50, . . . , 1000) pc radiation

log10 (mcl) ([0, 2], [−1, 2], [−1, 3], [0, 3]) clump-masses
log10 (fFUV) (1, 1.5, 2, 2.5, 3, 3.5, 4)

fm,H2 (0.25, 0.5, 1, 2, 4) mass-factors
fm,H0 (0.25, 0.5, 1, 2, 4)

fWNM (0.2, 0.3, 0.4, 0.5) three-
log10 (χWNM) (2, 2.5, 3, 3.5, 4) media



§5 Galactic model grids 69

5.1 Convergence

When considering the agreement between galactic models with different voxel sizes,
at least in our approach in using axisymmetric profiles, the difference between the
convergence models will be in the total number clumps for each ensemble, the
ensemble velocity dispersion, and the voxel-filling factor. The total number of
clumps scales with the voxel volume, so this should not greatly affect our results
when observing just the galactic plane. Similarly, the velocity dispersion should
affect the resolution of certain features in the overall intensity map, but on average
should not cause major differences between our convergence models. We define a
framework in which the voxel-filling factor does not affect the intensity datacubes,
but rather it will affect the interpretation of properties such as H0 mass and H2
mass (see §IV-3). Therefore we focus our analysis of this model comparison on the
agreement between the synthetic observation maps.

Figure IV–12: A histogram of the square residual of the 200 pc and 100 pc models
compared to the 400 pc model, computed with Equation IV–17.

rmodel =
(TB,400 − TB,model)

2

T 2
B,400

(IV–17)

In order to quantify how much the models differ from each other, we examine
the square residual rmodel which should be <1 for models are similar to each other.
We calculate rmodel for the datacube of all transitions included in our models (see
IV–12), using as a reference the 400 pc. IV–12 shows that r200 < 1 and r100 < 1
for most of the datacubes, indicating that there is no clear artefact introduced by
changing the voxel size.
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CHAPTER V

Milky Way observations

What we observe is not nature itself, but nature exposed to our
method of questioning.

Werner Heisenberg

From the discussion in §IV-3, the ensuing analysis will focus on observations
with latitude b=0. This will allow us to utilise the velocity resolution of our models
and fit trends on a galactic scale rather than constraining galactic arm morphology.
Luckily there are are a few different Milky Way surveys focusing on the galactic
plane. Although each trace a different wavelength or region of the galaxy, we
basically have low-J CO line transitions, 12C i, or dust observations to constrain
our galactic models. The spectroscopic surveys in particular are interesting to use
as a constraint since they have clear signs of self-absorption which are modelled
in kosmatau3d.

1 Regridding

The majority of the surveys used to constrain the models of Chapter IV have
spatial and spectral higher than the synthetic observations. For this reason we first
resample the velocity (spectroscopic) axis, if applicable, to the resolution of the
synthetic data (1 km s−1) using the python package SpectRes (Carnall 2017). While
this might remove some of the finer velocity features, it should help to minimise
the noise. We then use cygrid (Winkel et al. 2016b) to regrid the data to according
to the resolution in longitude and latitude of the synthetic maps.

71
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Table V–1: The axes dimensions to which we regrid the observational surveys. The
analysis discussed in this thesis only utilise the subset with b=0◦

Axis Range Spacing Naxis
lgal [−180, 180]◦ 0.5◦ 721
bgal [−0.5, 0.5]◦ 0.5◦ 361
vobs [−350, 350] km s−1 1 km s−1 701

2 Line emission surveys

Our focus for line transition comparisons are on a few of the carbonaceous species
transitions, namely 12CO, 13CO, 12C, and 12C+ (with 12C being the only line
without spectroscopic data). The fundamental reference for many spectroscopic
surveys which we also use is the CfA survey (12CO J =1→ 0; Dame et al. 2001).
Subsequent surveys have drastically improved both in angular and spectroscopic
resolution. We use ThrUMMS (12CO J = 1 → 0, 13CO J = 1 → 0; Barnes et al.
2015), Mopra (12CO J=1→0, 13CO J=1→0; Braiding et al. 2015), and SEDIGISM
(13CO J=2→1; Schuller et al. 2021). We also use the older data from COBE-FIRAS
(Fixsen et al. 1999), which provides integrated intensities for various transitions in
[12C ii], 12C i, and 12CO.

2.1 GOT C+

Spectroscopic [12C ii] 158µm (1.9 THz) data for the galactic plane was taken for the
first time in the Galactic Observations of Terahertz C+ (GOT C+) project from Pineda
et al. (2013) (see Figure V–1). They utilised the HIFI instrument onboard Herschel to
investigate [12C ii] as a tracer of the various phases of the ISM.

At the time of publication, they chose have the data available as tables for each
of the 452 sightlines. These tables were then consolidated and resampled to the
according to Table V–1. Even though HIFI had a resolution of ∼ 15 arcsec, they
still needed to sparsely-sample the observations over galactic longitudes away from
the galactic centre. Subsequent publications have focused on narrower windows to
examine the fine detail of the CMZ and the data was released in the standard FITS
format (Langer et al. 2017), but we focus our analysis on the GOT C+ strips. This
dataset thus does not have a regular grid.
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Figure V–1: The position-velocity diagram of the GOT C+ data, resampled according
to Table V–1. Note the irregular spacing in longitude results in larger bins away
from the galactic centre.

2.2 COBE-FIRAS

While it is the oldest survey used in this paper, it is arguably one of the most
important. The Far-Infrared Absolute Spectrometer (FIRAS) instrument on the Cosmic
Background Explorer (COBE) observed a spectrum with 104µm < ν < 4400µm,
from which they could determine a few line transitions. Using a 7◦ beam, [12C ii]and
the first 8 rotational transitions of 12CO were observed 24(see Figure V–2). The full-
sky maps are provided in Bennett et al. (1994), but the analysis in Fixsen et al. (1999)
assumed the intensity in the 7◦ extent in latitude originates from the galactic plane
with ∆β ≈ 1◦ (see Figure V–2)25 to acquire the emission from the galactic plane.
This recovered higher intensities and more lines, and has been used in subsequent
model comparisons (eg. Cubick et al. 2008).

We focus on the Fixsen et al. (1999) results in order to perform a direct compar-
ison to our models. This reduces the error associated to the partially-filled voxels in
§IV-3, since the original Bennett et al. (1994) would require us to regrid the synthetic
observations to a resolution of 7◦ as well as the partially-filled voxel.

24The 12CO J = 7 → 6 line was unable to be separated from the 12C i 370µm line, so they
provide the sum of the two.

25Acquired through personal contact.
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Figure V–2: The COBE-FIRAS galactic plane observation Fixsen et al. (1999) calcu-
lated from the publicly available data. The labels correspond to the transitions in
Table III–4.

2.3 CfA

The seminal 12CO J = 1→ 0 survey and galactic structure analysis, this amalga-
mation of observations opened a new era for far-IR astronomy (see Figure V–3).
It proved that galactic spectroscopic observations are critical methods of analysing
the spiral arm structure and gas heating. The dataset composited several galactic
surveys using 1.2m antennae in Harvard-Smithsonian Center for Astrophysics, USA
and the Cerro Tololo Interamerican Observatory, Chile (Dame et al. 2001). The an-
gular resolution of these ranged from 0.5◦ to 0.125◦, and the spectral resolution
varied depending on the source of each survey. Higher resolution was used for
the majority of the map, and was supplemented with lower-resolution data from
a previous survey (Dame et al. 1987). As a result of the various surveys used to
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Figure V–3: The CfA 12CO J =1→ 0 data resampled and regridded according to
Table V–1.

create this dataset, it is contained in a partially-filled datacube26 covering 360 in
longitude, 10 in latitude, and 360 km s−1 in VLSR.

2.4 Mopra

The Mopra southern Galactic plane CO Survey maps the J = 1 → 0 transition
for 12CO, 13CO, C18O, and C17O in the fourth galactic quadrant. It utilised the
eponymous instrument to cover 320 ≤ l ≤ 327, |b| ≤ 0.5 as well as 327 ≤ l ≤ 330,
−0.5 ≤ b ≤ 1.0. We utilise the observations of 12CO and 13CO (see Figure V–4
and Figure V–5) to constrain our galactic models in Chapter VI.

26 A datacube requires a regular three-dimensional grid. Appending several surveys of varying
extents in longitude, latitude, and LSR velocity means that there can be gaps between them. These
are filled in with undefined (NaN) values.
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Figure V–4: The Mopra 12CO J =1→ 0 data resampled and regridded according
to Table V–1.

Figure V–5: The Mopra 13CO J =1→ 0 data resampled and regridded according
to Table V–1.
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2.5 ThrUMMS

The Three-mm Ultimate Mopra Milky Way Survey (ThrUMMS) is another indepen-
dent Mopra survey of the fourth galactic quandrant of the J = 1 → 0 of 12CO,
13CO, C18O, and CN. The hallmark of this survey is the improved observational
techniques explained in Barnes et al. (2015). We utilise the observations of 12CO
and 13CO (see Figure V–6 and Figure V–7) to constrain our model grids.

Figure V–6: The ThrUMMS 12CO J=1→0 data resampled and regridded accord-
ing to Table V–1.
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Figure V–7: The ThrUMMS 13CO J=1→0 data resampled and regridded accord-
ing to Table V–1.

2.6 SEDIGISM

The Structure, Excitation, and Dynamics of the Inner Galactic Interstellar Medium
(SEDIGISM) survey maps the J = 2 → 1 rotational transition line of 13CO and
C18O near the galactic center (Schuller et al. 2017, 2021) (see Figure V–8). Being
more optically-thin than the typical CO tracer, these transitions should be more
sensitive to the denser spiral structure of the Milky Way. The observations were
taken with the 12m diameter Atacama Pathfinder Experiment Telescope (APEX) in
Chile, covering regions with −60 ≤ l ≤ 18 and |b| ≤ 0.5 with an angular resolution
of 30′′. The data is split into several maps covering 2 in longitude and 1 in latitude.
This is the only spectroscopic survey of COwe use in the analysis with a rotational
transition Ju ̸=1.
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Figure V–8: The SEDIGISM 13CO J=2→1 data resampled and regridded accord-
ing to Table V–1.

2.7 𝐇 i data

We utilise H i data from the HI4PI27 (HI4PI Collaboration et al. 2016), which is the
name given to the combination of the Effelsberg-Bonn H i Survey (EBHIS; Kerp
et al. 2011; Winkel et al. 2016a) and Galactic All-Sky Survey (GASS; McClure-Griffiths
et al. 2009; Kalberla & Haud 2015). The combined data cover the galactic plane (see
Figure V–9).

27http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/594/A116#/browse

http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/594/A116#/browse
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Figure V–9: The combined H i data resampled and regridded according to Table V–
1.

3 Continuum emission

For the observed dust intensity, we utilise the data products from the Planck
collaboration. Our options for the warmer dust emission ideally include Herschel,
but the data was unavailable during the analysis featured in this thesis. We must
therefore resort to the COBE-DIRBE results, specifically the 240µm dataset. We are
anyways comparing the data at such a low resolution that the COBE-DIRBE results
should sufficiently constrain our galactic models.

3.1 COBE-DIRBE

With COBE we can also utilise data from the Diffuse InfraRed Background Experi-
ment (DIRBE) for the dust emission. Its observation of the intensity at λ=240µm
is useful to constrain the dust in the optically-thick regime. Since the observa-
tional data is in units of Jansky, we converted to brightness temperature using
Equation I–9 (see Figure V–10).

3.2 Planck

The Planck mission mapped frequencies spanning 30 GHz to 857 GHz in order to
determine the cosmic microwave background (Planck Collaboration et al. 2014b).
There is an extensive set of publications describing the data and the relevant
analysis. This data was combined with both the Wilkinson Microwave Anisotropy
Probe (WMAP) and the MPIfR 408MHz survey (Haslam et al. 1982) in order to
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Figure V–10: The 240µm data from COBE-DIRBE (blue) and the 545µm data from
Planck (red) regridded according to Table V–1. The identified wavelengths are the
wavelengths contained in kosmatau3d.

derive also the synchrotron, free-free, spinning dust, and thermal dust emission.
The Bayesian analysis code Commander is used to fit a parametric model and derive
the relevant properties. The available data is the statistics (maximum, mean, and
rms) of the posteriors for the three fitted parameters Ad, βd, andTd. From these
parameters, we use the dust temperature Td at frequency ν=545µm to constrain
our galactic models, which is in the optically-thin regime of the dust continuum
(see discussion in §I-1.2.4; plot in Figure V–10).
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Table V–2: The surveys used with their associated regions in the galactic sphere.

Survey transition/wavelength l (◦) b (◦) beam ∆v ref
GOT C+ [12C ii] 158µm [−180, 180] [0] 12′′ 0.17 km s−1 1, 2

COBE-FIRAS [12C ii] 158µm, [−180, 180] [0] 30′ N/A 3, 4
CO up to J=8→7

CfA CO J=1→0 [−180, 180] [0] 15′ 0.65 km s−1 5

Mopra 12CO, 13CO J=1→0 [−55,−20] [0] 35′′ 0.1 km s−1 6

ThrUMMS 12CO, 13CO J=1→0 [−60, 0] [0] 72′′ 0.3 km s−1 7

SEDIGISM 13CO J=2→1 [−600, 18] [0] 30′′ 0.25 km s−1 8, 9

HI4PI H i [−180, 180] [0] 16.2′ 1.29 km s−1 10

COBE-DIRBE continuum (240µm) [−180, 180] [0] 39.5′ N/A 11

Planck continuum (550µm) [−180, 180] [0] 7.5′ N/A 12
(1) Pineda et al. (2013); (2) Langer et al. (2014); (3) Bennett et al. (1994); (4) Fixsen et al. (1999);
(5) Dame et al. (2001); (6) Braiding et al. (2015); (7) Barnes et al. (2015); (8) Schuller et al. (2017);
(9) Schuller et al. (2021); (10) HI4PI Collaboration et al. (2016); (11) Hauser et al. (1998); (12) Planck

Collaboration et al. (2016);

4 Error Analysis

Determination of the error associated with the aforementioned surveys is crucial
for any attempt at model selection. When a map of the survey root-mean-square
(RMS) error σRMS is available, we use it. This sometimes also requires the error to
be regridded, for example for the Mopra data, or it is otherwise provided in the
source paper. There are particular spectroscopic surveys, such as the CfA survey
and GOT C+, where the error must be determined by approximating the standard
deviation of the noise. These approaches are summarised in Table V–3.

While σRMS is important for the error directly associated with the observation,
we must define another error due to the configuration of our model used in the
comparison. In Chapter IV we saw that our models are axisymmetric, which means
we will always have symmetry in the resulting synthetic observation. We therefore
define as well a configuration error σconf to account for this (Natale et al. 2022). We
must define it separately for the two-dimensional maps (for the integrated maps
of COBE-FIRAS and the dust maps of COBE-DIRBE and Planck) and the three-
dimensional spectral cubes.

For the integrated intensity and dust maps, this error will consider symmetry
in both longitude and latitude:

TB(|l|, |b|) = const . (V–1)
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Table V–3: A summary of the RMS error determination for the surveys in §V-2 and
§V-3.

Survey σRMS Regridded Calculated Notes
COBE-FIRAS < 17.7K km s−1 No No

CfA 5.38×10−3 K Yes Yes
GOT C+ 0.109K No Yes
Mopra 1.75×10−2 K Yes No 12CO

0.625×10−2 K Yes No 13CO
ThrUMMS 5.69×10−2 K Yes No 12CO

1.98×10−2 K Yes No 13CO
SEDIGISM 1.15×10−2 K Yes No

H i 2.20×10−2 K Yes No
COBE-DIRBE 3.03×10−5 K Yes No

Planck 6.45×10−7 K Yes No
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For the spectroscopic datacubes, the configuration error symmetry in longitude
and observing velocity is antisymmetric and in latitude it is symmetric:

TB(vobs, l, |b|) = TB(−vobs,−l, |b|) . (V–2)

If we consider a subset of pixels in the datacube that should be equivalent due
to symmetry28, T ≡ [TB,0, . . . , TB,m], we first find the average brightness tempera-
ture,

TB =
1

m

m∑
i=0

TB,i , (V–3)

then use this to compute sample-independent standard deviation:

σconf =

√√√√ 1

m− 1

m∑
i=0

(
TB,i − TB

)2
. (V–4)

Here we used the Bessel correction to ensure we calculate the unbiased standard
deviation of the subset.

28By the symmetry of our model defined by the relations Equation V–1 and Equation V–2, this
subset has two elements for l = 0 and four elements for l ̸= 0



CHAPTER VI

Model selection

It doesn’t matter how beautiful your theory is, it doesn’t matter
how smart you are. If it doesn’t agree with experiment, it’s
wrong.

Richard P. Feynman

The resolution of this comparison is set by the resolution of the synthetic
observation, which is in turn limited by the available computational resources.
While one might think the real observation should provide the main constraint, the
current observational surveys have such high precision that one cannot simulate
anything close without a supercomputing cluster and hundreds of terabytes worth
of storage for each model. In the absence of this, we decrease the spatial and
spectral resolution of the observations to agree with the resolution of our models.

The benefit of comparing to many surveys is the variety of line transitions which
can be used to constrain our Milky Way model. This has the price of comparing to
files with a unique definitions for longitude, latitude, and observing velocity (lgal,
bgal, and vLSR, respectively). These in turn differ from the standard adopted in the
synthetic observations.

1 Method

We ultimately employ two basic methods for comparing real and synthetic obser-
vations due to the nature of the observational surveys. For the integrated intensity
maps in COBE-FIRAS and the dust continuum maps from COBE-DIRBE and Planck,
we must work with the corresponding integrated intensity and dust continuum
maps given by the models. We further simplify our comparison by focusing on the
galactic plane at βgal = 0. For the spectroscopic observations, however, we should
exploit the full velocity information. Therefore we consider the position-velocity
slice from the galactic disk (βgal=0). This allows us to fit the primary features of
the CMZ and the overall velocity structure of the Milky Way. Comparing the inte-
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grated velocity maps from the spectroscopic surveys will at best provide a sanity
check for the aforementioned integrated maps.

That explains what will be compared between models and observations, but
there is still the question of how these will be compared. We utilise the χ2 test for
each transition (or continuum wavelength) in each survey, using Equation VI–1.

χ2 =
∑
i

(xobs,i − xmodel,i)
2

σ2
i

, (VI–1)

where xi is a observable we want to fit and σi is the observational error. Here the
index i refers to an element in the subset of the data used in the comparison, which
in our case is a function of longitude and, for the spectroscopic data, velocity. While
this is sufficient to constrain the model for each transition, we can include multiple
transitions in a particular likelihood analysis to also fit the relative intensities of
different transitions.

The error associated with a given observation enters in two ways, that is, multi-
plicative or additive (see Equation VI–2). The additive error is random and spurious,
occurring from instrument noise or small glitches from cosmic rays (Fixsen et al.
1994). The calibration error manifests itself as a multiplicative quantity, depending
on the intensity incident on the receiver, Tsky. In that case, we have that the cali-
bration error dominates in the parts of the spectrum where we observe emission,
whereas the additive error dominates where we do not have emission.

TB,obs = TB,sky (1 + σcal) + σrms , (VI–2)

giving use a total observational error,

σT = TB,sky σcal + σrms . (VI–3)

χ2-test statistic for 𝐥𝐨𝐠10 T𝐁

In our application of this equation, we treat reciprocal
multiplicative factors of the brightness temperature as
equally likely. We do this by comparing the logarithm of
brightness temperature for a given transition/wavelength,
log10 TB. The error of log10 TB is then,

σlog T = δ (log10 TB,ν) ,

σlog T = δ

( lnTB,ν
ln 10

)
,

σlog T =
1

ln 10
σT

TB
, (VI–4)

where δ represents the error of a function, and σT is the
error of the observation. The associated χ2 statistic for
each transition t thus becomes,
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χ2
t =

∑
i

(log10 TB,t,obs,i − log10 TB,t,syn,i)
2

σ2
log T,t

. (VI–5)

For each survey, the χ2 statistic is the sum of its observed
transitions:

χ2 =
∑

t
χ2

t . (VI–6)

One caveat that results from Equation VI–5 is that it ef-
fectively removes the additive error contribution, leaving
only the multiplicative error. By invoking the χ2 test, we
make the inherent assumption that the error is normally-
distributed.

2 Direct comparison

Now we would like to compare directly our models with the observations using
Equation VI–6. What this presents for the spectroscopic data is an opportunity to
study the accuracy of the fit over the entire position-velocity plane. Due to the
axisymmetric configuration of our models, the emission is much more extended in
the PV-plane compared to the observations and we are thus fitting synthetic signal
to observational noise dominated by the additive error, resulting in some arbitrarily-
large χ2

ν,i statistic that introduce computational difficulties when constraining the
fit of the model to the observation.

Figure VI–1: The χ2 statistic in the PV plane com-
paring the CfA 12CO J = 1 → 0 observations to
the r400_convergence model. The white pixels
have χ2

ν,i>10300.

To illustrate this, we can ex-
amine the distribution of the
χ2
ν,i statistic throughout the PV

plane in one of the compar-
isons. Due to its complete-
ness, we use the example of the
CfA 12CO J = 1 → 0 observa-
tions (see Figure VI–1). We see
here that most of the molecu-
lar ring structure is replicated
with χ2

ν,i < 102, but there are
some clear areas where there
is no signal and χ2

ν,i ≫ 102.
In fact it is these pixels in the
plot where χ2

ν,i > 10300, which
is clearly not fitting the obser-
vations. Since these pixels will
dominate Equation VI–5 and

severely affect the model fit, we filter out pixels with χ2
ν,i > 1010. While this
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limit is arbitrary, it should be larger than the statistic for the meaningful pixels
which, according to Figure VI–1, should reach a maximum of ∼102.

∆χ2
min =

(
χ2 − χ2

min
χ2

min

)
× 100% . (VI–7)

Due to the very large values of χ2 in our parameter space and the fact that we
compare surveys of different sample sizes, we define an alternative metric, ∆χ2

min,
for determining how well a model constrains a parameter in a given parameter
space. This method of depicting the χ2 statistic will be used throughout this chap-
ter, since it more effectively shows how much the statistic varies in the parameter
space even when the minimum χ2 is very large or different amounts of data were
used to calculate χ2, and it will thus be crucial to determine the final constraints
on our parameter space. As a result, we refer to ∆χ2

min as the test statistic for the
remainder of this section29.

We have three species to consider for our comparison: CO, 12C+, and dust30.
As seen in §IV-5, we also have six model grids exploring the parameter space.
The presentation of our results will begin with two grids (voxel-dispersion and
ensemble-FUV) that are important to address first before the discussion of the rest.

29Typically in model selection, the reduced-χ2 is used as the test statistic to account for the
number of degrees of freedom in the χ2 test. While this would account for both the number
of parameters varied for each grid as well as the number of independent comparisons with the
observations, in our case this is still insufficient to adequately compare different surveys/transition
lines. That is why we define this alternative method to constrain our parameters.

30Technically we can also use 12C to constrain our models, but the line we include is blended
with CO J=7→6.
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3 Voxel velocity dispersion

Figure VI–2: The ensemble dispersion just from
the uncertainty in calculating the relative velocity
according to §II-3.1, where the minimum is set by
the clump velocity dispersion σcl.

One question that arises from
the construction of the galactic
models is how can one com-
pare our models to observa-
tions when there is no molecu-
lar cloud scale to approximate
the velocity dispersion? From
§II-3.1, the ensemble dispersion
in the model is resulting solely
from the variation in the rel-
ative rotational velocity inher-
ent in each voxel, but the in-
trinsic ensemble dispersion in
each voxel should not be a rel-
ative quantity. In order to judge
how much this affects our re-
sults, we set the minimal en-
semble dispersion σens in each
voxel by using the Larson rela-
tion (Larson 1981),

σmc ≈ 1.1

(
Lmc
pc

)0.38

km s−1 , (VI–8)

where Lmc is the length-scale of the molecular cloud for which the dispersion is
being calculated. In our case, since we do not explicitly model molecular clouds,
we assume the length-scale is some fraction fmc<1 of the voxel size:

Lmc = fmc ℓvox . (VI–9)

We have computed the voxel-dispersion model grid in order to constrain
the ideal value of the velocity dispersion σmc, which we can use to constrain the
typical molecular cloud length scale Lmc by Equation VI–8 in our models. Since the
comparisons to the COBE-FIRAS CO lines and the dust continuum are not affected
by changes in the velocity dispersion and do not exhibit much variation in the test
statistic χ2

min, we do not show these comparisons.
The ensemble dispersion should rather affect the spectra, so it is interesting

to compare some of the synthetic spectra with the spectroscopic observations to
qualitatively compare the fit (see Figure VI–3 to Figure VI–5). There is also the
issue that there is far too much emission from the 13CO transitions except at
l = −50◦. We can plainly see in the l = 0 subfigures in these figures that the
velocity dispersion and absorption in the synthetic spectrum is not at all matching
the observed spectrum. The spectra from the models with lower velocity dispersion
seem to have an approximately Lorentzian profile. While the models with increased
velocity dispersion have a broader Gaussian shape, the line profile is nowhere near
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as broad as the observed spectrum in CO J=1→0. This is rather important, since
we will need to determine from Chapter VI whether this is due to a poor selection
of parameters, or if it is a defect of how we have chosen to create the model.
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Figure VI–3: The 12CO J = 1→ 0 spectra at l ∈ [−50,−25, 0, 25, 50]◦ from the
voxel-dispersion model grid. The observed spectra are depicted as shades of
solid black lines, while the synthetic spectra are depicted as shades of dashed red
lines.

Subfigures (a) and (c), meanwhile, depict a much closer fit for the three figures.
While it appears that the spectrum with the lower velocity dispersion fits better to
the shape of the observed spectrum (away from the bulk emission at ±50 km s−1),
the intensity of the synthetic spectrum is much too high at the bulk emission. All
of the synthetic spectra roughly follow a Gaussian profile, but the observed spectra
are much more complicated. This difference is addressed in Chapter VII.



§3 Voxel velocity dispersion 91

250 200 150 100 50 0 50 100 150
vobs (km s 1)

0.0

0.2

0.4

0.6

0.8

1.0

T B
,

 (K
)

l = 50 Mopra
ThrUMMS

0.001
4.47
10.72

(a) l=−50◦

250 200 150 100 50 0 50 100 150
vobs (km s 1)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

T B
,

 (K
)

l = 30 Mopra
ThrUMMS

0.001
4.47
10.72

(b) l=−30◦

250 200 150 100 50 0 50 100 150
vobs (km s 1)

0.2

0.0

0.2

0.4

0.6

0.8

T B
,

 (K
)

l = 20 Mopra
ThrUMMS

0.001
4.47
10.72

(c) l=−20◦

200 150 100 50 0 50 100 150 200
vobs (km s 1)

0

1

2

3

T B
,

 (K
)

l = 0 ThrUMMS

0.001
4.47
10.72

(d) l=0◦

Figure VI–4: The 13CO J = 1 → 0 spectra at l ∈ [−50,−30,−20, 0]◦ from the
voxel-dispersion model grid. The observed spectra are depicted as shades of
solid black lines, while the synthetic spectra are depicted as shades of dashed blue
lines.
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Figure VI–5: The 13CO J = 2 → 1 spectra at l ∈ [−50,−30,−20, 0]◦ from the
voxel-dispersion model grid. The observed spectrum is depicted as a solid
black line, while the synthetic spectra are depicted as shades of dashed green lines.
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In order to provide a quantitative comparison, we also examine the test statistic
according to the procedure in §VI-2 for the spectroscopic surveys (see Figure VI–6).
For these comparisons χ2 varies between the different surveys due to differences
in the fit and the number of individual points in the position-velocity plane used
in the comparison, but about half of the subplots indicate that σens=0.001 km s−1

(meaning we don’t consider a typical molecular cloud size). The other half of the
surveys indicate 0.25 < fmc < 1. The constraints are stronger than what we can
interpret from the COBE-FIRAS comparisons, though we are still unable to identify
a trend in the parameter space.
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Figure VI–6: The comparison between the spectroscopic CO observations and the
synthetic observations of the voxel-dispersion model grid for the transitions
12CO J=1→0, 13CO J=1→0, and 13CO J=2→1.

We can plot as well the integrated-intensity profile and the spectrum towards
the Galactic centre for models spanning the parameter space, which we plot along
with the respective observations (see Figure VI–7). We can plainly see in subfigure
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Figure VI–7: The [12C ii] 158µm intensity profile from COBE-FIRAS and spectrum
at l=0 from GOT C+ plotted with the best-fit models from the voxel-dispersion
model grid. The observed profiles are depicted as black solid lines, while the
synthetic intensities are depicted as shades of red lines for the profile subplot and
shades of dashed blue lines for the spectrum subplot.

(a) that although we correctly get more emission from the Galactic ring rather
than the Galactic centre, overall there is too much [12C ii] emission in the synthetic
profiles compared to COBE-FIRAS. The decrease in emission towards the Galactic
centre is more evident in the model with higher velocity dispersion, though the fit
is not close enough to conclude whether this is significant. in subfigure (b), the
synthetic spectra are unable to replicate the self-absorption dip at vobs =0 km s−1.
There are optical depth effects, toward the Galactic centre, evidenced by the small
plateau that is visible, but overall there is not enough velocity dispersion in order
to make these models fit.
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Figure VI–8: The comparison between the observations to the voxel-dispersion
kosmatau3d grid for the transition [12C ii] 158µm.

When comparing the synthetic [12C ii] 158µm transition to the observations of
the COBE-FIRAS and GOT C+ surveys, the variation in the test statistic is ∼ 20%
with respect to χ2

min=1.590×104, 1.903×108 and we have stronger constraints for
our parameters (see Figure VI–8). There is a clear constraint of σens≲1.1 km s−1.

The H i 21 cm transition has been post-processed (see §I-1.2.2), so the galactic
model can be further constrained. Some of the spectra are compared qualitatively
in Figure VI–9 for models spanning the parameter space. These synthetic spectra
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Figure VI–9: The H i 21 cm spin transition spectra at l∈ [−120,−50, 0, 50, 120]◦

from the voxel-dispersion model grid. The observed spectra are depicted as
shades of solid black lines, while the synthetic spectra are depicted as shades of
dashed red lines.

show a bit of variation in how well they match the observations, with lower values
of velocity dispersion exhibiting more spurious features in the spectra. Generally
there is too much emission predicted by the models. The synthetic spectra in
subfigure (e) do not closely match the observed spectrum partially because there
is a large HISA feature at ∼5 km s−1 making the observation difficult, and partially
due to the excess of emission from the galactic models (similar to what is seen
in CO). At least the position in velocity-space is correct, which can be seen by
comparing the emission wings.

The ∆χ2
min test statistic features a large amount of variation in the voxel-

dispersion parameter space (see Figure VI–10), with χ2
min=2.955×108, effectively

resulting in a moderate constraint of σGMC∼10.72.
The ∆χ2

min results are combined for the various comparisons (except for the
Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–1.
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Figure VI–10: The comparison between the H i observations to the voxel-
dispersion kosmatau3d grid for the transition H i 21 cm.

Table VI–1: The ∆χ2
min results for the voxel-dispersion kosmatau3d model

grid, which varies σGMC The minimum χ2 is 5.286× 108.

∆χ2
𝐦𝐢𝐧

σ𝐆𝐌𝐂

0.001 51.4
1.1 54.1
1.86 65.6
2.63 93.3
4.47 112.8
6.33 149.8
10.72 282.5

4 Clumpy far-UV

Before we show the full analysis we must constrain the far-UV radiation intensity
for both the dense, clumpy medium and the diffuse interclump medium. The work
by Cubick et al. (2008), using one ensemble of dense clumps, had constrained
the required far-UV intensity to χcl ≈ 101.8 χD when fitting their clumpy model
to the COBE-FIRAS reduction of Fixsen et al. (1999). We constrain this using the
ensemble-FUV grid that was computed varying the far-UV radiation intensity χcl
for the clumpy ensemble (constant throughout the galaxy) and the scaling factor
fFUV for the galactic far-UV profile in Figure IV–5 (which is then used for the
interclump ensemble).
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Figure VI–11: The 12CO J=1→0, J=2→1, J=6→5, and J=8→7 integrated-
intensity from COBE-FIRAS and the ensemble-FUV model grid. The observational
profile is depicted as a solid black line, while the synthetic profile is depicted as
shades of dashed red lines.

While the CO might exist in either ensemble (see abundance profiles in §III-7),
we do not expect the rotational transitions to trace very well the diffuse interclump
ensemble (its fractional abundance is only XCO,icl∼10−9). A qualitative verification
of how the galactic models match the COBE-FIRAS CO observations can be ob-
tained by examining the transitions J=1→0, J=2→1, J=6→5, and J=8→7
for the parameter space (log10χcl, fFUV,icl) ∈ [(0.1, 100.25), (2.5, 100.25), (0.1, 103)]
in Figure VI–11. While it can be difficult to judge by eye from these plots which of
these models is fitting better, subfigure (b) seems to indicate a slightly better fit for
the model with χcl =102.5 χD, while subfigure (c) shows a better fit for the model
with χcl=100.1 χD.
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(b) CO J=2→1
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0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 2.1 2.3 2.5
log10 cl

1.78
3.16
5.62
10.0

17.78
31.62
56.23
100.0

177.83
316.23
562.34
1000.0

f F
UV

,ic
l

1.622e+06 +

0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5

 

2 m
in

(%
)

(d) CO J=8→7

Figure VI–12: The comparison between the CO transitions observed by COBE-
FIRAS and the ensemble-FUV model grid, neglecting extraneous values of χ2.

By inspecting the χ2 statistic in Figure VI–12, we can see that the test statistic
indicates a better match for the lower transition lines when the clumpy medium is
embedded in a higher radiation (as determined by Cubick et al. 2008), while the test
statistic for the higher transitions indicate a better match to lower far-UV values.
The variation of the test statistic in the parameter space is max(∆χ2

min)< 1% for
the all transitions except the J = 8 → 7 parameter space. Since ∆χ2

min is used
as a measure of how well a given transition can constrain the parameter space,
Figure VI–12 indicates that there is a better fit to low χcl. The lower-limit of the
far-UV parameter for each clump is 1χD (see §III-3.1), forcing the far-UV radiation
used throughout the galactic disk to be ≳ 1χD. This indicates that the un-scaled
far-UV profile discussed in §IV-1.3 may be used for the clumpy ensemble.

We can qualitatively examine spectra in the models spanning the parameter
space at l∈ [−50, 0, 50]◦ (see Figure VI–13 to Figure VI–15). These plots show that
there is very little difference between the low and high far-UV radiation models.
The largest difference is seen in subfigures (a) and (c) of Figure VI–14, where the
models with log10χcl =0.1 appears to fit better to the spectra of the observations.
The spectra at l=0, however, is still fitting poorly to the observations with too little
velocity dispersion.
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Figure VI–13: The 12CO J = 1→ 0 spectra at l ∈ [−50,−25, 0, 25, 50]◦ from the
ensemble-FUV model grid. The observed spectra are depicted as shades of solid
black lines, while the synthetic spectra are depicted as shades of dashed red lines.
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Figure VI–14: The 13CO J = 1→ 0 spectra at l ∈ [−50,−30,−20, 0]◦ from the
ensemble-FUV model grid. The observed spectra are depicted as shades of solid
black lines, while the synthetic spectra are depicted as shades of dashed blue lines.
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Figure VI–15: The 13CO J = 2→ 1 spectra at l ∈ [−50,−30,−20, 0]◦ from the
ensemble-FUV model grid. The observed spectrum is depicted as a solid black
line, while the synthetic spectra are depicted as shades of dashed green lines.
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Contrary to the fit of the low-J transitions in Figure VI–12, the spectroscopic
comparison in Figure VI–16 indicates a different trend in the parameter space. Not
only do all of the comparison to the spectroscopic surveys show better agreement
to low χcl and low χicl, but there is strong agreement since the variance of χ2

in the parameter space is rather large (max(∆χ2
min)> 100%). Although we expect

there is a contribution of both ensembles to the lower 12CO transitions, it is useful
to know that these comparisons are in agreement with our previous conclusion.
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(a) CfA 12CO J=1→0
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(b) SEDIGISM 13CO J=2→1
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0
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(f) ThrUMMS 13CO J=1→0

Figure VI–16: The comparison between the spectroscopic CO observations and the
synthetic observations of the ensemble-FUV model grid for the transitions 12CO
J=1→0, 13CO J=1→0, and 13CO J=2→1.

We can plot as well the integrated-intensity profile and the spectrum towards
the Galactic centre for models spanning the parameter space, which we plot along
with the respective observations (see Figure VI–17). We can plainly see in sub-
figure (a) that although we correctly get more emission from the Galactic ring
rather than the Galactic centre, overall there is too much [12C ii] emission in both
synthetic profiles compared to COBE-FIRAS. The decrease in emission towards the
Galactic centre is more evident in the model with log10χcl = 0.1, though the fit
is not close enough to conclude whether this is significant. in subfigure (b), the



§4 Clumpy far-UV 101

150 100 50 0 50 100 150
l ( )

0

200

400

600

800

1000

 (K
 k

m
 s

1 )

COBE-FIRAS

( cl, fFUV, icl)
(100.1, 100.25)
(102.5, 100.25)
(100.1, 103)

(a) COBE-FIRAS

200 150 100 50 0 50 100 150 200
vobs (km s 1)

0

2

4

6

8

10

T B
,

 (K
)

GOT_C+

( cl, fFUV, icl)
(100.1, 100.25)
(102.5, 100.25)
(100.1, 103)

(b) GOT C+

Figure VI–17: The [12C ii] 158µm intensity profile from COBE-FIRAS and spectrum
at l = 0 from GOT C+ plotted with the best-fit models from the ensemble-FUV
model grid. The observed profiles are depicted as black solid lines, while the
synthetic intensities are depicted as shades of red lines for the profile subplot and
shades of dashed blue lines for the spectrum subplot.

synthetic spectra are unable to replicate the self-absorption dip at vobs =0 km s−1.
There is self-absorption, toward the Galactic centre, evidenced by the small plateau
that is visible, but overall there is not enough velocity dispersion in order to
make these models fit. Away from the bulk emission, the model with parame-
ters (log10χcl, fFUV,icl) = (0.1, 100.25) appears to give a closer fit to the GOT C+
observations.
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(a) COBE-FIRAS
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(b) GOT C+

Figure VI–18: The comparison between the observations to the ensemble-FUV
kosmatau3d grid for the transition [12C ii] 158µm.

When comparing the synthetic [12C ii] 158µm transition to the observations of
the COBE-FIRAS and GOT C+ surveys, the variation in the test statistic is > 100%
with respect to χ2

min=1.871×104, 3.621×105 and we have stronger constraints for
our parameters (see Figure VI–18). There is a clear constraint of fFUV < 10, and
a slight constraint of χcl ≲ 102.1 χD. This supports our prediction that χcl is not
well-constrained in this comparison.

The dust in the PDRs is an important tracer of the far-UV since it should remain
in approximate thermal equilibrium (see the discussion in §V-3). We explore the
parameter space in Figure VI–19. While the model with fFUV=100.25 has a synthetic
continuum that matches slightly better to the observed continuum at 240µm rather
than the other models, and it definitely fits better to the observed continuum at
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Figure VI–19: The comparison between the dust continuum observations to the
ensemble-FUV kosmatau3d grid at the specified wavelengths.

550µm (although none of the models have a continuum that matches well to
the 550µm profile). The closeness of the comparisons in subfigure (a) indicate
that the dust intensity is more susceptible to changes in the conditions of the
dense, clumpy ensemble rather than the diffuse interclump ensemble. None of
the models can correctly replicate the intensity peak of the profile at l=0. From
Figure VI–20 there is no clear fitting of the dense, clumpy medium to higher far-UV
radiation intensities. Contrarily, the comparison to the Planck 550µm observations
fits better to lower intensities. From this comparison we can also see indications
that χcl ≈ χicl in subfigure (b)31. The maximum variation in both comparisons
in ≫ 100%, confirming that the dust continuum is a good tracer of the far-UV
radiation for PDRs. Nonetheless, this is a strong indication that the dense, clumpy
medium and the diffuse interstellar medium in our models can use the same far-UV
radiation intensity.
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(a) 240µm
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(b) 550µm

Figure VI–20: The comparison between the COBE-DIRBE and Planck observations
to the ensemble-FUV kosmatau3d grid for the wavelength 240µm.

The H i 21 cm transition has been post-processed (see §I-1.2.2), so the galactic
model can be further constrained. Some of the spectra are compared qualitatively
in Figure VI–21 for the models spanning the parameter space. These synthetic
spectra confirm our assumption of the H i emission being dominated by the in-

31This can be understood since the un-scaled far-UV distribution (see Figure IV–7) is ≳ 1χD
throughout the disk, and thus having the constraint χcl≳1 and fFUV,icl≳1 implies χcl≈χicl.
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Figure VI–21: The H i 21 cm spin transition spectra at l∈ [−120,−50, 0, 50, 120]◦

from the ensemble-FUV model grid. The observed spectra are depicted as shades
of solid black lines, while the synthetic spectra are depicted as shades of dashed
red lines.

terclump ensemble since they mostly overlap. There is just a bit more structure
visible in the models with higher χcl. The bulk emission in subfigures (c) and (d)
seem to be approximately correctly orientated in vobs, but there is not enough self-
absorption at vobs≈∓50 km s−1, respectively. Similarly, there is too much emission
at vobs ≈±25 km s−1 to vobs ≈±100 km s−1. This indicates that there is poor opti-
misation in the mass distribution in the interclump medium. The synthetic spectra
in subfigure (e) do not closely match the observed spectrum partially because there
is a large synchrotron source at 5 km s−1 making the observation difficult, and par-
tially due to the excess of emission from the galactic models (similar to what is
seen in CO). At least the position in velocity-space is correct, which can be seen
by comparing the emission wings.

The ∆χ2
min test statistic features a large amount of variation in the ensemble-

FUV parameter space (see Figure VI–22), with χ2
min=4.485×108, effectively resulting

in a strong constraint of ficl ≳ 1 while nearly no constraint on the χcl parameter.
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This agrees with our assertion that the H0 is mainly in the interclump ensem-
ble, and thus the H i intensity is primarily affected by parameters affecting the
interclump ensemble in our models.
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Figure VI–22: The comparison between the H i observations to the ensemble-FUV
kosmatau3d grid for the transition H i 21 cm.

The ∆χ2
min results are combined for the various comparisons (except for the

Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–2.

Table VI–2: The ∆χ2
min results for the ensemble-FUV kosmatau3d model grid,

which varies χcl and fFUV The minimum χ2 is 4.968× 108.

∆χ2
𝐦𝐢𝐧

χ𝐜𝐥 f𝐅𝐔𝐕

100.1 100.25 210.8
100.1 100.5 329.5
100.1 100.75 551.3
100.1 101 858.4
100.1 101.25 1218.5
100.1 101.5 1621.2
100.1 101.75 2067.4
100.1 102 4873.2
100.1 102.25 6802.9
100.1 102.5 7661.8
100.1 102.75 8689.8
100.1 103 9762.0
100.3 100.25 186.4
100.3 100.5 309.2
100.3 100.75 532.9
100.3 101 840.8

Continued on next page
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Table VI–2: The ∆χ2
min results for the ensemble-FUV kosmatau3d model grid,

which varies χcl and fFUV The minimum χ2 is 4.968× 108.

∆χ2
𝐦𝐢𝐧

χ𝐜𝐥 f𝐅𝐔𝐕

100.3 101.25 1200.0
100.3 101.5 1601.2
100.3 101.75 2048.0
100.3 102 4853.6
100.3 102.25 6781.5
100.3 102.5 7641.1
100.3 102.75 8668.2
100.3 103 9740.4
100.5 100.25 171.4
100.5 100.5 299.6
100.5 100.75 526.1
100.5 101 834.9
100.5 101.25 1194.0
100.5 101.5 1594.4
100.5 101.75 2040.2
100.5 102 4845.7
100.5 102.25 6771.4
100.5 102.5 7631.7
100.5 102.75 8657.5
100.5 103 9730.4
100.7 100.25 165.7
100.7 100.5 300.9
100.7 100.75 531.1
100.7 101 841.0
100.7 101.25 1199.8
100.7 101.5 1599.3
100.7 101.75 2044.1
100.7 102 4848.5
100.7 102.25 6770.1
100.7 102.5 7647.4
100.7 102.75 8655.3
100.7 103 9727.9
100.9 100.25 165.0
100.9 100.5 308.8
100.9 100.75 543.5
100.9 101 854.6
100.9 101.25 1212.8
100.9 101.5 1611.0
100.9 101.75 2054.3

Continued on next page
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Table VI–2: The ∆χ2
min results for the ensemble-FUV kosmatau3d model grid,

which varies χcl and fFUV The minimum χ2 is 4.968× 108.

∆χ2
𝐦𝐢𝐧

χ𝐜𝐥 f𝐅𝐔𝐕

100.9 102 4857.1
100.9 102.25 6772.8
100.9 102.5 7646.8
100.9 102.75 8657.8
100.9 103 9729.7
101.1 100.25 189.4
101.1 100.5 343.3
101.1 100.75 585.4
101.1 101 900.5
101.1 101.25 1259.9
101.1 101.5 1657.3
101.1 101.75 2097.5
101.1 102 5154.8
101.1 102.25 6897.5
101.1 102.5 7528.4
101.1 102.75 8613.8
101.1 103 9690.0
101.3 100.25 184.9
101.3 100.5 346.4
101.3 100.75 592.5
101.3 101 908.3
101.3 101.25 1266.3
101.3 101.5 1661.6
101.3 101.75 2099.5
101.3 102 5154.6
101.3 102.25 6935.0
101.3 102.5 7520.7
101.3 102.75 8606.4
101.3 103 9680.9
101.5 100.25 205.7
101.5 100.5 374.4
101.5 100.75 623.9
101.5 101 939.5
101.5 101.25 1295.3
101.5 101.5 1687.2
101.5 101.75 2121.8
101.5 102 5237.1
101.5 102.25 6938.8
101.5 102.5 7531.0

Continued on next page
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Table VI–2: The ∆χ2
min results for the ensemble-FUV kosmatau3d model grid,

which varies χcl and fFUV The minimum χ2 is 4.968× 108.

∆χ2
𝐦𝐢𝐧

χ𝐜𝐥 f𝐅𝐔𝐕

101.5 102.75 8615.6
101.5 103 9687.8
101.7 100.25 264.2
101.7 100.5 438.6
101.7 100.75 690.1
101.7 101 1004.2
101.7 101.25 1356.1
101.7 101.5 1743.3
101.7 101.75 2172.8
101.7 102 5268.8
101.7 102.25 6970.6
101.7 102.5 7566.7
101.7 102.75 8648.4
101.7 103 9717.0
101.9 100.25 361.5
101.9 100.5 539.0
101.9 100.75 790.4
101.9 101 1100.9
101.9 101.25 1447.1
101.9 101.5 1827.5
101.9 101.75 2250.1
101.9 102 5345.7
101.9 102.25 7026.1
101.9 102.5 7622.9
101.9 102.75 8701.1
101.9 103 9764.5
102.1 100.25 468.3
102.1 100.5 646.4
102.1 100.75 895.4
102.1 101 1200.6
102.1 101.25 1539.6
102.1 101.5 1912.0
102.1 101.75 2326.8
102.1 102 5406.2
102.1 102.25 7076.8
102.1 102.5 7675.3
102.1 102.75 8749.1
102.1 103 9806.7
102.3 100.25 634.4

Continued on next page
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Table VI–2: The ∆χ2
min results for the ensemble-FUV kosmatau3d model grid,

which varies χcl and fFUV The minimum χ2 is 4.968× 108.

∆χ2
𝐦𝐢𝐧

χ𝐜𝐥 f𝐅𝐔𝐕

102.3 100.5 811.0
102.3 100.75 1056.1
102.3 101 1354.7
102.3 101.25 1685.6
102.3 101.5 2049.2
102.3 101.75 2455.4
102.3 102 5841.6
102.3 102.25 7181.5
102.3 102.5 7777.0
102.3 102.75 8845.8
102.3 103 9895.9
102.5 100.25 829.2
102.5 100.5 1002.6
102.5 100.75 1241.6
102.5 101 1531.6
102.5 101.25 1852.3
102.5 101.5 2205.0
102.5 101.75 2600.4
102.5 102 5903.1
102.5 102.25 7293.4
102.5 102.5 7890.4
102.5 102.75 8951.9
102.5 103 9993.6
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(c) J=6→5
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(d) J=8→7

Figure VI–23: The same as Figure VI–11 for the atomic-ISM-radiation model
grid.

By varying the fraction of the atomic hydrogen in the interclump medium to the
far-UV radiation in which the ensembles are embedded, as in the atomic-ISM-
radiation grid, it is possible to constrain the validity of our default assumption
that molecular hydrogen is represented by the clumpy ensemble and atomic hy-
drogen by the interclump ensemble. The comparison of the synthetic intensity
profiles to the COBE-FIRAS survey indicates that the upper limit of far-UV in this
grid does not match well (see Figure VI–23). It results in too high intensity in the
upper-J lines and too low indensity in the low-J lines. By eye it seems that the
J =2→ 1 and J =6→ 5 provide the strongest constraint, both of which indicate
that the models with fH0 = 0.4 more closely match the observations. However,
the quantitative comparison of CO transitions in Figure VI–24 slightly indicates
the opposite trend (with variation of the test statistic remaining < 10% compared
to ∆χ2

min ∼ 106). While there is no clear trend regarding the far-UV intensity, a
slight conclusion that can be drawn by separately considering the constraints of
each transition: it is sufficient for all of the atomic hydrogen to be bound in the
interclump ensemble (subfigures (a)-(c)) and there is no need to drastically increase
the far-UV radiation galactic profile (subfigure (d)). The χ2 statistic seems to be
lower when all of the atomic hydrogen is in the interclump medium, in agreement
with the result for all transitions.



110 Chapter VI | Model selection §5

1.0 0.8 0.6 0.4
fH0

100

101

102

103

104
f F

UV
1.080e+06 +

0.0

0.3

0.6

0.9

1.2

1.5

1.8

2.1

2.4

2.7
 

2 m
in

(%
)

(a) CO J=1→0
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(b) CO J=2→1
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(c) CO J=6→5
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(d) CO J=8→7

Figure VI–24: The comparison between the CO transitions observed by COBE-
FIRAS and the atomic-ISM-radiation model grid, neglecting extraneous values
of χ2.

By plotting the synthetic observations with the spectroscopic observational sur-
veys for various sightlines, we can get a qualitative impression of how well the
models match (see Figure VI–25 to Figure VI–25). What is interesting to see in
these direct comparisons is that decreasing fH0 also increases the CO emission
away from the bulk emission (seen in Figure VI–25 subfigure (a) and (b), Figure VI–
26 subfigure (a) and (c), and Figure VI–27 subfigure (a) and (b)). This is due
to the increased mass of the clumpy ensemble, which is primarily molecular gas
containing CO. The intensity spectra from the model with (fH0 , fFUV)=(0.4, 1.0)
therefore is too large for most of the spectral domain compared to the observations.
Conversely, the fFUV parameter matches better for lower values, since the synthetic
spectra from model (fH0 , fFUV)=(1.0, 104) typically too-low in intensity compared
to the observations (except for subfigure (d) in Figure VI–26 and Figure VI–27). The
lower values of fFUV appear to underestimate the CO emission and overestimate
the 13CO emission, though. A possible explanation of this is that CO has higher
optical depth than 13CO, and by construction the kosmatau3d galactic models
overestimate the optical depth by having clumpy gas in each voxel.
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Figure VI–25: The same as Figure VI–13 for the atomic-ISM-radiation model
grid.
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Figure VI–26: The same as Figure VI–14 for the atomic-ISM-radiation model
grid.
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Figure VI–27: The same as Figure VI–15 for the atomic-ISM-radiation model
grid.
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The comparison of the atomic-ISM-radiation grid to the spectroscopic ob-
servation survey again yields larger variations of the test statistic in the parameter
space (χ2

min≫100% for χ2
min∼104; the CfA comparison has χ2

min∼107). While it is
possible that the χ2

min is higher for the comparison to the CfA CO J =1→ 0 line
since there are more degrees of freedom, the difference is not so great as to cause
a discrepancy of the order 3. The ∆χ2

min test statistic should still be an accurate
metric by which we can constrain the parameter space. There is a clear indication
that we can constrain the far-UV radiation to ≲ 10χD and a slight constraint that
fH0 < 1. The comparison of the SEDIGISM CO J = 2→ 1 transition seems to be
the only comparison to constrain 101≲102.

1.0 0.8 0.6 0.4
fH0

100

101

102

103

104

f F
UV

3.218e+07 +

0

180

360

540

720

900

1080

1260

1440

1620 

2 m
in

(%
)

(a) CfA 12CO J=1→0
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(b) SEDIGISM 13CO J=2→1
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0
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(f) ThrUMMS 13CO J=1→0

Figure VI–28: The comparison between the spectroscopic CO observations and
the synthetic observations of the atomic-ISM-radiation model grid for the tran-
sitions 12CO J=1→0, 13CO J=1→0, and 13CO J=2→1.

The [12C ii] 158µm line emission traces better the atomic medium and should
thus provide a stronger constraint on the interclump ensemble properties. We qual-
itatively compare our model parameter space to the integrated-intensity map and
spectrum towards the Galactic centre to gain an impression of how well our models
fit the observations (see Figure VI–29). Here it can be seen that there is a much
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Figure VI–29: The same as Figure VI–17 for the atomic-ISM-radiation model
grid.

closer fit to the Galactic ring and Galactic centre features in subfigure (a) (seen in
the peaks of the profile), although the emission away from the Galactic centre is
quite a bit larger than the COBE-FIRAS observations. The synthetic spectrum in
subfigure (b) does not have the characteristic self-absorption of the [12C ii] 158µm
transition like the models in Figure VI–17, and still lacks the velocity dispersion of
the observations.

The atomic-ISM-radiation parameter space features a very large variation
of ∆χ2

min compared to χ2
min = 4.011×103, 2.016×105 (see Figure VI–30). This

indicates that there exists a strong constraint in the parameter space. It can thus
be concluded that fH0 ≈0.4 and fFUV∼1.
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(a) COBE-FIRAS
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Figure VI–30: The comparison between the observations to the atomic-ISM-
radiation kosmatau3d grid for the transition [12C ii] 158µm.

It is expected that the dust comparison is sensitive to the far-UV radiation
(see §I-1.2.4), but it is important to know how the comparison is affected by fH0 .
The comparison of the synthetic and observed continuum wavelengths is shown in
Figure VI–31 for three model approximately spanning the parameter space. None
of the models can replicate the dust intensity of the molecular ring at 240µm,
however the model with fH0 = 1 can approximately replicate the intensity away
from the Galactic centre. Conversely the model with fH0 = 0.4 better represents
the Galactic ring at 550µm, but cannot match the intensity away from the Galactic
centre. Neither model can fit both wavelengths well. Quantitatively, there is a very
large variation of the test statistic in the parameter space, with ∆χ2

min ≫ 100%
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Figure VI–31: The same as Figure VI–19 for the atomic-ISM-radiation model
grid.

compared to χ2
min = 4.696×104, 4.126×107 (see Figure VI–32). While there is a

strong constraint that fFUV ≲ 3.2 for the comparison to both wavelengths, there is
also a slight (barely visible) constraint to fH0 ≤0.8.
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(a) COBE-DIRBE 240µm
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(b) Planck 550µm

Figure VI–32: The comparison between the dust continuum observations to the
atomic-ISM-radiation kosmatau3d grid at the specified wavelengths.
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Figure VI–33: The same as Figure VI–21 for the atomic-ISM-radiation model
grid.

The H i 21 cm transition mainly traces the interclump medium, and thus it
should be very sensitive to parameters such as fH0 . The synthetic spectra from
the models spanning the parameter space are compared to the observed spectra
in Figure VI–33. Here we see the model with fH0 =0.4 overestimates the intensity
in all spectra. The synthetic spectra at l=±120◦ (subfigures (a) and (b)) do not
show as much structure as the observed spectra (seen with the multiple intensity
peaks). The model with fH0 =1 has a peak intensity comparable to the observed
spectra, but the model with fH0 =1 has too low intensity. The spectra at l=±50◦

(subfigures (c) and (d)) are fitting a bit closer to the observations than the other
spectra for fFUV = 1, but the model with fH0 = 1 overestimates the intensity and
the model with fH0 = 0.4 underestimates the intensity. Subfigure (e) shows that
the spectra towards the Galactic centre is fitting well in the wings, but there is
definitely too high intensity compared to the observed spectrum.

The parameter space of the atomic-ISM-radiation model grid varies two
parameters directly affecting the interclump ensemble which, as seen in the test
statistic (Figure VI–34), are both strongly constrained. The minimum χ2 of ∼
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Figure VI–34: The comparison between the H i observations to the atomic-ISM-
radiation kosmatau3d grid for the transition H i 21 cm.

1.471×108 occurs for fH0 ≳ 0.4 and fFUV ≳ 1. Overall, this test statistic is lower
than and remains in agreement with the best-fit ensemble-FUV, giving further
support to lowering the amount of atomic hydrogen we assume is represented by
our interclump ensemble.

The ∆χ2
min results are combined for the various comparisons (except for the

Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–3.

Table VI–3: The ∆χ2
min results for the atomic-ISM-radiation kosmatau3d

model grid, which varies fH0 and fFUV The minimum χ2 is 1.895× 108.

∆χ2
𝐦𝐢𝐧

f𝐇0 f𝐅𝐔𝐕

0.4 1 1833.2
0.4 100.5 1290.0
0.4 101 1471.3
0.4 101.5 2332.9
0.4 102 3790.0
0.4 102.5 5649.7
0.4 103 7915.8
0.4 103.5 10387.7
0.4 104 13287.0
0.6 1 1452.2
0.6 100.5 1288.8
0.6 101 1927.1
0.6 101.5 3119.0
0.6 102 4766.7
0.6 102.5 6747.4
0.6 103 9071.0

Continued on next page
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Table VI–3: The ∆χ2
min results for the atomic-ISM-radiation kosmatau3d

model grid, which varies fH0 and fFUV The minimum χ2 is 1.895× 108.

∆χ2
𝐦𝐢𝐧

f𝐇0 f𝐅𝐔𝐕

0.6 103.5 11557.1
0.6 104 14511.7
0.8 1 1331.9
0.8 100.5 1461.1
0.8 101 2462.0
0.8 101.5 3929.4
0.8 102 5751.1
0.8 102.5 7857.7
0.8 103 10247.3
0.8 103.5 12754.6
0.8 104 15780.4
1 1 1756.5
1 100.5 2129.7
1 101 3445.4
1 101.5 5185.0
1 102 7301.2
1 102.5 23736.7
1 103 28463.8
1 103.5 31603.8
1 104 35112.8

6 Galactic core far-UV

In the FUV-Galactic-centre model grid, we examine the effect of varying the
Galactic centre properties (fFUV,GC, RGC). This is attempt to increase the amount
of H0 and 12C+ in the Galactic centre, and thus recreate the observed absorption
features. Since we alter the parameters within 1400 pc of the Galactic centre, we
should only see an effect at longitudes |l|≲10◦ (see the comparison in Figure VI–
35 for models spanning the parameter space). Here we can see that there is little
effect to the low-J CO lines, but the increased far-UV radiation creates a peak
in the high-J CO lines. Moreover, the variation max(∆χ2) ≪ 1%, so we cannot
gather much information from this comparison Figure VI–36.
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Figure VI–35: The same as Figure VI–11 for the FUV-Galactic-centre model
grid.
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(a) CO J=1→0
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(c) CO J=6→5
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(d) CO J=8→7

Figure VI–36: The comparison between the CO transitions observed by COBE-
FIRAS and the FUV-Galactic-centre model grid, neglecting extraneous values
of χ2.
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Figure VI–37: The same as Figure VI–13 to Figure VI–15 for the FUV-Galactic-
centre model grid.

We can qualitatively examine spectra in the models with parameters
(fFUV, rGC) ∈ [(0.4, 1.0), (1.0, 1.0), (1.0, 31.6)] at l ∈ [−50, 0, 50]◦ (see Figure VI–
37). Since this grid varies the Galactic centre parameters and our spectrum at l=0
does not fit at all, we cannot conclude anything from the qualitative analysis. Very
little variation is seen between the reference models, but in general the CO line is
underestimated (still not matching the observed velocity dispersion) and the 13CO
lines are overestimated compared to the observations.

This lack of variation in the test statistic is also seen in the comparison to the
spectroscopic surveys (see Figure VI–38). The only very minor constraints come
from the SEDIGISM 13CO J=2→1 comparison that the far-UV radiation intensity
is weakly constrained to fFUV ≲ 103, and from the CfA CO J =1→ 0 comparison
constrains the far-UV radiation intensity to 101≲fFUV≲102. These constraints are
not very binding, however.
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(a) CfA 12CO J=1→0
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(b) SEDIGISM 13CO J=2→1
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0
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(f) ThrUMMS 13CO J=1→0

Figure VI–38: The comparison between the spectroscopic CO observations and the
synthetic observations of the FUV-Galactic-centre model grid for the transitions
12CO J=1→0, 13CO J=1→0, and 13CO J=2→1.

The [12C ii] 158µm line exhibits more variation in this model grid than the CO
lines, but we cannot replicate the self-absorption feature of the observations (see
the synthetic and observed integrated-intensity profile and spectra in Figure VI–
39). We see in subfigure (a) that there is no longer self-absorption in synthetic
integrated-intensity profile when RGC =200 pc and fFUV,GC =104, nor is there self
absorption in the synthetic spectra in subfigure (b). The synthetic profile when
RGC model we have included also is missing the absorption feature in subfigure
(a), but it does have an absorption feature in subfigure (b). Besides the existence of
this absorption feature, the rest of the synthetic spectrum is too intense compared
to the observations.

There is slight variation also in test statistic, with χ2
min ∼ 10% compared to

χ2
min = 1.707×104, 2.965×105 (see Figure VI–40). The test for the comparisons

to COBE-FIRAS and GOT C+ appear to be fitting opposite areas of the parameter
space, though, with an approximate best-fit region with fFUV ≈ 10 and rGC ∈
(600, 1200) pc.
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Figure VI–39: The same as Figure VI–17 for the FUV-Galactic-centre model
grid.
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(a) COBE-FIRAS
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(b) GOT C+

Figure VI–40: The comparison between the observations to the FUV-Galactic-
centre kosmatau3d grid for the transition [12C ii] 158µm.

The dust continuum is sensitive to far-UV radiation, thus the comparison of
the synthetic continuum to the observed continuum should give the strongest
constraint for the FUV-Galactic-centre model grid. The intensity profiles shown
in Figure VI–41 for models spanning the parameter space confirm that it is possible
to fit better the peak continuum emission at l=0◦. The intensity profile at 240µm
is smaller than the observed profile while the profile at 550µm is larger than the
observed profile for all models.
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Figure VI–41: The same as Figure VI–19 for the FUV-Galactic-centre model
grid.

If we are to consider the minimum χ2, our best-fitting results for both wave-
lengths are similar to the results of §VI-5: (fH0 , fFUV)=(0.4, 1.78). In the quantita-
tive comparison to the model grid, the variation of the test statistic is χ2

min∼102%
compared to χ2

min =9.154×104, 8.397×107 (see Figure VI–42). By approximately
combining the the results of subfigures (a) and (b), there is a constraint on the size
of the galactic core (rGC≳200 pc) and the radiation in the core (fFUV≲10).
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(a) COBE-DIRBE 240µm
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(b) Planck 550µm

Figure VI–42: The comparison between the dust continuum observations to the
FUV-Galactic-centre kosmatau3d grid at the specified wavelengths.
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Figure VI–43: The same as Figure VI–21 for the FUV-Galactic-centre model
grid.

We still compare the spectra in Figure VI–43, though this time only at l = 0
since only the variables in the Galactic centre are affected. This plot clearly shows
a lack of velocity dispersion in these models, and none of the synthetic models
feature self-absorption effects. For the FUV-Galactic-centre model grid there
is not significant variation of the test statistic (see Figure VI–44). There is a minor
constraint of (fFUV, rGC)=(103, 600 pc), but the minimum χ2 is 3.122×108.
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Figure VI–44: The comparison between the H i observations to the FUV-
Galactic-centre kosmatau3d grid for the transition H i 21 cm.

The ∆χ2
min results are combined for the various comparisons (except for the

Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–4.
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Table VI–4: The ∆χ2
min results for the FUV-Galactic-centre kosmatau3d model

grid, which varies fFUV,GC and RGC The minimum χ2 is 3.575× 108.

∆χ2
𝐦𝐢𝐧

f𝐅𝐔𝐕,𝐆𝐂 R𝐆𝐂

1 200 49.2
1 600 49.2
1 1000 49.2
1 1400 49.2
100.5 200 47.9
100.5 600 41.7
100.5 1000 38.8
100.5 1400 37.5
101 200 44.9
101 600 32.8
101 1000 29.1
101 1400 26.6
101.5 200 39.5
101.5 600 26.8
101.5 1000 23.7
101.5 1400 19.8
102 200 32.7
102 600 26.4
102 1000 27.1
102 1400 22.6
102.5 200 28.3
102.5 600 32.8
102.5 1000 39.2
102.5 1400 34.1
103 200 29.6
103 600 47.3
103 1000 60.8
103 1400 57.2
103.5 200 36.2
103.5 600 67.4
103.5 1000 88.1
103.5 1400 90.3
104 200 48.1
104 600 94.4
104 1000 123.2
104 1400 138.6
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(d) J=8→7

Figure VI–45: The same as Figure VI–11 for the CMZ-radius-radiation model
grid.

7 Cosmic ray ionisation rate

In the grid varying the cosmic ray ionisation rate in the CMZ, CMZ-radius-
radiation, it is expected that the increased cosmic ray ionisation rate ζH in
the CMZ decreases the amount of CO, increasing the abundance of 12C and 12C+.
The increased CRIR also heats the gas, so there are two opposing processes affect-
ing the CO emission. In the qualitative comparison of the synthetic observations
to the COBE-FIRAS observations (see Figure VI–45), it is evident that the increased
CRIR actually removes the intensity peak at l=0◦. This is in disagreement with the
observed profiles. The far-UV radiation has an effect similar to that in §VI-4, where
the low-J CO lines are underestimated and the high-J CO lines are overestimated.
The variation of these profiles in the parameter space is not large, though, since we
do not see much variation in the test statistic when comparing to the COBE-FIRAS
observations (see Figure VI–46). The best we can constrain is that 1≲fFUV≲10.
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(a) CO J=1→0
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(b) CO J=2→1
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(c) CO J=6→5
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(d) CO J=8→7

Figure VI–46: The comparison between the CO transitions observed by COBE-
FIRAS and the CMZ-radius-radiation model grid, neglecting extraneous values
of χ2.
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Figure VI–47: The same as Figure VI–13 to Figure VI–15 for the CMZ-radius-
radiation model grid.

We can qualitatively examine the comparison of the CO spectroscopic surveys
to models spanning the parameter space at l=0◦ (see Figure VI–47). While all of
the models underestimate the intensity in subfigure (a), the model with increased
CRIR overestimates the wing emission (at |vobs|> 50 km s−1) in subfigures (b) and
(c). The models with fFUV =1 overestimates the bulk 13CO intensity, compared to
the model with higher fFUV which is fitting better to the observed spectra. The
quantitative comparisons in Figure VI–48 constrain the far-UV radiation factor to
fFUV≲101.5, and there is a weak constraint to RCMZ≈200 pc.
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(a) CfA 12CO J=1→0
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(b) SEDIGISM 13CO J=1→0
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0

200 600 1000 1400
RCMZ

100

101

102

103

104

f F
UV

8.272e+04 +

0

100

200

300

400

500

600

700

800

900
 

2 m
in

(%
)

(f) ThrUMMS 13CO J=1→0

Figure VI–48: The comparison between the spectroscopic CO observations and
the synthetic observations of the CMZ-radius-radiation model grid for the tran-
sitions 12CO J=1→0, 13CO J=1→0, and 13CO J=2→1.
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Figure VI–49: The same as Figure VI–17 for the CMZ-radius-radiation model
grid.

Since the CRIR should create more 12C+, the comparison to the COBE-FIRAS
and GOT C+ observations should give a strong constraint to rCMZ. By examining the
qualitative comparison in Figure VI–49, however, the spectra are mainly affected
by the far-UV radiation. We can at least see in subfigure (a) that the increased
CRIR makes the self-absorption at l=0 more pronounced, but the intensity profile
id overestimated. In subfigure (b) there are clear signs of absorption effects in the
synthetic spectra from models with fFUV =1, but increased far-UV radiation does
not make it more pronounced. The comparison of the [12C ii] 158µm emission
to the synthetic observations of the CMZ-radius-radiation grid show similar
results to that of the CO comparison. There is a large variance in the test statistic
with ∆χ2

min > 102 compared to χ2
min =1.694×104, 3.145×105 (see Figure VI–50),

so there is a strong constraint that fFUV∼1 and RCMZ≲600 pc.
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(a) COBE-FIRAS
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(b) GOT C+

Figure VI–50: The comparison between the observations to the CMZ-radius-
radiation kosmatau3d grid for the transition [12C ii] 158µm.
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(a) COBE-DIRBE 240µm
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Figure VI–51: The same as Figure VI–19 for the CMZ-radius-radiation model
grid.

Dust does not have much CRIR-induced chemistry, so it will mainly be heated.
Since the dust continuum is sensitive to far-UV radiation, it is not expected that
we can constrain the CMZ radius RCMZ with this comparison. This is seen in
Figure VI–51, where the variation in the continuum profiles is only affected by the
far-UV factor fFUV. This is confirmed in the quantitative comparison (see Figure VI–
52), where there is a strong constraint that 1<fFUV ≲100.5 mostly independent of
RCMZ.
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(a) COBE-DIRBE 240µm
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(b) Planck 550µm

Figure VI–52: The comparison between the dust continuum observations to the
CMZ-radius-radiation kosmatau3d grid at the specified wavelengths.
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Figure VI–53: The same as Figure VI–21 for the CMZ-radius-radiation model
grid.

Similar to the continuum comparison, the comparison to the H i 21 cm obser-
vations do not show any variation with CRIR (see Figure VI–49 and Figure VI–50).
all variation in the plot is due to the far-UV factor fFUV, so the results are similar
to that of §VI-4.
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Figure VI–54: The comparison between the H i observations to the CMZ-radius-
radiation kosmatau3d grid for the transition H i 21 cm.

The ∆χ2
min results are combined for the various comparisons (except for the

Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–5.
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Table VI–5: The ∆χ2
min results for the CMZ-radius-radiation kosmatau3d

model grid, which varies RCMZ and fFUV The minimum χ2 is 3.583× 108.

∆χ2
𝐦𝐢𝐧

R𝐂𝐌𝐙 f𝐅𝐔𝐕

200 1 157.2
200 100.5 305.7
200 101 823.6
200 101.5 1516.5
200 102 2369.4
200 102.5 8561.3
200 103 11217.8
200 103.5 12533.3
200 104 14059.9
600 1 222.1
600 100.5 368.1
600 101 820.0
600 101.5 1509.8
600 102 2372.9
600 102.5 8556.1
600 103 11205.8
600 103.5 12519.4
600 104 14022.4
1000 1 347.2
1000 100.5 492.3
1000 101 818.6
1000 101.5 1507.8
1000 102 2374.5
1000 102.5 8555.1
1000 103 11223.7
1000 103.5 12530.8
1000 104 14019.2
1400 1 244.0
1400 100.5 391.6
1400 101 818.1
1400 101.5 1506.7
1400 102 2374.9
1400 102.5 8555.3
1400 103 11228.6
1400 103.5 12533.0
1400 104 14016.3
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(d) J=8→7

Figure VI–55: The same as Figure VI–11 for the H0 mass in the clump-masses
model grid.

8 Clump masses

The parameters varied in the clump-masses model grid, mcl and fsubFUV , will
change the optical depth of a given voxel (see the discussion in §III-7). In the
qualitative comparison of the CO J =1→0 from models spanning the parameter
space to the COBE-FIRAS observations, it appears that using a wider range of clump
masses slightly decreases the intensity for the low-J CO lines (see Figure VI–55).
Subfigure (c) indicates the reverse trend for CO J =6→ 5, and the far-UV factor
has a similar constraint to previous grids. The quantitative comparison of the grid
to the observations does not show much variation in the test statistic, since the
maximum variation is max(∆χ2) ∼1% Thus the results of this test are inconclusive.
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(a) CO J=1→0
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(b) CO J=2→1
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(c) CO J=6→5
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(d) CO J=8→7

Figure VI–56: The comparison between the CO transitions observed by COBE-
FIRAS and the clump-masses model grid, neglecting extraneous values of χ2.

We can qualitatively examine spectra for the same models (see Figure VI–57 to
Figure VI–59). Beyond the trend of fFUV velocity dispersion that was discussed in
previous sections, increasing the mass clump range to mcl=[10−1, 103]M⊙ reduces
the intensity in the spectra. This makes it fit better to Figure VI–57 subfigure (b),
Figure VI–58 subfigure (a), and Figure VI–59 subfigure (a), but the model with
mass clump range mcl = [100, 102]M⊙ fits better to the spectrum in Figure VI–57
subfigure (a). It is difficult to gain much information from the other spectra (with
20◦ < |l| < 30◦) since there is not much agreement between the synthetic and
observed intensities.

The lack of variation is not seen in the comparison to the spectroscopic surveys
(see Figure VI–60), where the maximum variation of the test statistic is ∆χ2

min ∼
100% for low fFUV. The trend seems to indicate that the models with mcl =
([100, 102]M⊙ and mcl = ([10−1, 102]M⊙ fit better than the models with 103 M⊙
as the most-massive clump.
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Figure VI–57: The same as Figure VI–13 for the clump-masses model grid.
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Figure VI–58: The same as Figure VI–14 for the clump-masses model grid.
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Figure VI–59: The same as Figure VI–13 to Figure VI–15 for the clump-masses
model grid.
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(a) CfA 12CO J=1→0

0_2 0_3 -1_2 -1_3
clump mass range

1.00

3.16

10.00

31.62

100.00

316.23

1000.00

3162.28

10000.00

f F
UV

2.258e+05 +

0

120

240

360

480

600

720

840

960

1080
 

2 m
in

(%
)

(b) SEDIGISM 13CO J=2→1
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0
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(f) ThrUMMS 13CO J=1→0

Figure VI–60: The comparison between the spectroscopic CO observations and
the synthetic observations of the clump-masses model grid for the transitions
12CO J=1→0, 13CO J=1→0, and 13CO J=2→1.
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Since the clump-masses model grid does not show any variation variation
in the qualitative comparison to the [12C ii], continuum, or H i observations with
respect to the clump masses mcl, we just summarise the quantitative comparison
in VI–6.

The ∆χ2
min results are combined for the various comparisons (except for the

Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–6.

Table VI–6: The ∆χ2
min results for the clump-masses kosmatau3d model grid,

which varies mcl and fFUV The minimum χ2 is 3.561× 108.

∆χ2
𝐦𝐢𝐧

m𝐜𝐥 f𝐅𝐔𝐕

[100, 102] 1 188.0
[100, 102] 100.5 335.3
[100, 102] 101 856.5
[100, 102] 101.5 1556.5
[100, 102] 102 2420.6
[100, 102] 102.5 8811.9
[100, 102] 103 11578.3
[100, 102] 103.5 12922.3
[100, 102] 104 14485.1
[100, 103] 1 116.4
[100, 103] 100.5 276.3
[100, 103] 101 794.0
[100, 103] 101.5 1495.8
[100, 103] 102 2346.3
[100, 103] 102.5 8647.9
[100, 103] 103 11264.8
[100, 103] 103.5 12487.0
[100, 103] 104 13660.1
[10−1, 102] 1 224.9
[10−1, 102] 100.5 354.0
[10−1, 102] 101 878.0
[10−1, 102] 101.5 1578.1
[10−1, 102] 102 2439.8
[10−1, 102] 102.5 8867.3
[10−1, 102] 103 11691.8
[10−1, 102] 103.5 13133.9
[10−1, 102] 104 14921.7
[10−1, 103] 1 130.6
[10−1, 103] 100.5 288.0
[10−1, 103] 101 811.2
[10−1, 103] 101.5 1511.0

Continued on next page
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Table VI–6: The ∆χ2
min results for the clump-masses kosmatau3d model grid,

which varies mcl and fFUV The minimum χ2 is 3.561× 108.

∆χ2
𝐦𝐢𝐧

m𝐜𝐥 f𝐅𝐔𝐕

[10−1, 103] 102 2358.0
[10−1, 103] 102.5 8669.5
[10−1, 103] 103 11304.0
[10−1, 103] 103.5 12544.1
[10−1, 103] 104 13772.1

9 Mass factor
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Figure VI–61: The same as Figure VI–11 for the mass-factors model grid.

The mass-factors model grid scales the galactic molecular and atomic mass
profiles (see §IV-1.1), which is used for the mass in the clumpy and interclump
ensembles, respectively. Thus the comparison to observations should be able to
constrain either factor depending on whether the observation traces the atomic
or molecular ISM. The qualitative comparison of the mass-factors grid with the
COBE-FIRAS observations shows that the CO integrated intensity profiles are most
sensitive to the molecular hydrogen mass MH2 , but not the atomic hydrogen mass
MH0 . Even though the comparison is sensitive to changes in the molecular mass,
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there is not much variation in ∆χ2
min to provide a strong constraint (see Figure VI–

62). Most of the transitions show a better fit to fcm ≲ 1, with no clear constraint
on ficm. There is slightly more variation in the test statistic for the J = 8 → 7
transition, giving the slight constraint of ficm≲2.
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(a) CO J=1→0
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(b) CO J=2→1
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(c) CO J=6→5
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(d) CO J=8→7

Figure VI–62: The comparison between the CO transitions observed by COBE-
FIRAS and the mass-factors model grid, neglecting extraneous values of χ2.

The qualitative comparison of the grid to the spectroscopic CO surveys (Fig-
ure VI–63 to Figure VI–63) again shows that the intensity of the spectra scale
proportionally with fm,H2 . Now the quantitative comparison exhibits more variation
in the test statistic since it reaches a maximum of ∆χ2

min>100%, and thus stronger
constraints on fm,H2 . None of the transitions can be used to constrain ficm, but
there is a strong constraint that 1<fcm <2. Ultimately this indicates that most of
the CO emission is, understandably, coming from the denser regions of the clumpy
medium.
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Figure VI–63: The same as Figure VI–13 for the mass-factors model grid.



142 Chapter VI | Model selection §9

250 200 150 100 50 0 50 100 150
vobs (km s 1)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

T B
,

 (K
)

l = 50 Mopra
ThrUMMS

(fm, H2 , fm, H0)
(0.25, 0.25)
(4.0, 0.25)
(0.25, 4.0)

(a) l=−50◦

250 200 150 100 50 0 50 100 150
vobs (km s 1)

0

1

2

3

4

5

T B
,

 (K
)

l = 30 Mopra
ThrUMMS

(fm, H2 , fm, H0)
(0.25, 0.25)
(4.0, 0.25)
(0.25, 4.0)

(b) l=−30◦

250 200 150 100 50 0 50 100 150
vobs (km s 1)

0.0

0.5

1.0

1.5

2.0

2.5

T B
,

 (K
)

l = 20 Mopra
ThrUMMS

(fm, H2 , fm, H0)
(0.25, 0.25)
(4.0, 0.25)
(0.25, 4.0)

(c) l=−20◦

200 150 100 50 0 50 100 150 200
vobs (km s 1)

0

1

2

3

4

5

6

T B
,

 (K
)

l = 0 ThrUMMS

(fm, H2 , fm, H0)
(0.25, 0.25)
(4.0, 0.25)
(0.25, 4.0)

(d) l=0◦

Figure VI–64: The same as Figure VI–14 for the mass-factors model grid.
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Figure VI–65: The same as Figure VI–15 for the mass-factors model grid.
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(a) CfA 12CO J=1→0
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(b) SEDIGISM 13CO J=2→1
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0
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(f) ThrUMMS 13CO J=1→0

Figure VI–66: The comparison between the spectroscopic CO observations and
the synthetic observations of the mass-factors model grid for the transitions
12CO J=1→0, 13CO J=1→0, and 13CO J=2→1.
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Figure VI–67: The same as Figure VI–17 for the mass-factors model grid.

The comparison of the [12C ii] observations to models spanning the parameter
space show that [12C ii] is most sensitive to the atomic mass MH0 . (see Figure VI–
67). Here we can see that changing the mass of the interclump ensemble has a
significant effect on the closeness of the fit in subfigure (a), although increasing it
too much overestimates the synthetic intensity profile. Subfigure (b), however, indi-
cates that the increased atomic mass also increases the amount of self-absorption
at l = 0◦ in the synthetic spectra. None of the models show as much veloc-
ity dispersion as the observation, though. The comparison of the mass-factors
model grid to COBE-FIRAS and GOT C+ yields a strong constraint to the param-
eter space, with the maximum variation of the test statistic ∆χ2

min > 100% with
χ2

min =1.779×103, 1.648×105 (see Figure VI–68). This suggests there is a strong
constraint for ficm≈0.25 and a moderate constraint for fcm∼4.
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(b) GOT C+

Figure VI–68: The comparison between the observations to the mass-factors
kosmatau3d grid for the transition [12C ii] 158µm.
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Figure VI–69: The same as Figure VI–19 for the mass-factors model grid.

The effect of the ensemble masses on the dust continuum is explored in the
intensity profiles in Figure VI–69 for models spanning the parameter space. Both
the molecular and atomic masses affect the dust continuum, but it appears there
is not a model that can match the profiles for both wavelengths. The test statistics
for the comparison of the dust continuum with the model grid exhibits a large
amount of variation in the parameter space, since the maximum variation of the
test statistic ∆χ2

min ∼ 103% compared to χ2
min = 9.680× 104, 1.041× 107 (see

Figure VI–70). While the COBE-DIRBE comparison enforces a strong constraint of
ficm = 1 and a moderate constraint of fcm ≈ 4, the Planck comparison shows a
much stronger constraint of ficm < 1 and fcm ≈ 2. This is rather interesting since
strong constraints for the two wavelengths act on different parameters. This can
be understood since wavelengths λ∼240µm are more energetic than wavelengths
λ∼550µm, and thus 240µm is more sensitive to the warmer interclump ensemble
rather than the cold, dense clumpy ensemble. There is anyways an issue with the
comparison to the Planck data (see §VII-7).
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(a) COBE-DIRBE 240µm

0.25 0.5 1.0 2.0 4.0
fm, H2

0.25

0.5

1.0

2.0

4.0

f m
,H

0

1.041e+07 +

0

450

900

1350

1800

2250

2700

3150

3600

4050
 

2 m
in

(%
)

(b) Planck 550µm

Figure VI–70: The comparison between the dust continuum observations to the
mass-factors kosmatau3d grid at the specified wavelengths.
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Figure VI–71: The same as Figure VI–21 for the mass-factors model grid.

The H i emission is sensitive to the properties affecting the interclump ensem-
ble, thus we can constrain better the atomic mass factor fm,H0 from the comparison
to the mass-factors model grid. This is clearly shown in Figure VI–71, where we
plot the spectra for the models spanning the parameter space. The synthetic spec-
tra reinforce the assumption that the interclump ensemble properties affect the H i
emission, and the and there is a minor effect from the molecular mass factor fm,H2

at l=0. All synthetic spectra are missing the self-absorption features present in the
observations. The quantitative comparison of the H i observations to the synthetic
observations in the model grid give a strong constraint since the maximum varia-
tion of the test statistic is ∆χ2

min>100% with χ2
min=1.624×108 (see Figure VI–72).

This provides the strong constraint 0.5≲ficm<1 for all fcm.
The ∆χ2

min results are combined for the various comparisons (except for the
Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–7.



§9 Mass factor 147

0.25 0.5 1.0 2.0 4.0
fm, H2

0.25

0.5

1.0

2.0

4.0

f m
,H

0

1.624e+08 +

0

66

132

198

264

330

396

462

528

594
 

2 m
in

(%
)

Figure VI–72: The comparison between the H i observations to the mass-factors
kosmatau3d grid for the transition H i 21 cm.

Table VI–7: The ∆χ2
min results for the mass-factors kosmatau3d model grid,

which varies fm,H2 and fm,H0 The minimum χ2 is 2.058× 108.

∆χ2
𝐦𝐢𝐧

f𝐦,𝐇2 f𝐦,𝐇0

0.25 0.25 1518.2
0.25 0.5 931.8
0.25 1 1473.1
0.25 2 2589.3
0.25 4 3766.8
0.5 0.25 1285.8
0.5 0.5 738.4
0.5 1 1293.2
0.5 2 2413.7
0.5 4 3592.9
1 0.25 1350.9
1 0.5 864.0
1 1 1438.2
1 2 2561.5
1 4 3738.9
2 0.25 1670.0
2 0.5 1266.9
2 1 1869.3
2 2 2995.8
2 4 4171.6
4 0.25 2195.3
4 0.5 1880.0

Continued on next page



148 Chapter VI | Model selection §9

Table VI–7: The ∆χ2
min results for the mass-factors kosmatau3d model grid,

which varies fm,H2 and fm,H0 The minimum χ2 is 2.058× 108.

∆χ2
𝐦𝐢𝐧

f𝐦,𝐇2 f𝐦,𝐇0

4 1 2510.9
4 2 3640.5
4 4 4813.3
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Figure VI–73: The same as Figure VI–11 for the three-media model grid.

The three-media kosmatau3d model grid should be able to better-replicate
some of the atomic ISM features, particularly the [12C ii] 158µm and H i 21 cm
self-absorption features in the spectrum towards the Galactic Centre since there
should be two temperatures of atomic gas in each voxel. Exploring the effect
of this parameter space on the comparison to the COBE-FIRAS CO profiles (see
Figure VI–73), it is difficult to find any constraint. It should come as no surprise
since CO traces rather the molecular than the atomic medium. The test statistic of
the comparison, shown in Figure VI–74, confirms that the CO integrated intensity
profiles do not constrain well the WNM.
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(a) CO J=1→0
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(b) CO J=2→1
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(c) CO J=6→5
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(d) CO J=8→7

Figure VI–74: The comparison between the CO transitions observed by COBE-
FIRAS and the three-media model grid, neglecting extraneous values of χ2.

The comparison of the three-media model grid to the CO spectroscopic
surveys, both qualitatively (Figure VI–75 to Figure VI–77) and quantitatively (Fig-
ure VI–78), likewise do not show a clear any clear variation of the spectra when
varying the WNM parameters.
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Figure VI–75: The same as Figure VI–13 for the three-media model grid.
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Figure VI–76: The same as Figure VI–14 for the three-media model grid.
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Figure VI–77: The same as Figure VI–15 for the three-media model grid.
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(a) CfA 12CO J=1→0
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(b) SEDIGISM 13CO J=2→1
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(c) Mopra 12CO J=1→0
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(d) Mopra 13CO J=1→0
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(e) ThrUMMS 12CO J=1→0
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(f) ThrUMMS 13CO J=1→0

Figure VI–78: The comparison between the spectroscopic CO observations and
the synthetic observations of the three-media model grid for the transitions 12CO
J=1→0, 13CO J=1→0, and 13CO J=2→1.
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Figure VI–79: The same as Figure VI–17 for the three-media model grid.

Unlike the comparison to the CO observations, the qualitative comparison of
the three-media models to the observational surveys of COBE-FIRAS and GOT
C+ do indicate some variation throughout the parameter space (see Figure VI–79).
Subfigure (a) shows rather broad emission over the Galactic plane with clearly
defined Galactic ring features without an intensity peak at l = 0◦. Compared
to subfigure (a) in Figure VI–29, however, it is clear that the models with WNM
have much too high intensity. The reason for this is likely that the increased
far-UV radiation creating the WNM is too much to apply globally in the Galactic
disk. The spectra through the Galactic centre, seen in subfigure (b), all exhibit
signs of self-absorption, although the emission is very localised to the window
vobs ∈ [−50, 50] km s−1. The self-absorption feature in the synthetic spectra is
also a saturated feature rather than the self-absorption dip seen in the GOT C+
observations.

The test statistic for the comparison of the [12C ii] line shows considerable
variation, with ∆χ2

min ≲ 50% of χ2
min = 2.701×104, 4.181×105 (see Figure VI–

80). This produces a strong constraint of fWNM ≈ 0.2 and a minor constraint
χWNM≈100χD.
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Figure VI–80: The comparison between the observations to the three-media
kosmatau3d grid for the transition [12C ii] 158µm.
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Figure VI–81: The same as Figure VI–19 for the three-media model grid.

The comparison of the synthetic dust continuum to the COBE-DIRBE and Planck
observations also indicates that the far-UV radiation is too high in the three-
media model grid (see Figure VI–81). While it can be seen in both subfigures
that the intensity of the synthetic continuum is too high, subfigure (a) shows
that continuum from the model with (fWNM, χWNM) = (0.2, 100χD) is the most
appropriate match to the observations.

The variation in the quantitative comparison provides the constraint (fWNM, χWNM)≈
(0.2, 100χD) (see Figure VI–82).
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Figure VI–82: The comparison between the dust continuum observations to the
three-media kosmatau3d grid at the specified wavelengths.
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Figure VI–83: The same as Figure VI–21 for the three-media model grid.

The qualitative comparison of the three-media grid the H i 21 cm transition
indicates a closer fit of the low far-UV models to the HI4PI observations (see
Figure VI–83). Unlike the previous atomic ISM tracers, there is little indication that
the far-UV radiation is too intense. Subfigure (e) still does not exhibit any self-
absorption features, but it cannot fully replicate this spectrum anyways due to the
strong synchrotron source. Still, it seems this spectrum is too intense compared to
the observation.

Even with such high intensities, the constraint given by the test statistic is
fWNM = 0.2 (see Figure VI–84).

The ∆χ2
min results are combined for the various comparisons (except for the

Planck comparison; see §VII-7 for the discussion of why it is neglected) and sum-
marised in VI–8.
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Figure VI–84: The comparison between the H i observations to the three-media
kosmatau3d grid for the transition H i 21 cm.

Table VI–8: The ∆χ2
min results for the three-media kosmatau3d model grid,

which varies fWNM and χWNM and mWNM The minimum χ2 is 4.667× 108.

∆χ2
𝐦𝐢𝐧

f𝐖𝐍𝐌 χ𝐖𝐍𝐌 m𝐖𝐍𝐌

0.2 102 10−3 4.8
0.2 103 10−3 133.6
0.2 104 10−3 294.1
0.2 1 10−3 496.6
0.3 102 10−3 100.0
0.3 103 10−3 270.3
0.3 104 10−3 468.4
0.3 1 10−3 702.8
0.4 102 10−3 194.6
0.4 103 10−3 397.6
0.4 104 10−3 622.2
0.4 1 10−3 880.4
0.5 102 10−3 287.1
0.5 103 10−3 518.1
0.5 104 10−3 763.3
0.5 1 10−3 1042.2



CHAPTER VII

Galactic model properties and shortcomings

One can only display complex information in the mind. Like
seeing, movement or flow or alteration of view is more
important than the static picture, no matter how lovely.

Alan J. Perlis

Given the long presentation of the results in Chapter VI, the aim in this chapter
is to discuss some of the features and implications from our clumpy-PDR galactic
models. Currently, kosmatau3d mainly evaluates the synthetic spectra throughout
a model assuming just a few intrinsic quantities (see Chapter III). As such I will
be focusing primarily on trends in the models relating to either the emission or
mass, as well as discussing some of the assumptions or issues that remain in our
analysis. To begin discussing the results of Chapter VI, I will first explain how we
have combined the model comparison to constrain the parameters in §VII-1. For the
galactic properties, the I will discuss the constraints on the velocity dispersion in
§VII-2, the galactic profiles in §VII-3, galactic centre properties in §VII-4, and global
properties (those constant throughout the model) in §VII-5. I will then discuss
the attempt to include the WNM in §VII-6, in which I also discuss some of the
observed trends in the model. I will explain some of the difficulties fitting the
dust continuum in §VII-7, which is the motication to neglect the comparison to
the Planck 550µm observations. Finally, I will end with a discussion on possible
improvements that can be made to the model (§VII-8).

1 Model selection

Every test statistic I list in Chapter VI have χ2
min ≫ 10, which greatly exceeds the

number of degrees of freedom. For simpler theoretical models, this can be adjusted
using the reduced χ2

red, though this is not effective for models as complex as kosma-
tau3d. This is due in part because of how I construct the comparison (I compare
up to 105 intensities), and also due to the complexity of determining number of

157
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free parameters in our models. While there are many possible parameters to adjust
for each kosmatau3d galactic model, I focus on 15 of them. This is not at all
sufficient to bring our χ2 analysis to the limit of a close fit,

χ2 ≲ f (VII–1)

for the degrees of freedom f . It is neither useful for us to calculate the information
criterion for constraining models since these are more accurate when there are
varying degrees of freedom between the models.

Since the test statistic varies so much not only between models in a grid, but
also in the comparison to different surveys/transitions, I have opted to essentially
use the difference of χ2 relative to the minimum as a test statistic (∆χ2

min; defined
in Equation VI–7). This test statistic should therefore be a measure of how well
a parameter can be constrained in a grid of models. Thus for a given grid, I use
this new test statistic to constrain the parameters for each comparison (for example
for the comparison to COBE-FIRAS [12C ii], HI4PI H i, etc.) and sum the results to
determine the constraint in the grid parameter space.

2 Ensemble dispersion and scale height

The ensemble dispersion σens as I had specified it in §IV-1.4 neglects any minimum
velocity dispersion of giant molecular clouds, for which I had defined the parameter
σGMC. Without setting a lower limit for the ensemble dispersion, the minimum
ensemble dispersion for each voxel is equal to the clump velocity dispersion σcl
(0.71 km s−1). In the code, I identify such models as having σGMC =10−2 km s−1.
I computed the voxel-dispersion model grid for the purpose of constraining

Figure VII–1: The integrated-intensity of
the [12C ii] 158µm transition for each
voxel in the model.

this parameter (see §VI-3). While the
comparison of the grid to the COBE-
FIRAS CO integrated intensity profiles
did not yield significant results, the
comparison of the [12C ii] 158µm pro-
file provided a strong constraint (see
Figure VI–7 subfigure (a)). The main
effect we notice from increasing the
lower limit of ensemble dispersion is
the reduced optical depth effects at the
Galactic centre (l = 0) and the Galac-
tic ring (l = ±40 km s−1). This follows
logically from number of clumps being
split into a wider range of velocity bins
(see Equation II–26). Although in gen-
eral increasing the velocity dispersion
does not change the integrated intensity (see Figure VII–1), the increased absorp-
tion effects can be seen in 12C+ since it is optically thin in the ISM.

While molecular clouds can exist anywhere in the Galactic disk scale height,
which GMCs can have any size up to twice the scale height. Although the scale
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height increases in size proportionally with Rgal both for molecular and atomic
hydrogen (the flared Galactic disk advocated by Bacchini et al. 2019b, 2023), the
velocity dispersion actually decreases towards the edge of the galactic disk (based
on the H i velocity dispersion σH i in nearby galaxies, Bacchini et al. 2019a; Marasco
et al. 2017). This is not present in my implementation, as I set a global value for
σGMC. It would be interesting to examine how the fit changes when the voxel-
averaged dispersion is decreased with Galactocentric radius. Since an increased
velocity dispersion does not affect the line-integrated intensity or dust continuum
(which depend on the column density), this type of analysis would be useful for
comparison to spectroscopic surveys.

3 Galactic profiles

The mass distributions used for the clumpy and interclump ensembles is con-
strained in the mass-factors model grid, and the results of which are listed in
VI–7. The best-fitting model has the test statistic ∆χ2

min = 997.3 with molecular
mass factor fm,H2 =1 and atomic mass factor fm,H0 =0.5, which refers to the clump
ensemble mass and interclump ensemble mass, respectively. The constraint, with
∆χ2

min < 2000, is 0.5 <fm,H2 =2 and 0.25 <fm,H0 =1. The atomic mass profile is
constrained to lower values because the [12C ii] and H i lines are overestimated by
the fiducial model (see Figure VI–67 and Figure VI–71). In the continuum compar-
ison (see Figure VI–69), the intensity profile is most sensitive to the atomic mass
since there is a higher column density in the interclump ensemble rather than the
clumpy ensemble (as implied by the density profiles in Figure IV–3, where there is
primarily atomic mass in the outer Milky Way). Although the fiducial model over-
estimates the 13CO lines, the 12CO lines are overestimated and thus the molecular
mass profile does not need to be scaled. It was not explored in this thesis, but
the constraint acquired from the analysis in §VI-5 will change if we also vary the
fraction of atomic hydrogen in the interclump medium (see the discussion in §VII-5)

While the mass distributions are empirically estimated (a list of the observa-
tional papers can be found in Bacchini et al. 2019b), the ensemble-averaged den-
sity and far-UV profiles are obtained rather from fitting models. It is useful and
physically-motivated to use ISM properties that vary as a function of Galactocentric
radius, but there is always some degree of uncertainty in using these models. For
instance, the profile in Figure IV–4 is that of the CNM as determined by Wolfire
et al. (2003). However, this assumes a two-medium ISM (the other one being the
WNM), with the molecular gas being part of the CNM. Our galactic models similarly
use two ensembles, but considering their gas temperatures (see Figure VII–2) and
how I determine their relative mass, it is inconsistent to assume they correspond
to the CNM and WNM. I rather model the diffuse atomic CNM and the molecu-
lar CNM in the galactic models (the attempt at including the WNM is discussed
in §VII-6). With the assumptions made for the Milky Way, it is important to the
models that fit well to the observations were constrained without the WNM. An
accurate constraint should therefore be made using the CO lines rather than the
[12C ii] or H i lines.

It is also inconsistent that I use the outdated solutions of Wolfire et al. (2003)
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Figure VII–2: The mass-weighted gas temperature in each voxel of the model.

considering that their models do not account for the flaring of the Galactic disk as
required (Bacchini et al. 2019b, 2023). Practically, it would be better to use our cal-
culated volume densities for H0 and H2 and scale them for the ensemble-averaged
density profile. There are two reasons I did/could not do this: the H2 mass drops
by a factor of ∼ 1010 near the disk edge, which makes modelling the molecular gas
near the edge of the Galaxy impossible without further assumptions, and I enforced
that the interclump ensemble is primarily atomic, which was only possible when
it is composed of 10−3 M⊙ clumps. Therefore the interclump ensemble-averaged
density could not exceed ∼19×10−3 cm−3 (see the definition of the clump-averaged
density Equation II–2), and it cannot vary by the two orders of magnitude as in
the H0 profile. It is anyways more accurate to perform a dynamic analysis such
as in Wolfire et al. (2003) in order to make the model self-consistent. Considering
the setup of my models and the mass distributions we employ, the error in using
their density results should be small in comparison to the error associated with the
other assumptions (for example the hydrogen distribution mentioned in §VII-6).

One concerning aspect of Figure IV–7 is that it implies the local far-UV radiation
density is below the generally accepted value of 1χD. What the Popescu et al. (2011)
profile nicely captures is the increased energy density due to the molecular ring,
and according to the limitations of our model the unscaled far-UV energy density
profile changes by a factor < 1.5. Of course this is not seen in the original
distribution (see the first plot of Figure IV–5), but rather a lower limit of our PDR
model. For this reason I scale the profile over a large range in a few of the grids (up
to a factor 104), and the physical motivation for this is that the ISM existing in PDRs
are located closer to the ionising sources than the volume-averaged far-UV radiation
energy density. Such an argument was used also by Cubick et al. (2008) to motivate
their Galactic disk solution of 101.8 χD, which was taken as a constant. Even in the
method in which I apply the far-UV radiation profile, I still obtain a better fit to
the unscaled profile. What was interesting to note is that I obtain different results
depending on whether or not I compare line-integrated intensities; the comparisons
to COBE-FIRAS seemed to favour higher values of the χcl, in accordance with the
results of Cubick et al. (2008), and no constraint on the interclump medium far-UV
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radiation. The comparisons to both the dust continuum and the spectroscopic
surveys instead indicate the far-UV radiation for both the clumpy and interclump
ensembles should not only be similar, but that the best-fitting model has a far-UV
profile scaled by a factor fFUV ≲ 100.5. The dust continuum was critical to form
such a definitive constraint. Part of the reason for this strong constraint to lower
values of fFUV is the excess of emission from the outer disk (seen at longitudes
|l|>90◦). It is possible that an improvement to the dust treatment in KOSMA-τ (see
§VII-7 for this discussion) might improve this synthetic observation in this longitude
range, but this need to be tested in future research into these models. With this in
mind, it would be better for the future work to use more than one wavelength to
constrain the continuum.

Given the previously-mentioned inconsistencies, it would be a useful exercise
to solve for a self-consistent density and far-UV radiation profile. A possible way
forward is to perform an analysis similar to Wolfire et al. (2003) using the updated
mass and scale height profiles, only this time allow for the molecular, cold neutral,
and warm neutral media. Using the self-consistent density profiles (which do
not make the vague assumption of a molecular clumpy ensemble and an atomic
interclump ensemble) from this analysis, one could constrain the far-UV radiation
of the voxels along each line-of-sight, using the Popescu et al. (2011) estimation
as an initial guess. This could be useful for the lines-of-sight where there are
many voxels with different voxel-averaged velocities (basically for voxels between
the observer and the Galactic centre; see Figure VI–2) or towards the edge of the
Galaxy.

4 Galactic centre properties

I have created the CMZ-radius-radiation and FUV-Galactic-centre model
grids for the purpose of fitting better the line-of-sight at towards the Galactic
centre. Both of these grids had the far-UV factor as a parameter, either the global
factor fFUV or just in the galactic core fFUV,GC. As such, it exhibited similar
effects to some of the other model grids that varied the far-UV factor, namely that
the dust typically forces the constraint to values fFUV ≲ 100.5. The test statistic
in the FUV-Galactic-centre grid was ∼ 10% for most models, and the best-
fitting model had parameters fFUV,GC = 101.5 and RGC = 1400 pc. The increased
radiation in the Galactic centre was mainly constrained by the [12C ii] line and dust
continuum. For the CMZ-radius-radiation grid, the test statistic was a factor
had more variation and was constrained mainly by the dust continuum due to the
far-UV. When comparing spectra, the largest effect from the cosmic ray ionisation
rate (which is higher within RCMZ) was in the CO spectra. The best-fitting model
had RCMZ =200 pc and fFUV =1 mainly due to the large effect the far-UV factor
has on the comparison to the dust continuum. By comparison of the profiles in
Figure VI–31 (for example), the comparison to the dust continuum yields a stronger
constraint due to the low intensity at longitudes |l|≳ 50◦. As such, it would be
more enlightening to combine these grids, increasing the far-UV just in the Galactic
CMZ, which also has an increased cosmic-ray ionisation rate. Such a model grid
should be better at constraining the radius of the CMZ while allowing for higher
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far-UV radiation intensity.

5 Global properties

Some of the global properties that were changed include the clump mass range
mcl chosen for the clumpy ensemble in the clump-massesmodel grid and the
fraction of atomic hydrogen in the interclump ensemble fH0 in the atomic-ISM-
radiation model grid. While these grids also changed the far-UV factor fFUV, to
which the dust continuum is very sensitive, there were some noticeable effects from
the global parameters. For instance, decreasing the atomic fraction also decreased
the intensity of the H i spectra, which fit better to the HI4PI observations. Likewise,
the [12C ii] integrated intensity was decreased and fits better to the COBE-FIRAS
profile. However, the CO spectra were increased due to the added mass. This
improved the fit to the 12CO J =1→0 observations, but the fit to the 13CO lines
worsened. The ∆χ2

min analysis ultimately constrained fH0 ≳ 0.4 for fFUV ≲ 100.5.
The variation of the test statistic in the clump-massesmodel grid was mainly
dominated by the far-UV factor, but there is a slight constraint favouring lower
clump mass. Since the mcl parameter is categorical rather than continuous, it is
best to rank the options of the fit. In order from best fit to worst, the clump mass
ranges mcl=[0, 2], [−1, 2], [−1, 3], [0, 3]M⊙ fit comparatively well for fFUV≈1.

6 Hydrogen in different media

The atomic medium in the Milky Way, which I trace with H0, can be obtained
both in terms of mass and emission. For our clumpy models, as discussed in
§III-3.2 and verified by the comparison to of the H0 21 cm line in Chapter VI, the
atomic medium is contained within the interclump ensemble. I can verify that in
Figure VII–3, where I can track the atomic and molecular masses in the Milky Way
models as they are split between the ensembles. It clearly shows that the atomic
mass is primarily in the interclump medium throughout the Milky Way model.

For our three-media model grid, I test the use of three ensembles: one dense
clumpy ensemble for the molecular gas, one diffuse atomic interclump ensemble
for the CNM, and one diffuse atomic ensemble for the WNM (see the ISM media in
§I-1). This was an unsuccessful attempt to increase the HISA in the synthetic maps
and produce a better fit to the observations. One issue is that the temperature of
the WNM in these models is not quite high enough for the theoretical estimates of
the WNM, so there is less emissivity and more absorption from these regions, but
this at first glance improve the HISA. Another (major) explanation that explains the
lack of HISA in the synthetic observations is that the calculations introduced in §I-
1.2.2 assumes thermal equilibrium, which will never feature self-absorption. The it
was assumed that the variety of environments in the Galactic centre (as seen in the
voxel parameters) would introduce enough large-scale variation to reproduce the
HISA. This same explanation was used to replicate the self-absorption in the [12C ii]
158µm transition. While the [12C ii] self-absorption feature could be replicated
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Figure VII–3: The neutral and molecular hydrogen profiles as they appear in
our 400 pc model from the convergence grid. The solid black, dashed blue,
and dashed red profiles correspond to the total, clump, and interclump masses,
respectively.

with increased radiation in the Galactic centre, HISA was not present in any of the
models.

(a) fFUV = 1 (b) fFUV = 104

Figure VII–4: The line ratio of the 12CO lines as a function of Galactocentric
radius. Each line is compared with the J=3→2 transition.

From this mass profile, I can also compare now to the intensity profiles of
various transitions throughout the Milky Way. In Figure VII–4 subfigure (a), the line
integrated-intensity ratios are plotted as a function of Galactocentric radius. All
lines are sub-thermally excited (since RW ̸=1), and thus there are non-LTE condi-
tions. The increase in R13 and R23 as a function of rgal paired with the decrease in
the ratio for higher transitions is consistent with a decrease in gas temperature in
the clumpy ensemble32. Subfigure (b) shows in general that increasing the far-UV
radiation moves the CO line ratios closer to LTE, but there exist some significant
artefacts in the data at around 4 pc and 10 kpc, but the discontinuity at 15 kpc
is due to the decrease in clumpy ensemble mass. This appears as a discontinuity
since the diffuse clumps are more sensitive to changes in gas temperature (compare
this with the PDR profile of the diffuse clumpy in Figure III–7).

32This is not visible in Figure VII–2 since Tgas normalised to the atomic hydrogen abundance.
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Figure VII–6: The maximum optical depth of the 12CO J=1→0 line as a function
of Galactocentric radius. The peak of the profile corresponds to an optical depth
effect of ∼4%.

I can also estimate the amount of CO-dark H2, or rather, how does the Xco
factor change throughout the Galactic disk compared to the Milky Way average?
Recalling Equation I–33 for CO:

XCO =
N (H2)

ϖCO
,

Figure VII–5: The XCO factor as deter-
mined by the 12CO J=1→0 transition.

where N (H2) is the column density
of molecular hydrogen and ϖCO is
the integrated intensity of 12CO J =
1 → 0. I calculate these values us-
ing the length-scale of each voxel, ℓvox.
Figure VII–5 shows the azimuthally-
averaged profile of XCO in from our
fiducial Galactic model, normalised to
the Milky Way average of XCO,MW =
2×1022 cm−2(K km s−1). When XCO<
1, it means there is more 12CO J =
1→0 emission than the Milky Way av-
erage (consequently overestimating the
amount of H2), and XCO > 1 means
there is more H2 compared to what I can calculate using Equation I–33 (meaning
there exists CO-dark H2). What I can infer directly from this figure is that, for the
CO emission produced solely from PDRs, I will overestimate the amount mass in
H2 using XCO,MW, and all of the CO-dark H2 exists in the outer 3 kpc. As it has
already been shown in Figure VII–3, it is an artefact in our models that there is so
much molecular mass in the outer galaxy.

The result for the inner 11 pc of the galactic disk is not an artefact, but instead
reflects a property inherent in our galactic models: there is more CO-dark H2 in
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PDRs. Based on the comparisons of the spectra in Chapter VI, it is clear that the
column density of CO is too low to replicate the observations (that is partially why
lower values of the atomic hydrogen fraction fH0 fit better in the atomic-ISM-
radiation comparison).

7 Continuum long-wavelength limit

Figure VII–7: The 240µm and 550µm observations of the Milky Way galactic
disk. The synthetic observations of the fiducial kosmatau3d galactic model is
plotted with dashed curves.

Figure VII–8: The continuum provided
by KOSMA-τ for a model with mcl =
10−3 M⊙, ns = 10 cm−3, χ = 1χD. This
model uses the MRN dust model. The red
dashed curve is an independent calcula-
tion of the dust SED from the extinction
curve and dust temperature results of the
KOSMA-τ model. The slopes result from
a linear fit to the curves at 3.2mm and
1mm, shown by the black markers

As I have seen in the contin-
uum comparison in Chapter VI, it was
not possible to fit both the 240µm
and the 550µm wavelengths simulta-
neously. Figure VII–7 shows the issue
as I have first discovered it. From this it
is clear that the optical depth at 550µm
is too large, and I am thus calculating
a synthetic intensity higher than that at
240µm, and any correction should de-
crease the emission at 550µm. One
possible reason for this, in so far as
the properties assumed in our clumpy
model, is the relative temperatures of
our clumpy and interclump ensembles.
If I consider the dust in a region of
the ISM at some temperature Td and its
grain-size distribution, I can effectively
model the intensity SED by a greybody
(Désert 2022):
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Iν = τ0

(
λ

λ0

)β

Bν(Td) , (VII–2)

where Bν(Td) is the Planck function and β is the free emissivity index, which at
long wavelengths should be β =−2. For the brightness temperature I use in this
work, this gives us the long-wavelength dependency of Iν∝λ−4; the Rayleigh limit
and the emissivity index each give a dependency of λ−2 Ossenkopf & Henning
(1994). A modification of this relation was introduced by Li & Draine (2001) in an
attempt to better model the COBE-FIRAS observations, where the imaginary part of
the silicate dielectric constant ϵDE has been altered for wavelengths λ>250µm to
effectively increase the long-wavelength dependence by λ0.4 (so β = −1.6). The
results from the Planck survey indicate a similarly-shallow emissivity index of the
observed continuum at latitudes away from the Galactic plane, but β≈1.8 (Planck
Collaboration et al. 2014a,c, 2020).

In KOSMA-τ , the long-wavelength dependence of the brightness temperature is
a slightly more-shallow Iν∝∼λ3.3 (see Figure VII–8). The reasons for this shallow de-
pendency are due in part to the distribution of dust grain sizes and temperatures,
which slightly broaden the modified blackbody, as well as the assumed extinc-
tion dependency (which is proportional to the dielectric constant). The extinction
wavelength-dependency for the KOSMA-τ model has been A(λ)∝ λ−1.5 since its
implementation (see for example Figure 25 in Röllig et al. 2013). Practically this
has the effect that the dust temperatures in the clump are about a factor of 20%
too low33, which decreases the formation of H2 on dust grains and reduces the
size of the molecular region of the clumps. A robust analysis of how much this
affects the KOSMA-τ results over the past 10 years is still required, but regarding
the results of this thesis it is mainly important to stay consistent; the error should
be highest at longer wavelengths, which is why I neglected the model-fit to the
Planck 550µm observations. It is left for future research to constrain the Milky
Way models with longer wavelengths and determine how much this dust issue has
affected the results, and a possible way forward is discussed in Appendix C.

8 Future development

Although there are still a few limitations to the approach of modelling galaxies
outlined in this thesis, I have a few ideas for future developments that would
benefit this type of analysis:

1. The modifications for partially-filled voxels need to be correctly implemented.
The method we used for the Milky Way is valid only for observations where
the ISM fills the beam (in the sense that we can treat the disk as an extended
object with our lines-of-sight, not that the beam-filling factor is fbeam≈1).

33This estimate was acquired through personal communication with the developer of KOSMA-τ ,
Markus Röllig.
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2. Dynamic processes such as shock can be included, at least statistically. It
is likely that this requires the inclusion of plane-parallel results, for example
using irradiated shocks from the Paris-Durham Shock code (Godard et al.
2019).

3. There should really be a way to include a warmer ensemble to properly
model the WNM. This requires development in KOSMA-τ .

4. Similar development necessary in KOSMA-τ is diffusion, advection, and time-
dependent chemistry. This would remove the current assumption of static
clumps.

There are also a few general developments that would benefit kosmatau3d to
make it more accessible for modelling the observations of PDRs:

1. It is possible to use kosmatau3d voxels to individually model the spaxels in
an observational datacube (this will be presented in Okada et al. in prep.).
This requires one to create a grid of voxel results from which on can interpo-
late using the parameters of each spaxel. This will should be implemented as
a function in kosmatau3d. It should be optionally extended to include the
two-component models of Guevara et al. (2020) and Kabanovic et al. (2022).

2. There should exist some functionality in kosmatau3d to constrain PDR prop-
erties based on a set of lines and line ratios similar to PDRToolbox. This
will make it easier for observational astronomers to utilise kosmatau3d to
compare their observations assuming a clumpy PDR.

3. The clumpy modelling shown in Röllig & Ossenkopf-Okada (2022) should
be included as an additional function. This would provide the base for
comparing the two analyses and constraining the associated error in deriving
the PDR properties. This comparison is motivated by the difference between
the results of Cubick et al. (2008) and the results of my comparison in §VI-5.
It is certainly useful to understand why these results differ by such a large
factor.
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CHAPTER VIII

Summary

A conclusion is the place where you got tired thinking.

Martin H. Fischer

The Milky Way is a very complex object in terms of the ISM, with several
phases each with different physical conditions. There are processes such as stellar
accretion and galactic outflows removing material from the ISM, and processes
such as YSO jets, stellar winds, supernovae, and galactic accretion adding material
to the ISM. For these reasons it is somewhat surprising to find that the clumpy
PDR models created for this thesis, which build upon the stationary time-steady
KOSMA-τ model, are able to replicate several trends and much of the structure
of the observations of galactic plane. Some of the features we can reproduce
seem forced; the molecular and atomic hydrogen mass was separated into different
ensembles (except for the atomic-ISM-radiation model grid), which we in turn
forced to be primarily molecular or primarily atomic. Thus it was no surprise that
the modelled molecular and atomic distributions closely follow the input. Since
even the diffuse interclump ensemble still contained some molecular hydrogen
(∼10% by mass), we are overestimating the amount of molecular hydrogen in the
outer Galactic disk. That is if we assume our ensembles are modelling the CNM
and molecular media of the ISM.

Even though I could not completely replicate the self-absorption features of the
diffuse gas tracers, it is still remarkable to see the imprint of the molecular ring
in the position-velocity diagrams of the Galactic plane. Since the structure seen in
the synthetic intensity datacubes is mainly due to the velocity structure of the gas,
I did not attempt any structure-finding analysis to constrain the model grids. By
constraining the grids using the intensity, there are a few main conclusions I can
draw from the analysis outlined in this thesis34:

1. The large-scale structure of spectra away from the Galactic centre can be

34Note that the enumeration of the conclusions do not match 1:1 with the enumeration of the
questions in Chapter I.
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reproduced reasonable well using CO, while the [12C ii] 158µm and H i 21 cm
emission typically overestimated.

2. The parameter I defined as the GMC dispersion σGMC was constrained to
2.63 km s−1, corresponding to a cloud scale LGMC = 10 pc. Although the
higher values (6.33 km s−1, corresponding to a cloud scale LGMC = 100 pc)
had a lower test statistic, this was determined to be unreasonable due to the
limited scale height.

3. I constrained the clumpy ensemble far-UV radiation intensity χcl ≲ 100.7 χD
and the interclump ensemble far-UV scaling factor fFUV,icl ≈ 100.25. This is
about an order of magnitude lower than the results of Cubick et al. (2008)
using solely the COBE-FIRAS observations. From the comparison the the
different survey it was concluded that it is sufficient to use the same far-UV
intensity for the clump and interclump ensembles.

4. The far-UV scaling factor fFUV, which scaled the far-UV radiation intensity
for both the clump and interclump ensembles, was included in many on the
model grids since there can be a large amount of variation in the far-UV
radiation in star-forming regions (Xia et al. 2022).

5. The fraction of atomic fraction in the interclump ensemble compared to the
clumpy ensemble fH0 has been constrained to ≳ 0.4. The decrease in mass
of the interclump ensemble made the [12C ii] and H i comparison fit better,
since they were typically overestimated when fH0 = 1. The increased mass
in the clumpy medium made the 12CO spectral lines fit better as they were
underestimated in the fiducial model, but the 13CO lines were overestimated
for the acceptable values of fFUV.

6. I have constrained the atomic mass factor fm,H0 ≳ 0.5 and the molecular
mass factor fm,H2 ≲ 1 in the mass-factors model grid. This was achieved
by using the molecular mas for the clumpy ensemble and the atomic mass
for the interclump ensemble. The constraint of this grid had effects similar
to that of the atomic-ISM-radiation grid. These results will change if one
considers an atomic mass factor fH0 <1.

7. The Galactic centre far-UV factor fFUV,GC and size RGC were constrained to
≲101.5 and ≲1400 pc. The increased far-UV radiation increased the size of
the absorption feature at vobs=0 km s−1 of the [12C ii] spectrum at l=0, but
increased too much the intensity of the spectrum at |vobs|>100 km s−1.

8. I determined the radius of the CMZ RCMZ = 200 pc, in agreement with the
accepted size of the CMZ (García et al. 2016).

9. It was determined that the clump mass range mcl used in the fiducial model,
[100, 102]M⊙, fitted best to the observations. The models using larger masses
fitted worst, likely due to increased optical depth effects.
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10. I managed to get an approximate constraint for the global WNM parameters,
which was acquired in the comparison to the three-media model grid.
The factor of the atomic mass in the WNM ensemble was constrained to
fWNM ≳ 0.2 and the far-UV radiation intensity of the WNM ensemble was
constrained to χWNM≲100χD.

Despite the successes of the galactic models and the trends that I found, there
are also some features of the comparison that did not fit well:

1. The spectrum through the galactic centre (l=0◦) cannot be replicated for any
transition. In the case of the CO transitions, the observed spectra are quite
broad compared to the synthetic intensities, with a FWHM of ≳100 km s−1.
The synthetic spectra, conversely, appear to be more localised and almost
Lorentzian in shape. The observed 12CO intensity exceeds the synthetic
intensity, however the synthetic 13CO intensities are much larger than the
observed intensities.

2. The self-absorption features in the spectra of diffuse tracers such as the
[12C ii] 158µm and H i 21 cm transitions cannot be fully modelled. Models
with increased far-UV radiation in the Galactic Centre are able to show signs
of self-absorption in the [12C ii] 158µm at l= 0◦, but these models do not
show the same feature in H i.

3. A possible issue with the H i post-processed clump emission is the assump-
tion made to calculate it: thermal equilibrium. We do not consider any H i
shielding within the clump, but rather assume self-absorption occurs within
the ensemble and to a large degree between different ISM environmental con-
ditions. It is possible that fully calculating the H i transition clump-averaged
intensity in the same way as the other line transitions will increase the
self-absorption effects since there will be more absorption from the cooler
temperature atomic hydrogen.

4. The H i 21 cm absorption feature due to the strong synchrotron source cannot
be replicated using PDRs.

5. The XCO factor is always greater than the Milky Way average by at least a
factor of 2, with the outer Milky Way disk increasing to 13 since the gas is
mainly atomic. This implies that, if the CO J=1→0 emission in the Galaxy
is due to PDRs, we are underestimating the molecular gas mass by a factor
of at least 2.

Regarding future developments, it must first be noted which developments will
be useful from the available KOSMA-τ model grids:

1. The continuum issue mentioned in §VII-7 must be addressed as this affects
the dust temperature by ∼20%, which decreases the amount of H2formation
on dust grains.
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2. It would be useful to have a portion of the model grid that can be used for
the WNM, where the gas temperature is 8×103 ≲Tg≲104 K.

3. Certain effects such as diffusion, advection, and time dependence are still
missing from the available model grids, but are certainly interesting to include
as options in kosmatau3d. Some of these should become available soon (see
for example Aleena B et al. 2023).

4. All of these model grids should be made available on ISMDB, from where we
can query and download them using kosmatau3d.

The development of the Milky Way galactic models based on kosmatau3d has
been used as a proof-of-concept of modelling galactic cooling lines using PDRs. It
has yielded many interesting trends and promoted the improvement of the model
from (Andree-Labsch et al. 2017). The knowledge gained from this analysis will
serve as a benchmark for the modelling of nearby star-forming galaxies such as
M81. With all of the features I have implemented during the development of
kosmatau3d and the future plans for continued improvement, it is poised to have
a lasting impact on the modelling of both PDRs and galaxies.
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APPENDIX A

Work station

All of the analysis for this thesis was completed at a standard computer in the
institute, though with a bit more computational power35. The development of
kosmatau3d in its current form began during the course of my doctoral project,
and I have yet to implement funtionality to utilise distributed computing. Future
plans for kosmatau3d can be found in Chapter VIII or at the bottom of https:
//github.com/CraigYanitski/kosmatau3d.

Table A–1: Computer specifications

Name pdr_hpc
Operating System Ubuntu 20.04
Architecture 64-bit
RAM 64 GB
Processor Intel Xeon CPU 3.7 GHz
Threads 12

Future work using kosmatau3d will utilise as well computing clusters, but until
then it has been incredibly useful to use the cores available on pdr_hpc.

35This was very generously lent to the office by Nicola Schneider.
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APPENDIX B

KOSMA-τ grid assumptions

For the development of the current thesis, the same underlying grid from Andree-
Labsch et al. (2017), OrionBar2013, was used for testing the models (the elemental
abundances are given in Röllig & Ossenkopf-Okada 2022). It was assumed that all
of the assumptions required for the kosmatau3d approach were satisfied. Namely
this means that the larger, partially molecular clumps are embedded in a medium
of smaller, atomic interclump medium.

This grid was later supplemented with another grid, CMZ2015, exploring the
cosmic ray ionisation rate (used for the analysis in García et al. 2016). I have
implemented this only when using the increased primary cosmic ray ionisation in
§VI-7. It is worth noting that since this grid was computed to model the CMZ, it
has higher metallicity than the OrionBar2013.

After the clump-averaged column-densities where implemented in kosmatau3d
(however late in the project), we were able to approximate and examine the atomic
and molecular gas mass in each voxel. From this it was determined that the mass
in the smallest, most-diffuse clump in the grid is actually primarily molecular at
low far-UV radiation (1χD). As shown in §VI-5, the KOSMA-τ clumpy we use for
the interclump ensemble from OrionBar2013 were molecular. By using instead
the lower-density clumps from the PDRTB2020, the grid used by PDRToolbox, I
was able to at least model the interclump ensemble as primarily atomic gas.
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APPENDIX C

KOSMA-τ continuum

It is also theoretically possible to apply a “correction” to the dust continuum used
in this work, though for the wavelengths used this has the opposite effect on our
results. One can effectively steepen the slope by removing the modification in Li
& Draine (2001). The correction factor I remove, according to the corrected silicate
dielectric function, is,

fDE =



(
1 + β

ln( λ
250µm)ln( λ

850µm)

ln( 850µm
250µm)

)
, 250 ≤ λ ≤ 850µm ,(

λ

850µm

)β

, 850 ≤ λ ≤ 104 µm ,( 104 µm
850µm

)β

, λ ≥ 104 µm ,

(C–1)

Figure C–1: fDE over the relevant wavelength
range.

where β is the index by which
I modify the long-wavelength
dependence of the absorption
cross section (while a value of
β = 0.4 was used in Li &
Draine 2001, to fit the COBE-
FIRAS observations, for our
purpose I would need to use
β = 0.5). Figure C–1 shows
fDE follows the desired long-
wavelength trend, however the
correction at 550µm does not
improve the issue I note in Fig-
ure VII–7 (that is why I ne-
glect the comparison to the
Planck observations). Future
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modelling of the Milky Way using kosmatau3d should take this correction into
account when planning the models and use wavelengths with λ≳ 103 µm for the
dust continuum.
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Amendments

Between the initial submission of this thesis and its final publication, various as-
pects have been updated. Beyond the correction of general typographical and
formatting errors, I have updated the RMS error I use for the following surveys,

• CfA

• Mopra

• ThruMMS

• SEDIGISM

• HI4PI

In my initial submission of this work, some of these surveys had a single error
for a given transition line. In my recalculation of the RMS error, I calculate an
error map (as a function of both longitude and latitude). As a result, some of the
comparisons in Chapter VI have changed by more than scaling χ2. Despite some
of the heavy implications from the committee during my defence, all χ2 maps are
calculated correctly and behave as expected.

The figures that exhibit a different dependence in the parameter space com-
pared to the initial version of this thesis are Figure VI–6, Figure VI–10, Figure VI–16,
Figure VI–22, Figure VI–28, Figure VI–34, Figure VI–38, Figure VI–44, Figure VI–48,
Figure VI–54, Figure VI–60, Figure VI–66, Figure VI–72, Figure VI–78, and Figure VI–
84. The difference is most visible in Figure VI–38 and Figure VI–44 due to the small
variation seen in these parameter spaces. Even though some of the trends have
changed, the discussion and conclusions in Chapter VII and Chapter VIII are still
valid.

Craig Nicholas Yanitski
21.12.2023
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