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Abstract

Molecular clouds are dynamic environments where species are transported through

random motions. To fully understand the physical conditions within these clouds,

it is essential to quantify this transport. This study focused on the di↵usion ef-

fects in the multi-fluid gas of photodissociation regions (PDRs) by considering

turbulent, molecular, and thermal di↵usion. To model the di↵usion e↵ects in a

PDR, the KOSMA-⌧ PDR model is used. The KOSMA-⌧ PDR model simulta-

neously solves the chemistry, level populations, and energy balance in a spherical

geometry. This model included energy balance, cosmic ray ionization, CO and

H2 self-shielding, photodestruction process, H2 formation, gas-dust interactions,

and dust surface chemistry.

This model derived the limits of the coherence length of turbulent di↵usion

and the total di↵usion coe�cient as a function of the radius of the cloud. By ex-

amining the impact of di↵usion flows on chemical processes within the PDRs, this

study found that di↵usion can increase surface temperature and modify chemical

pathways compared to a scenario without di↵usion. The di↵usion flows facilitate

the transportation of H2 and CO molecules from lower temperature to higher tem-

perature regions. As a consequence, H–H2 transition and C+ –C–CO transition

shift towards the surface, in contrast to a situation where di↵usion is absent. This

di↵usion-induced shift substantially influences the chemistry of the PDR. The

chemistry of electrons, H,H2, C
+, C, CO,CH,CH+, O, and OH show a significant

impact when di↵usion is added. C, C+, CS+, and HCO+, and their isotopologues,

show changes (� 10%) in the integrated intensities. The integrated line intensity

ratio of 13CO (1! 0)/ 12CO(1! 0), [12CII]/12CO(1! 0) and [12CI]/12CO(1! 0)

shows  30% change when di↵usion is added. Observations with telescopes such

as ALMA or JWST can verify these changes in the intensity of specific organic

molecules, allowing for investigating non-stationary chemistry e↵ects resulting

from the di↵usion of gas in the PDR.
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PD. Dr. Markus Röllig for his assistance, valuable suggestions (both academic

and personal), and input. Thank you for the intense debugging sessions. Without

his support, this modeling work would not have been possible. I am extremely

grateful to Prof. Dr. Jürgen Stutzki for creating this terrific group together and

Prof. Dr. Dominik Riechers for continuing the support. I would like to extend

my sincere thanks to members of my thesis advisory committee, Prof. Dr. Frank

Bigiel and Prof. Dr. Peter Schilke, for their valuable suggestions and to Prof.

Dr. Berenike Maier for chairing my thesis committee.

I am deeply indebted to my o�cemate Craig Yanitski for the hours-long dis-

cussions about PDRs, di↵usion, clumps, and life. Thank you for the Spotify

playlists. If I know how to add a comma correctly, it is because of him. I would

also like to thank Dr. Slawa Kabanovic and Dr. Cristian Guevera for helping me

whenever needed. Words cannot express my gratitude to Dr. Slawa Kabanovic

enough for his support while dealing with the German administration. Without

his intervention, I would have been homeless and penniless in the last months.

I would like to thank Dr. Yoko Okada for her support and guidance, which

helped me navigate through my professional life. I would also like to thank

Dr. Veena V.S. and Roya Hamedani Golshan for their support, suggestions,

and guidance. For their advice, criticism, and support throughout my time at

the University of Cologne, I would like to thank Dr. Juan Luis, Dr. Christof

Buchbender, Dr. Robert Simon, Dr. Ronan Higgins, Dr. Nicola Schneider, Parit

Mehta, Daniel Viera, Jonathan Clarke, Arron Beyer, and other group members. I

would definitely miss the lunch table discussions and Feierabend bier. I would be

remiss in not mentioning Bettina Krause, Ste� Simon, and Dr. Petra Neubauer-

Guenther for their unconditional support. I acknowledge SFB 956 and BCGS for

their support.

Thanks should also go to Dr. Phuong Glaser and my IFS peers (2022-2023

batch) for supporting and guiding me through the last years of my Ph.D. I am
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Chapter 1

Introduction

The interstellar medium (ISM) is a complex system encompassing di↵use gas

clouds and small (nanometer to micrometer range) dust particles with many pro-

cesses to consider (Ferrière 2001; Wakelam et al. 2017). The interstellar clouds

are divided into (Draine 2011) dark clouds (cold molecular gas, temperature ⇠
10 - 20 K), di↵use clouds (cold atomic gas, temperature ⇠ 100 K), and translu-

cent clouds (atomic and molecular clouds). The remaining interstellar matter

constitutes: mostly neutral warm (T ⇠ 104K ) atomic, warm ionized, and hot (T

⇠ 106K ) ionized gas, spread between the clouds (Ferrière 2001). ISM-specific

volumetric heating functions and radiative cooling determine the equilibrium of

the neutral ISM. Molecular clouds are multiphase (Klessen & Glover 2016), and

the initial models assumed that di↵erent phases were in pressure equilibrium with

each other (Ferrière 2001). The balance between gravitational potential energy

and kinetic energy is crucial for the evolution of molecular clouds, despite the

e↵ects of magnetic fields, external pressure, and other parameters (Sun et al.

2018). This balance is explained using the virial theorem, which states that the

cloud will maintain equilibrium if the gravitational potential energy is twice the

internal thermal energy. The impact of virial parameter ↵vir on the star formation

is explored by many authors (e.g., McKee & Zweibel 1992; Padoan & Nordlund

2011).

The recent observations of HI (Wang et al. 2020) show that interstellar turbu-

lence mixes the cold neutral medium (CNM) and warm neutral medium (WNM).

Turbulent motions in the interstellar medium (ISM) can mix gas, dust, and other

quantities over various spatial scales. This mixing impacts the chemical, dynamic,

and structural evolution of the ISM. In recent years, studies (e.g. Ballesteros-

Paredes et al. 2006) have revealed that turbulence is a rudimentary component

in molecular clouds that determines the properties such as star formation rates,

morphology, lifetimes, etc.

Turbulence consists of eddies of di↵erent sizes. The larger eddies can also

1



2 Introduction

contain smaller eddies. The energy is transferred to the smaller eddies when the

large eddies are unstable and break up (Larson 1981). The energy transfer from

the larger eddies to the successively smaller eddies is called an energy cascade,

which continues until the eddy motion is stable and molecular viscosity e↵ectively

dissipates the kinetic energy. Eventually, this hierarchy produces structures on

tiny enough scales that molecule di↵usion or other forms of dissipation become

significant. The turbulent eddies grow so small that they become random thermal

motion, and their kinetic energy converts to heat, which can be radiated away

(Mac Low & Klessen 2004; Klessen & Glover 2016). The dissipation of turbulent

energy can a↵ect the fragmentation of the molecular clouds, influencing the mass

distribution.

The three Larson (Larson 1981) scaling equations have supplied the funda-

mental observational limits on molecular cloud dynamics for nearly thirty years.

Larson established a power-law scaling between velocity dispersion, �v, and cloud

size, L, with an index of 0.38, using data from the literature at the time; an inverse

link between the mean density of the cloud,hnMCi, and L, and the relationship

2GMMC/�
2

v
L ⇡ 1. Traditional interpretations of these scaling relationships lead

to the following conclusions: (a) molecular clouds are turbulent structures; (b)

there is no significant variation in the mass surface density throughout molecular

clouds; and (c) there is an equipartition between the gravitational and kinetic

energy densities.

Stutzki et al. (1998) used wavelet analysis to characterize the velocity field

in the interstellar cloud. Mac Low & Ossenkopf (2000) tried to characterize the

interstellar turbulence using the �- variance method. One of the interesting

findings from their work is that the magnetic fields influence the energy trans-

fer to lower scales from larger scales and tend to destroy the fractal structure.

The interstellar turbulence also leads to large density fluctuations across di↵er-

ent spatial scales, from large-scale filaments to small-scale clumps. These dense

filaments and clumps can provide favorable conditions for gravitational collapse

and subsequent star formation.

Turbulent di↵usion is crucial in promoting the formation or destruction of

chemical species, and it a↵ects the chemical composition and local condition

of the molecular cloud, which in turn impacts star formation e�ciency. Dust

grains act as catalysts for forming molecules, increasing the e�ciency of chemical

reactions. The di↵usion coe�cients associated with turbulent motions a↵ect the

transport of magnetic fields, momentum, and chemical species within the ISM,

influencing the dynamics of the molecular cloud and the formation of protostellar

disks. Turbulence causes the di↵usion process to be more e�cient at smaller

scales. Molecular clouds are the primary constituents that establish how the

Turbulent mixing in photodissociation regions 2



3

star formation process unfolds within galaxies (McKee & Ostriker 2007). Hence,

investigating the dynamical state of molecular clouds is vital in the understanding

of star formation in galactic (e.g., Sun et al. 2018) and extra-galactic scales (e.g.,

Kaufman et al. 1999). There are many studies (e.g., Xie et al. 1995; Willacy et al.

2002; Levrier et al. 2012) conducted previously to explain turbulent mixing and

di↵usion.

Photodissociation regions (PDRs) contain most of the atomic and molecular

gas in a galaxy and are influenced by far-UV radiation, which drives the chemistry

and heating of the PDR. The dynamics of these regions depend on the molecules

or atoms present and the interaction with them and photons. The gas compo-

sition in the PDR will give rise to absorption and emission lines due to various

chemical reactions. Molecular lines in these regions have broad profiles imply-

ing the presence of supersonic motions of cloud material. Line emissions from

PDRs can help guide our understanding of the local conditions and unanswered

questions on star formation and feedback.

The impact of turbulence on the chemical structure of interstellar clouds

has been explored from several angles. The study by Xie et al. (1995) inves-

tigated a sphere with isothermal properties, characterized by a gas temperature

of Tgas = 10K, and radius of 1.11 pc. The study employed a model incorpo-

rating 87 distinct species that underwent formation and destruction via 1100

reactions, which included cosmic ray ionization, photodestruction processes, and

CO self-shielding. Notwithstanding, the model lacked the incorporation of iso-

topes, interactions between gas and dust, H2 self-shielding, or H2 formation and

energy balance. They reported significant modification in the abundance of some

species, such as C, C+, H2O, O2, and O. In their investigations,Yate & Millar

(2003) expanded upon these findings by integrating adsorption on the grains. In

contrast to the study conducted by Xie et al. (1995), this research employed a

more extensive chemical network consisting of 127 species and 1669 reactions,

excluding nitrogen and all the negative ions apart from electrons. Their research

found that introducing di↵usive mixing in relatively modest quantities can delay

the freeze-out process at the center of the cloud. This is attributed to the inward

di↵usion from the edges of the cloud. They also tested the influence of sticking

parameters on di↵usion coe�cients.

The research conducted by Willacy et al. (2002) incorporating the turbu-

lent di↵usion together with H2 and CO self-shielding with gas-grain interaction

showed that HI is highly sensitive to the di↵usion process and can be used as

a tracer. They also showed that the ratio C/CO and H/H2 show the di↵usion

e↵ects. The inclusion of freezeout in the di↵usion model has been observed to be

su�cient in explaining the presence of O, C, CO, H2O, and O2 (Willacy et al.

3



4 Introduction

2002). According to Bell et al. (2011), turbulent mixing a↵ects the chemistry

of deuterium within molecular clouds. This investigation found that di↵usion

causes an increase in ionization fraction and a decrease in the freezing of heavy

molecules, leading to a reduction in the e�ciency of deuteration. Their analysis

also found that the turbulent mixing expanded the atomic region, which helped

explore the observed atomic D/H ratio.

Using a post-processing technique, Levrier et al. (2012) investigated the chem-

ical structure of turbulent photo-dominated areas (PDRs) and discovered that

the abundances of several molecules (e.g., H2, CO, CH, and CN) deviate signif-

icantly from a homogeneous PDR model. The research conducted by Lesa↵re

et al. (2007) employed a plane-parallel model to examine the interaction between

a cold neutral medium and a warm neutral medium with varying temperatures.

This paper integrated the concepts of energy balance, cosmic ray ionization, and

photodissociation of H2. However, they did not consider the CO self-shielding.

This study contains 138 reactions, encompassing isotopes, gas-dust interactions,

H2 self-shielding, and H2 formation. With their research, they concluded that the

turbulent di↵usion could help in interpreting the warm H2, formation of CH+,

and presence of H3

+. They also found that molecular production in the cloud is

increased, increasing the abundance of OH,H2O,CO,CH+, and H3

+. In contrast

to the study by Bell et al. (2011), Lesa↵re et al. (2007) found that the turbu-

lence mixing expands the molecular region. Many other studies like O↵ner et al.

(2013); Glover & Mac Low (2007); Glover et al. (2010); Valdivia et al. (2016)

included the magnetic field into consideration.

The dynamic process on a large scale determines the local properties (tem-

perature, densities, etc.) of di↵erent phases of ISM (Chevance et al. 2020). To

comprehend the large-scale dynamics of the ISM, one needs a profound knowledge

of the underlying microphysics. This study aims to quantitatively understand how

dynamic mixing between di↵erent layers of PDRs influences local conditions. Dif-

fusion coe�cients quantify the rate at which material is transported and mixed

by turbulent motions. Mixing between di↵erent layers of PDRs can shed light on

understanding the molecular clouds and ISM better (Lesa↵re et al. 2007). The

molecular line observations can assist in understanding the influence of material

transport in the ISM (Shu et al. 1987; Blake 1988). Typically turbulence is traced

by 12CO (Szűcs et al. 2014). However, 12CO is optically thick, making it less use-

ful throughout the cloud (Xie 1997; Peñaloza et al. 2018). The isotopologues
13CO or C18O can be used. In low-density regions of the PDR, the CO is mostly

photodissociated and left with C+ whereas, in the high-density regions, CO will

freeze out onto the dust grains. This chemical inhomogeneity makes using CO as

a good tracer at low-density PDRs challenging. So it is necessary to understand

Turbulent mixing in photodissociation regions 4
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which species could be used as tracers.

The key objective of this thesis is to integrate the dynamics and chemistry

of the photodissociation region (PDR) in order to comprehend the e↵ects of

di↵usion on local conditions, such as gas temperature, abundance profiles, and

the chemistry of di↵erent species. This study aims to determine the boundaries

of the mixing length scales and di↵usion coe�cients and explore other molecular

tracers. These investigations will contribute to a better understanding of the

local conditions of the ISM.

5
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Chapter 2

Photodissociation Regions

Energy radiated by stars in star-forming galaxies significantly impacts their sur-

roundings. The energy absorbed by atoms and molecules may be re-radiated at

longer wavelengths (Draine 1978). A significant fraction of the absorbed energy

changes the temperature of the region, and the formation and destruction of var-

ious species, especially H2. The regions where chemistry or heating is dominated

by far-UV radiation are called photodissociation regions or PDRs (Sternberg &

Dalgarno 1995). These regions are also called photon-dominated regions. How-

ever, calling a photon-dominated region would bring ambiguity into a listener’s

mind because the interstellar region is photon-dominated. Therefore, this thesis

exclusively uses the term photodissociation regions.

PDR contains most of the ISM, which caught astronomers’ attention in the

last forty years (Tielens & Hollenbach 1985). The introduction of di↵erent tele-

scopes and advancement in computational modeling helps a lot in the studies of

these regions. With the observations made by telescopes like Herschel (Fischer

et al. 2004; Pilbratt et al. 2010) and SOFIA(Young et al. 2012), galactic scales of a

few parsecs are resolved. ALMA and JWST will map the extra-galactic observa-

tions, which could explain the extra-galactic PDRs. The upcoming FYST/CCAT

prime will also contribute significantly to PDR research. This chapter provides a

comprehensive overview of the structure and chemical composition of PDRs and

the astronomical conventions and terminology used in this thesis.

2.1 Absorption, emission, and Einstein’s coe�-

cients

Electrons can transition between the energy levels by absorbing or emitting

quanta of energy. The lowest energy state is the ground state of the electron.

The amount of photons needed to excite or de-excite an electron varies based

7
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8 Photodissociation Regions

on the energy di↵erence between levels. Absorption happens when electrons ab-

sorb energy, causing them to move to a higher energy state. On the other hand,

emission occurs when an electron releases energy and returns to a lower energy

state. Conversely, atoms emit light when heated or excited at high energy levels.

Consider an absorber X at level l is irradiated with a photon of energy Eu � El

then,

Xl + h⌫ �! Xu, h⌫ = Eu � El. (2.1)

If the level l has a number density nl, the absorption rate of photons is propor-

tional to the density of photons with su�cient energy and the number density

nl. ✓
dnu

dt

◆

l!u

= �
✓
dnu

dt

◆

l!u

= nlBluu⌫ , ⌫ =
Eu � El

h
. (2.2)

The proportionality constant Blu is the Einstein B coe�cient for the transition

l ! u. An absorber X in the excited level u can emit radiation and reach a lower

level l via spontaneous or stimulated emission.

spontaneous emission :Xu ! + Xl

+h⌫, ⌫ =
Eu � El

h
(2.3)

stimulated emission :Xu + h⌫ ! + Xl + 2h⌫, ⌫ =
Eu � El

h
(2.4)

Spontaneous emission is independent of the presence of a radiation field. There-

fore, the probability for spontaneous emission per unit volume is Al Einsteins A

coe�cient (Draine 2011).

2.2 Lines and observations

Absorption will occur when the incident radiation has energy greater than or

equal to the energy gap between the two levels of an atom or molecule. Emission

occurs when an atom or molecule emits radiation equal to the di↵erence between

the two levels. The emission and absorption of di↵erent species in the interstellar

medium help an astronomer observe and interpret the region. The absorption

spectrum is observed against a continuum source behind the target. The light

emitted by the source will be absorbed by the target. The missing lines in the

continuum spectra will help to understand the absorption. The transition between

di↵erent energy levels of an atom or molecule is governed by selection rules. The

electric dipole transitions follow the following rules (Draine 2011).

1. orbital angular momentum quantum number: �L = 0,±1

2. total angular momentum quantum number:�J = 0,±1. However, J = 0! 0

Turbulent mixing in photodissociation regions 8
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is forbidden

3. spin angular momentum quantum number does not change:�S = 0

4. �l = ±1

5. Parity must change

The electric dipole transitions are allowed transitions. The transitions which

follow all the rules except the spin angular momentum are semi-forbidden. The

transitions which do not follow the spin angular momentum and fail to fulfill at

least one of the rules from above are forbidden.

While writing the lines and their ionization, astronomers follow certain con-

ventions. If an atom or molecule is neutral, then ”I” will be written. For a singly

ionized atom/molecule, ”II” and doubly ionized atom/molecule, ”III” will be writ-

ten. For example, atomic hydrogen would be HI, and atomic carbon would be

written as CI. C+ would be written as CII. A forbidden line will be written inside

a square bracket, e.g.: [CII]. A line that is semi-forbidden would be written, e.g.,

CI] Semi-forbidden lines are 106 times weaker than the allowed transitions, and

forbidden lines are 102 � 106 times weaker than the semi-forbidden lines (Draine

2011). In a high-density region, the excited states would be depopulated by col-

lision reactions. However, in the lower density regions like interstellar medium,

collisions are su�ciently infrequent, and excited states would depopulate via for-

bidden transitions. Hence, these forbidden lines are essential in astrophysics.

2.3 Composition of the PDR

The composition of the interstellar medium (ISM) is complex and consists of

various components. The primary constituents of the ISM include dust, gas,

interstellar radiation fields, and cosmic rays (Draine 2011). Among these, dust

accounts for only 1% of the total mass of the ISM (Herbst 1995). Hydrogen

and helium gases account for 70% and 28% of the total gas mass, respectively

(Klessen & Glover 2016). Other elements contribute to the remaining 2%. Even

though the ionized gas contributes less than 25% of the total gas mass, it occu-

pies the majority of the volume of the ISM. The regions dominated by neutral

atomic gas (H,He) or molecular gas (H2) contributes more to the total mass of

the ISM (Klessen & Glover 2016). The interaction of gas and dust with the in-

terstellar radiation field determines the chemical and thermal state of the gas.

Cosmic rays comprise 99% nuclei (protons, alpha, and metal nuclei) and 1% elec-

trons, making them high-energy, relativistic particles Klessen & Glover (2016).

9



10 Photodissociation Regions

Figure 2.1: Fractional density profile of species
in a PDR using KOSMA-⌧PDR model. Model
parameters: table [3.1].

Although not yet discussed,

polycyclic aromatic hydrocar-

bons (PAHs) are a crucial con-

stituent of PDR. They are

large organic molecules with

one or more benzene rings

(Klessen & Glover 2016). The

absorption rate of PAHs is

small. However, the e↵ect of

photons on the internal en-

ergy of the molecule is signif-

icant. The photon absorption

puts the molecule in an excited

state, which subsequently un-

dergoes infrared transitions to return to its ground state. Therefore, it exhibits

dominance over shorter wavelengths. For further details, refer to Bakes & Tielens

(1998); Fuente et al. (2003); Arab et al. (2012); Hollenbach et al. (2012); Röllig

et al. (2013); Klessen & Glover (2016). PAHs are a good tracer of the formation

of massive stars due to their dependence on the strength of the UV radiation

field.

Figure 2.2: A simplified PDR structure sandwiched between the HII region and
dark cloud (adapted from Hollenbach & Tielens 1999; Wolfire et al. 2022). Here
the star is assumed to be on the left side.

2.4 Structure of a PDR

The formation of stars involves the collapse of dense and cold molecular gas due

to gravity. When massive stars reach the main sequence, they emit high-energy

ultraviolet radiation while still surrounded by dense gas. Figure [2.2] depicts a

Turbulent mixing in photodissociation regions 10
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one-dimensional photodissociation region that is adjacent to the ionized (HII)

region as a function of the hydrogen column density. The OB stars (on the left

side of Figure [2.2]) emit radiation that ionizes the surrounding areas, creating

the HII region (Draine 2011). This high-energy ultraviolet radiation causes pho-

todissociation and photoionization of nearby molecules, increasing the number

of free particles and the gas temperature to ⇠ 104 K. Consequently, the thermal

pressure increases, and the surrounding low-pressure region is pushed away by the

high-pressure region (Draine 2011). The ionization front is the boundary between

the ionized and neutral regions. Ionization fronts are classified into D-type and

R-type (Maillard et al. 2021). A shock wave precedes the former, whereas the

latter is not. The region between the ionization front and the dark cloud is called

PDR, and the boundary close to the ionization front is the dissociation front. A

dark cloud is an opaque molecular core where the chemistry has no changes due

to FUV radiation. Cosmic rays dominate the chemistry and the heating in the

dark cloud (Kaufman et al. 1999).

Self-shielding is a phenomenon when

the photoexcitation transitions be-

come optically thick, preventing the

photoexcited molecule in question

from being directly exposed to light

(Draine 2011).

In the atomic region, ⇠ 50% of the

mass of the cloud will be in atomic hy-

drogen. Whereas in the molecular re-

gion, ⇠ 50% of the mass of the hy-

drogen would be in the molecular form

(Draine 2011). The transition between

the atomic and molecular regions is

crucial in the chemistry of the pho-

todissociation region because the formation or destruction of many molecules

has reactions with H2 as an intermediate step (Maillard et al. 2021). Figure [2.1]

illustrates the fractional abundance of di↵erent species as a function of distance

from the surface of the cloud. Neutral H,He,O and singly ionized metals such as

Si+, C+, and Fe+ comprises the gas in the outer layers of the PDR structure.

Figure [2.3] depicts the heating and cooling rates for the selected reactions in

the PDR. Photoelectric heating (Draine 1978) contributes mainly to the heating

rates, while the [CII] and [OI] lines contribute to the cooling rates. The gas

cools by line radiation, whereas the dust cools by continuum radiation, making

the gas temperature higher than the dust temperature. Due to dust opacity,

FUV radiation declines deeper in the cloud. Most of the cloud will be converted

into molecular hydrogen approximately around an Av of 2 (the precise value of

Av depends on G0/n (Draine 2011)). Around an Av 2 � 4, C+ is recombined to

form C and then form CO. The region between H2 formation and CO formation

is called CO-poor or CO-dark molecular gas (Glover et al. 2010). In these regions,

the [CI] and [CII] lines are the top contributors to the cooling rates. Around an

11



12 Photodissociation Regions

Figure 2.3: Heating and cooling rates in a PDR modeled using the KOSMA-
⌧ PDR model. Model parameters: table [3.1].

Av of 10, dissociation of O2 is no longer substantial (Draine 2011). The cooling

of the gas is facilitated through the rotational transition of CO, while its heating

is attributed to the ionization caused by cosmic rays. C, CO,O, and H2O are

the predominant cooling reactants of the molecular gas in the ISM. However, the

relative abundances of various coolants can modify the total cooling rates. In the

PDR, H2 formation and cosmic rays are the predominant heating mechanisms.

For more details about the heating and cooling mechanisms, see Draine (1978);

Hollenbach (1988); Bakes & Tielens (1994); Pan & Padoan (2009); Kazandjian

et al. (2012).

2.5 Chemistry of PDRs

Molecular clouds are rich in chemistry. The Cologne Database for Molecular

Spectroscopy (CDMS) has about 270 molecules detected. The local conditions

influence the chemistry of the PDR and vice versa. Every molecule is created

or destroyed through a series of chemical reactions, which can be summarized

into chemical networks. For example, Figure [2.4] shows hydrogen, oxygen, and

carbon chemical networks. This separation into di↵erent networks is for clarity;

Turbulent mixing in photodissociation regions 12
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2.5 Chemistry of PDRs 13

in reality, the chemistry is not separable but rather intertwined. Many species

like H2, CO, and HCO+ appear in multiple chemical networks. Every reaction is

characterized by a reaction coe�cient which is defined as the number of reactions

per cm3 and per second. A detailed explanation of di↵erent chemical networks

refers to Sternberg & Dalgarno (1995).

The temperature and radiation field notably influences the chemistry of the

PDR. Moreover, the coexistence of diverse species explains the evolution of the

star-forming region and the formation of molecular clouds. When we look into

the chemistry of PDR, a significant fraction depends on H2 formation and de-

struction. The availability of H2 leads to the formation of other species. At low

temperatures, primarily exothermic reactions are found with a potential barrier

to overcome (activation barrier). But at higher temperatures, such as in shocks

or PDR, endothermic reactions occur.

(a) Hydrogen

(b) Oxygen

(c) Carbon

Figure 2.4: Chemical networks of oxygen, hydrogen, and carbon. Taken from
Sternberg & Dalgarno (1995)

The important chemical reactions are summarised as follows. A detailed ex-

planation is provided in Sternberg & Dalgarno (1995); Draine (2011).

13
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1. Photoionization: AB + h⌫ �! AB+ + e�

The successful occurrence of this reaction necessitates that the energy pos-

sessed by the incident photon is either equivalent to or surpasses the energy

threshold required for ionization. The ionization energy of H2 is measured

to be 15.43eV, which explains the absence of photoionization of H2 in HI

regions (Draine 2011). For example:

C + h⌫ �! C+ + e� S + h⌫ �! S+ + e�

2. Photodissociation: AB + h⌫ �! A+ B

Molecular clouds contain primarily neutral molecules. Hence, neutral reac-

tions are necessary and frequent. Even though the neutral-neutral reaction

is exothermic, there is often an energy barrier to overcome. For example:

OH + h⌫ �! O+H CH+ + h⌫ �! C + H+ (2.5)

3. Ion-neutral exchange: AB+ + C �! AC+ + B

This reaction occurs rapidly and is essential in molecular cloud chemistry

because the energy barriers are non-existent for these exothermic reactions,

even at low temperatures. Also, because of the induced-dipole interaction,

ion-neutral rate coe�cients are substantial. For example:

OH + h⌫ �! O+H CH+ + h⌫ �! C + H+ (2.6)

4. Neutral-neutral exchange: AB + C �! AC+ B

Frequent exchanges of neutral particles are commonly observed within molec-

ular clouds, primarily due to the high abundance of neutral species within

these environments. For example:

OH + H ��! O+H2. (2.7)

5. Radiative association reactions:

A+ B
kf �!
kd

(AB)?
kr��! AB + h⌫, (2.8)

where kf , kd, and kr are the reaction rate coe�cients. A photon is emitted

from the excited complex, (AB)?, which is created by this reaction. If the

photon is not emitted, the complex will fly apart at a vibrational speed of

⇠ 10�14 s.

The most prevalent molecule in the Universe, molecular hydrogen, dominates

Turbulent mixing in photodissociation regions 14



2.5 Chemistry of PDRs 15

(a) formation reaction rates

(b) destruction reaction rates

Figure 2.5: Formation and destruction reactions of H2 using KOSMA-⌧ PDR
model. Model parameters: table [3.1].

the mass budget of interstellar gas, especially in areas where stars are forming.

Figure [2.5] shows the five biggest contributors to the formation and destruction

reactions of H2. Because it is so prevalent, molecular hydrogen is essential for the

emergence of other molecular species. A crucial intermediate step in the chemical

pathway toward many simple abundant interstellar substances is ion-molecule

interactions involving molecular hydrogen followed by dissociative recombination

(Cazaux & Tielens 2004). As the primary collision partner in dense clouds,

molecular hydrogen controls the excitation and, by extension, the cooling of the

gas. Also, molecular hydrogen can significantly cool, particularly in hot gas

areas. The formation of H2 is mainly via grain catalysis, and destruction is via

photodissociation (H2 + h⌫ ! H+H and kinetic energy).

When a star illuminates a gas cloud, some chemical reactions with an activa-

15
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tion barrier can occur. For example,

C+ +H2 + 0.4 eV �! CH+ H,

or in terms of energy �E/k = 4600 K (Valdivia et al. 2017). This reaction

happens only at higher temperatures which reduce the availability of the species

CH+ and CH on the surface of photodissociation regions. Due to the low density

of the molecular cloud, the timescale of the chemical reactions is of the order of

106�107 years, whereas the lifetime of the cloud is 107�108 years (Draine 2011).

For a cloud with a surface density of n = 104cm�3, the collision time scale is of

the order of months.

Turbulent mixing in photodissociation regions 16



Chapter 3

PDR Modelling

Astrochemical models of ISM have been available for the last fifty years. Due to

the development of computational and observational techniques in the past forty

years, there has been a tremendous improvement in the complexity of the mod-

els. The initial PDR models were created to explain the observed fine-structure

emission (Gierens et al. 1992). Some of them are further developed and used to

explain di↵erent observational data. As the computational infrastructure devel-

oped, models became more complex, from plane parallel to spherical, 1D to 3D,

and complex chemical and dynamic structures.

The plane parallel PDR model consists of layers that are parallel to each

other, as seen in the Meudon PDR code (Le Petit et al. 2006). Depending on the

needs, the model can have either uni-directional illumination (Figure [3.1a]) or bi-

directional illumination (Figure [3.1b]). The Meudon PDR model focuses on the

precise treatment of chemical and physical processes, including hundreds of di↵er-

ent species with surface and gas phase reactions. A spherical PDR structure typ-

ically features isotropic illumination (Figure [3.1b]), as in KOSMA-⌧ PDR model

(Stoerzer et al. 1996; Röllig & Ossenkopf-Okada 2022, and references therein).

The KOSMA-⌧ PDR model is extended to 3D using the clumpy approach (Cu-

Figure 3.1: Geometry of the PDR model, plane-parallel geometry with rays (black
arrows) coming from only a) one side and b) from both sides and c) spherical
geometry with isotropic illumination. The color gradient shows that temperature
is high at the surface and decreases as it moves to the center.

17
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18 PDR Modelling

Table 3.1: Reference model parameters

parameter values units

radius, r 2.13 pc
surface density, nsurf 104 cm�3

mass of the clump, M 104 M�
UV field, � 100 Draine field
density profile, ⇠ 0, 1.5
gas temperature, Tgas 50, 70, 120 or non-uniform (Figure [3.5]) K
dust temperature, Tdust 20 or non-uniform (Figure [3.5]) K
cosmic ray ionisation rate, ⇣CR 2.5⇥ 10�16 s�1

bick et al. 2008; Andree-Labsch et al. 2017; Yanitski et al. 2023).

Other PDR models are CLOUDY (spectral synthesis code which simulates

the conditions in the interstellar matter Ferland et al. 2013, 2017), UCL PDR

(1D, time-dependent PDR model, Bell et al. 2005; Priestley et al. 2017; Bell

et al. 2006), and 3D-PDR (3D extension of UCL PDR). PDR Toolbox (Pound &

Wolfire 2008; Kaufman et al. 2006; Pound & Wolfire 2011) is an open-source tool

that provides an exhaustive set of computed models to understand observations.

With the new development in computational power, MHD models (Glover et al.

2010; Kritsuk et al. 2017; Bisbas et al. 2012) are also solving PDR physics using

small chemical networks. Röllig et al. (2007) was the first to attempt to bench-

mark the various PDR models. The main parameters to consider in the modeling

are:

o radius/mass of the cloud (r)

o cloud density (nsurf) or pressure

o radiation field (�)

o temperature (T )

o grain scattering properties

o H2 formation rate coe�cient

o geometry/ clumpiness

o chemical reactions and gas phase abundances

o magnetic field

Turbulent mixing in photodissociation regions 18
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3.1 KOSMA-⌧ PDR Model 19

Figure 3.2: A slice of the KOSMA-⌧ PDR model cloud showing the PDR struc-
ture with di↵usion. The FUV field passes through the cloud (black arrows),
which ionizes and dissociates the region. The di↵erent molecules in the cloud are
transported through it, as represented by the double-headed arrows.

3.1 KOSMA-⌧ PDR Model

Every PDR model must solve di↵erential equations in a self-consistent way in a

chosen geometry for gas temperature, radiation field, and abundance of di↵erent

species. KOSMA-⌧ PDR model uses spherical geometry with isotropic illumina-

tion (Röllig et al. 2007). As you move from the surface of the cloud to the center,

the UV field reduces the intensity, as species will absorb and re-radiate it. As a

result, the temperature is higher at the surface of the cloud than at the center of

the clump. The core of the cloud has a radius of 20% of the size of the clump.

A 1D PDR configuration in spherical coordinates uses an isotropic FUV ra-

diation field with radiation from all sides (Figure [3.2]). Due to the significant

scattering of interstellar dust in the FUV band, this assumption is reasonably

accurate for the average ambient FUV field in the Galaxy and for local FUV

sources if the PDR is embedded in a di↵use medium (Röllig & Ossenkopf-Okada

2022). The strength of the radiation field � is in the units of Draine fields

�D = 2.6 ⇥ 10�3 ergs cm�2 s�1 (integrated between 91.2nm and 200nm) (Draine

1978). The KOSMA-⌧ PDR model uses modular chemistry (Röllig & Ossenkopf-

Okada 2022), i.e., you can add or remove a species with at least one destruction

and formation reaction. Every point in the spherical shell calculates the abun-

dance, temperature, and UV field density by solving a series of chemical equations,

energy balance, and level populations. Since these components are interdepen-

dent, an iterative method is required to solve the di↵erential equations (Figure

[3.1.2]). These results are stored in the HDF file format.

19
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3.1.1 Mass and surface density of the clump

The radial density profile of the clump is (Gierens et al. 1992; Cubick et al. 2008;

Röllig & Ossenkopf 2013; Röllig & Ossenkopf-Okada 2022)

n(r) = nsurf

8
<

:

�
r

R

��⇠

, forRcoreR 6 r 6 R

R
�⇠

core
, r 6 RcoreR,

(3.1)

where nsurf is the total hydrogen nucleus number density(nsurf = nH,surf+2nH2,surf)

at the surface of the clump and Rcore is the radius of the core of the clump. When

⇠ is zero, the clump will have a constant density nsurf irrespective of r. However, in

a realistic cloud model, the density of the cloud is depth (r) dependent (Gierens

et al. 1992). The molecular cloud can be considered as the dens core with a

di↵used PDR envelope, as shown in Figure [3.3].

The mass of the clump (Gierens et al. 1992) is calculated as follows,

M ⇡ 8.41629⇥ 10�58
M�


12nsurf⇡R

3

9� 3⇠
� 4n⇡R3

R
3�⇠

core

9� 3⇠

�
(3.2)

If we consider a sphere of constant density (⇠ = 0) and Rcore = 20%R, then th

equation [3.2] will be,

M ⇡ 3.52541⇥ 10�57
nsurfR

3
M�. (3.3)

Figure 3.3: The radial density profile as a function of distance from the surface
of the clump. Model parameters: table [3.1]
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3.1 KOSMA-⌧ PDR Model 21

e– , H, H2, H
+, H2

+, H3

+, He+, He, O+, O, C+, C, 13C+, 13C,

OH+, OH, O2, CO+, CO, CH+, CH, 13CO+, 13CO, 13CH+,

13CH, HCO+, H2O
+, H2O, H13CO+, CH2

+, 13CH2

+, H3O
+, CH2,

CH3

+, SO2, SO+, SO, S+, S, OCS+, OCS, HS+, HS, HCS+,

H2S
+, CS+, CS, 18O+, 18O, O18O, H18

3
O+, H18

2
O+, H18

2
O, 18OH+,

18OH, HC18O+, H13C18O+, C18O+, C18O, 13C18O+

Table 3.2: List of 61 species used in this PDR model.

3.1.2 Numerical iteration scheme

The numerical iteration scheme of the KOSMA-⌧ PDR model is shown in Figure

[3.4]. The iteration scheme is summarised here, and for a detailed explanation,

refer to Röllig & Ossenkopf-Okada (2022). KOSMA-⌧ PDR model uses a pre-

processed dust model as an input. The dust properties are calculated by assuming

a size distribution and composition as given by Weingartner & Draine (2001) or

Mathis et al. (1977). For this model, the Mathis et al. (1977) dust model is used,

and for more detailed explanations of dust models in KOSMA-⌧ PDR model,

refer to Röllig et al. (2013).

The iterative scheme starts with an initial guess of the radiation field, tem-

perature, and abundance. During a local iteration, the model will try to balance

chemical, heating, and cooling rates to calculate the abundance and temperature.

Once chemical and energy balance is achieved (local iteration), the position of the

next shell will be determined. The spatial positions are neither fixed nor are they

input parameters. Using the Bulirsch-Stoer algorithm (Bulirsch & Stoer 1964)

KOSMA-⌧ computes the position of the subsequent shell from the current shell

(Röllig & Ossenkopf-Okada 2022). With this adaptive mesh refinement (AMR)

technique, the H–H2 transition and atomic carbon to CO transition are su�-

ciently resolved numerically.

The Bulirsch-Stoer algorithm (Bulirsch & Stoer 1964) solves di↵erential equa-

tions numerically. This modified Euler technique approximates the solution

to a di↵erential equation using a series of increasingly fine grids and then

extrapolates to locate the solution on the finest grid. This enables the algo-

rithm to attain higher precision compared to previous techniques that employ

a single grid. The algorithm is named after its designers, Jürgen Bulirsch and

Roland Stoer.

Every global iteration contains multiple spatial loops (shells), which are spatial

21
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3.1 KOSMA-⌧ PDR Model 23

positions from the surface of the cloud to the center. Once the center of the cloud

is reached, the model will try to solve the radiative transfer equations (Figure

[3.4]) to obtain photodissociation rates, FUV intensity, and other parameters.

All the positions in the cloud are non-locally coupled through this solution. As a

result, the local physical conditions computed in the local iterations are updated

based on the solution to the radiative transfer solutions. The heating and cool-

ing rates will be calculated from the revised absorption and emission of IR and

UV photons, which will change the local abundances. KOSMA-⌧ uses the final

column density of all the species as a measure to test the global convergence.

Once the global convergence is attained, the model will write abundance, column

densities, temperatures, and other properties of the modeled cloud into an HDF

file. Figure [2.1] shows the resultant abundance of selected species. Some of the

KOSMA-⌧ PDR model output is available in ASCII format, all in HDF4 or HDF5.

The Bulirsch-Stoer algorithm can be used as an adaptive mesh refining tech-

nique. It can automatically adjust the size and resolution of the grids used

to approximate the solution to a di↵erential equation. This is done by com-

paring the results obtained from di↵erent grids and refining the grid in areas

where the solution is not well-approximated. This allows the algorithm to

achieve higher accuracy with fewer calculations and makes it helpful in solving

problems with complex or changing solutions (Press et al. 2007).

Figure 3.5: The gas and dust temperature profile of the modeled clump. Model
parameters: table [3.1].

23



24 PDR Modelling

ID h/c Process

1 h/c Collisional de-excitation of vibrationally excited H2

2 h Photodissociation heating of H2

3 h H2–formation heating using 1/3 of the binding energy of 4.48 eV

4 c [O I] 3
P1 ! 3

P2(63 µm) line cooling

5 c [O I] 3
P0 ! 3

P2(44 µm) line cooling (negligible)

6 c [O II] 3
P0 ! 3

P1(146 µm) line cooling

7 h Cosmic ray heating (Glassgold et al. 2012)

8 h/c Grain photoelectric (PE) heating (minus recombination)

9 c 12CO line cooling (J = 0-49)

10 c [C II] 2
P3/2 ! 2

P1/2 (158 µm) line cooling

12 c [C I] 3
P2 ! 3

P0 line cooling

11 c [C I] 3
P1 ! 3

P0 line cooling

13 c [C I] 3
P2 ! 3

P1 line cooling

15 c 13CO line cooling (J = 0-49)

14 c [Si II] 2
P3/2 ! 2

P1/2(35µm) line cooling

16 c [H I] Lyman-↵ cooling (Spitzer 1978)

17 c H2O line cooling (Neufeld & Melnick 1987)

18 h/c Gas-grain collisions

19 c OH line cooling (including lowest 16 energy levels)

20 c [OI] 6300Å cooling (Bakes & Tielens 1994)

21 c H2 photodissociation kinetic cooling (Lepp & Shull 1983)

22 h Carbon photoionization heating (Tielens & Hollenbach 1985)

Table 3.3: The heating and cooling reactions used in the KOSMA-⌧ PDR model.
Taken from Röllig & Ossenkopf-Okada (2022).

3.1.3 Thermal balance

The evaluation of temperature is done at every position in the shell (see Figure

[3.5]) by solving heating and cooling reactions.

Etot(T )
S

s
=
X

h

�h(c
S

s
)�

X

c

⇤k(c
S

s
) = 0, (3.4)

where c
S

s
denotes the local conditions at global iteration S and position s. �h

denotes all the heating reactions and ⇤k denotes the cooling reactions. The table

[3.3] provides a list of heating and cooling rates. The heating and cooling rates

depend on the position of the shell in the PDR, as shown in Figure [2.3]. The

Turbulent mixing in photodissociation regions 24



3.1 KOSMA-⌧ PDR Model 25

solution of equation [3.4] determines the temperature at which all the heating

and cooling processes add up to zero. A detailed explanation of the temperature

solution is given in Röllig & Ossenkopf-Okada (2022).

Equation [3.4] clearly shows that the thermal balance depends on the local

conditions and is linked to the chemical balance. Once the di↵usion terms are

added, the thermal balance also should be maintained to attain a stable tem-

perature solution and steady state. However, the resulting chemical vector with

di↵usion would di↵er from that without di↵usion.

3.1.4 Chemical balance

A detailed explanation of the chemistry solver in the KOSMA-⌧ is given in Röllig

& Ossenkopf-Okada (2022). A comprehensive summary is given below. The

chemical pathways through which the species are formed or destroyed signifi-

cantly depend on the local FUV intensity, gas-phase abundance, gas and dust

temperatures, etc., and vary with depth. The chemical reactions are discussed

in §[2.5]. The density of every species i is calculated by solving the formation

and destruction reactions rates. The formation and destruction of species i at a

spatial position s is,

Fs

i
=

dn
s

i

dt
=
X

j,j0

kjj0njnj0 +
X

t

nt⇣̃it � ni

 
⇣̃i +

X

q

nqkqi

!
+


@n

s

i

@t

�

d

(3.5)

where nj,nj0 , and nq are the number densities of species that participated in the

formation or destruction. On the right-hand side, the first two terms represent

the formation of species i by the interaction of species j and species j’ and the

formation of the species i by the cosmic ray process and/or photoprocess of the

species t, respectively. The second-to-last term represents the sum of the destruc-

tion reactions of species i via photo-process (⇣̃) and two body collisions. The final

term is the formation/destruction via di↵usion transport. If the di↵usion flux gra-

dient is greater than zero, it is a formation reaction, and a negative value is a

destruction reaction. An example of non-di↵usive chemical reactions (formation

and destruction) of H2 is shown in Figure [2.5]. A detailed explanation of the

calculation of the di↵usion transport is given in the §[4.4].

The chemistry of the KOSMA-⌧ PDR model has been updated to include the

grain surface reactions (Röllig & Ossenkopf-Okada 2022). The gas-phase chem-

istry is also extended to include additional accretion and desorption reactions.
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Hence, eq.[3.5] becomes,
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i
=
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s
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dt
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X
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� kacc,ini +Kdes,insurf,i (3.6)

The lowercase k and uppercase K distinguish between chemical reaction rate co-

e�cients other than di↵usion and di↵usion reaction rate coe�cients, respectively.

Using eq.[3.6] we can write,

Fs

i
=

dn
s

i

dt
= Fs

i,c
+ Fd (3.7)

where,

Fs

i,c
=
X

j,j0

kjj0njnj0 +
X

t

nt⇣̃it � ni

 
⇣̃i +

X

q

nqkqi

!
� kacc,ini +Kdes,insurf,i,

(3.8)

Fs

i,d
=


@n

s

i

@t

�

d

. (3.9)

Here Fc denotes the chemical reactions other than di↵usion and Fd denotes the

contribution from di↵usion.

Di↵usion rate for species i at a spatial position s is written as,


@n

s

i

@t

�

d

=
@�

s

i

@x
=
@�turb

@x
+
@�mol

@x
+
@�thermal

@x
(3.10)

where �turb,�mol, and �thermal are total, turbulent, molecular, and thermal di↵u-

sion flux, respectively. The §[4.4] gives a detailed explanation of di↵usion rates.

A Newton-Raphson method with a Jacobi matrix can be used to solve the

partial di↵erential equations iteratively (Röllig & Ossenkopf-Okada 2022). Using

this method, KOSMA-⌧ computes an equilibrium solution to eq.[3.6].

Fs

i
=

dn
s

i

dt
(3.11)

The Jacobi matrix Q is a square matrix of size NSP ⇥NSP where NSP is the

total number of species in the model. The Jacobi matrix contains the partial

derivatives of the system of equations with respect to the density of the species

(ns

i
) at the shell where the solution is evaluated. The locally convergent method

will converge for a starting point su�ciently close to the root. The Jacobi matrix
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elements are,

Q(i, j) = �dFs

i

dn
s

i

= �
dFs

i,c

dn
s

i

�
dFs

i,d

dn
s

i

= Qs

c
(i, j) +Qs

i,d
(3.12)

where, i and j denotes species, and

Qs

c
(i, j) = �

dFs

i,c

dn
s

i

, Qs

id
=

dFs

id

dn
s

i

. (3.13)

Here, Q(i, j),Qs

c
(i, j) and Qs

id
corresponds to the Jacobi matrix, contributions to

the Jacobi matrix from chemical reactions other than di↵usion, and contributions

to Jacobi matrix from di↵usion, respectively. The derivative of Fs

i
is taken with

respect to every species to populate Q. If Fs

i
does not depend on n

s

j
(through

formation or destruction), then the corresponding Jacobi matrix element will be

Q(i, j) = 0.

The improved solution, nnew

i
, is computed from an approximate solution (old)

or an initial guess, nold

i
in the next step:

X

j

�Qold

i,j

�
n(j)new � n(j)old

�
= Fold

i
. (3.14)

which results in a linearised system of the form Q · �n = F. More details about

the solution scheme are given in Röllig & Ossenkopf-Okada (2022).
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Chapter 4

Di↵usion

Big whirls have little whirls which

feed on their velocity;

And little whirls have lesser whirls

And so on to viscosity in the

molecular sense.

L.F. Richardson

Two fundamental material transport processes are di↵usion and advection.

Consider a river. There are two outcomes if a bottle of dye is thrown into the

river’s middle. Advection occurs when the river’s flow transports the dye down-

stream. In addition, the color will move from the center to the edges. Di↵usion

spreads dye from a concentrated point to a less concentrated region. Dye molecule

advection occurs exclusively in one direction (direction of river flow). The dye

will spread faster if the river contains eddy currents. In this case, turbulence in

all directions causes eddy currents, which regulate the dye di↵usion rather than

random movements.

According to Fick’s law (Fick 1855), the flow of ink is proportional to the

spatial changes in the concentration, i.e., the flux � = � @C
@xs

where C is the

concentration, and x is the spatial position. The negative sign indicates that the

flow would be from the region of higher concentration to the lower concentration.

This study considers turbulent, thermal, and molecular di↵usion. The rate of

change of abundance with respect to time will equal the rate of change of di↵usion

flux. Therefore, di↵usion rates are,


@n

@t

�

d

=
@�

@x
=
@�turb

@x
+
@�mol

@x
+
@�thermal

@x
(4.1)

where, �,�turb,�mol, and �thermal are total, turbulent, molecular, and thermal

di↵usion flux respectively. The flow would be from higher concentration to lower
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concentration.

Transport of species or thermal energy can be by the random motion of species

or the turbulent eddies. From eq.[4.1] di↵usion rate of species i at position s is,
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d

=
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s

i

@xs
=
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@xs
+
@�mol
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+
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(4.2)

The di↵usion flux of species i at position s is (Chapman 1958),
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@n
s

i

@xs
�Kmol

@n
s

i

@xs
+ n⌃Ktherm

✓
1

T s

@T
s

@xs

◆
(4.3)

= �K
✓
f
@n

s

i

@x
+ g

@n
s

i

@x

◆
+Ktherm n⌃

✓
1

T s

@T
s

@xs

◆
(4.4)

= �K d12 +Kthermn⌃

✓
1

T s

@T
s

@xs

◆
, (4.5)

where f, and g are the respective weights for turbulent and molecular di↵usion.

n⌃ is the total particle number density cm�3.

d12 =

✓
f
@ni

@xs
+ g

@ni

@xs

◆
(4.6)

d12 is proportional to the di↵usive motion (both turbulent and molecular) of

molecules of the gas components in a multi-component gas medium.

4.1 Molecular di↵usion

To investigate the molecular and thermal di↵usion coe�cient in a multi-fluid

plasma, we consider species moving over a length scale equal to the mean free

path with thermal velocity. Molecular di↵usion coe�cient

Kmol = Vi� (4.7)

where, � = 1/�n is the mean free path (the gas is assumed to be atomic, � =

10�15cm2 Lesa↵re et al. 2007) in the neutral medium, ni is the number density

of the species and n is the total number density of particles cm�3 and

Vi =

s
5kT s

3µ
, (4.8)

where T
s is the temperature at the spatial position s, and µ is the molecular

weight of the species. Figure [4.1] displays the molecular velocity for selected

species. Figure [4.2] shows the molecular di↵usion coe�cient of atomic and molec-
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4.1 Molecular di↵usion 31

ular hydrogen. The molecular di↵usion flux can be written as,

�mol(cm
�2 s�1) = Kmol

@ni

@xs
=

s
5kTi

3µi

1

�n

@ni

@xs
(4.9)

Figure 4.1: Turbulent (vt) and molecular di↵usion (vi) velocities of di↵erent
species. The turbulent velocity (dashed line) is the same for all species (eq.
[4.23]), whereas molecular di↵usion velocities are calculated using eq.[4.8]. Model
parameters: table [3.1] with ⇠ = 1.5.

Figure 4.2: Molecular and thermal di↵usion coe�cients for atomic and molecular
hydrogen. Model parameters: table [3.1] with ⇠ = 1.5 with nonuniform tempera-
ture (Figure [3.5]).

31



32 Di↵usion

4.2 Thermal di↵usion

The relative mobility of di↵erent gases in a mixture of gases in a temperature

gradient medium causes thermal di↵usion. Typically, lighter/smaller species mi-

grate from a cold to a hot location (negative thermal di↵usion). In contrast,

heavier/larger molecules move from a hot to a cold region (positive thermal dif-

fusion). When the masses of two molecules are comparable, the bigger molecules

shift to the colder region. As a result of this transportation, a composition gra-

dient is formed, which is balanced by remixing to achieve a stable state (Kincaid

et al. 1986). As a result of thermal di↵usion, ions and electrons move depending

on their size. This separation can create a small electric field in an ionized gas

medium (S. Chapman 1916). The electric field will keep the electrons with the

ions, resulting in an electrically neutral gas almost everywhere. This bounding

of electrons with ions reduces the contribution of thermal di↵usion to the total

di↵usion in a medium. S. Chapman (1916) and Enskog (1917) predicted the ther-

mal di↵usion in gases and were later confirmed by the experiments of Chapman

& Dootson (1917).

Consider a binary gas mixture, with the number densities per unit volume of

the two gas components 1 and 2 being n1 and n2. In a binary mixture, thermal

di↵usion flux between the two gas components could be written as (Chapman

1940),

�therm(cm
�2 s�1) = �n⌃Ktherm

✓
1

T

@T

@xs

◆
(4.10)

where n⌃ = n1 + n2, and T is the gas temperature in Kelvin.

�therm = �n⌃KkT

✓
1

T

@T

@xs

◆
(4.11)

Without external forces, K = Kmol (Sydney & Cowling. 1954). The thermal

di↵usion ratio

kT =
Ktherm

K
=

Ktherm

Kmol

(4.12)

and is proportional to the product of the two densities. Thermal di↵usion factor

↵ (Chapman 1940) is

kT = ↵
n1n2

n
2

⌃

, (4.13)

Hence,

Ktherm = Kmol↵
n1n2

n
2

⌃

(4.14)
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T

@T

@xs

◆
(4.15)

Thermal di↵usion depends on the mass and structure variation between the
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4.2 Thermal di↵usion 33

species.

Choice of ↵

Thermal di↵usion in a gaseous mixture depends on the ’thermal di↵usion fac-

tor’ (↵). To understand the di↵usion in a non-uniform temperature region, the

value of ↵ should be evaluated. Finding an ↵ value that explains the condition

in the molecular cloud is complex due to the lack of precise theory. Most ther-

mal di↵usion calculations consider a fully ionized or partially ionized medium

with a binary mixture of gases, where the molecular cloud contains multiple gas

components of various sizes, masses, and degrees of ionization.

For a fully ionized medium a limiting value of ↵ie is (Chapman 1958, (p.356))

↵ie =
�3(Z + 1)

2.6 + 0.8
p
2/Z

(4.16)

which is a dimensionless quantity. Here Z is the charge number. The minus

sign indicates that the ions tend to move to the hotter region. Since molec-

ular clouds primarily consist of neutral particles, eq.[4.16] does not apply.

Figure 4.3: Thermal di↵usion coe�cient at dif-
ferent ↵ values for H. The ↵ values are chosen
between 0.64 and 1.6 to show the behavior of the
thermal di↵usion coe�cient. Model parameters:
table [3.1] with ⇠ = 1.5 with nonuniform temper-
ature (Figure [3.5]).

Values of ↵ for a gas mixture

of neutral particles are lower

than the numerical values of

↵ie from eq.[4.16](Chapman

1958). For a neutral gaseous

mixture, ↵ is less than unity,

and in a simple ionized gas,

↵ is in the order of Z + 1

(Chapman 1958). Since the

e↵ect of thermal di↵usion for

ions is more prominent than

neutral species, an approxi-

mated value of ↵ = 0.64 can

be adopted (Chapman 1958)

This is the most significant

observed value (helium-radon

mixture). In conclusion, for a

molecular cloud, the value of ↵ might vary between 0.64 and 1.6 (fully ionized

medium with Z = 1). Figure [4.3] shows the di↵erence in thermal di↵usion co-

e�cients. Since the molecular cloud predominantly comprises neutral gas, we

assumed ↵ = 0.80. For experimental versus the theoretical study of ↵ values, see

Chapman (1958); Văsaru (1967); Chapman & Dootson (1917).
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34 Di↵usion

Thermal di↵usion coe�cient between a species (n1 = ni) and the rest of the

fluid (n2 = n⌃ � ni) is,

Ktherm = Kmol↵
n1n2

n
2

⌃

= Kmol↵
ni(n⌃ � ni)

n
2

⌃

(4.17)

Figure [4.2] shows the thermal di↵usion coe�cient of atomic and molecular hy-

drogen. Di↵usion rates would be,
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4.3 Turbulent di↵usion

Interstellar turbulence is distinct from Kolmogorov turbulence in numerous ways

(Kritsuk et al. 2017). Kolmogorov turbulence (Kolmogorov 1991a,b,c) is both

homogeneous and isotropic, whereas interstellar turbulence is neither. The gas

is highly compressible and magnetized. Understanding the e↵ects of turbulence

in the dense and colder parts is vital in understanding the relationship between

turbulence and star formation. To explain the interaction between di↵erent fluid

parcels in a turbulent situation, a mixing-length theory is used.

Mixing length theory (Prandtl 1904) is a theoretical framework used in

fluid dynamics to describe the motion of a fluid near a boundary. Ludwig

Prandtl first developed it in 1904, and has since been used to model various

phenomena in fluid dynamics, such as airflow over an airplane wing.

In mixing length theory, the motion of a fluid near a boundary is described

by a mixing length, which measures the distance over which the fluid

mixes and di↵uses. This mixing length is typically assumed to be pro-

portional to the distance from the boundary and is often used to model

turbulent flow behavior in fluids.

One of the critical assumptions of mixing length theory is that the fluid

near a boundary can be treated as a series of layers, each of which mixes

and di↵uses independently of the others. This allows for a relatively simple

mathematical treatment of the fluid motion and is a valid approximation in

many cases.

According to the mixing length theory, a fluid parcel moves a distance of L be-
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fore it disperses into the neighboring fluid. In a mixing length theory, every fluid

particle is considered to be moving with a velocity compared to the background.

After traveling a length of L, it will merge back into the background fluid.

The molecular cloud has an uneven distribution of di↵erent types of gases.

Variations in the fractional abundance result from a nonlinear turbulent pro-

cess that causes the gas components to move with the same velocity, denoted

by Vt. The variation in abundance is approximated as the product of the com-

position gradient d(ni/n)/dx in the direction x and the mixing length L, �ni ⇡

�Ld(ni/n)

dx
, where ni/n is the fractional number density of species i. The net

transport flux of the tracer i in the x-direction can be written as (Xie et al. 1995)

�turb(cm
�2 s�1) = n < Vt�ni >= �n Kturb

d(ni/n)

dx
= �Kturb

dni

dx
(4.21)

where, turbulent di↵usion coe�cient Kturb is defined as

Kturb =< VtL > (4.22)

and n is the total number density of particles cm�3.

Figure 4.4: Turbulent di↵usion coe�cient for a
coherence length of 0.1 pc. Model parameters:
table [3.1] with ⇠ = 1.5 with nonuniform tem-
perature (Figure [3.5]).

The observations (Zucker-

man & Evans 1974) of molec-

ular clouds found evidence of

supersonic turbulence. The

empirical size-line width re-

lationship (Larson 1981) sug-

gests that the turbulence will

decay with decreasing scales.

This implies that at small

scales, subsonic motions can

be detected (Gong et al. 2022).

For a region with a tempera-

ture of 100K, the thermal ve-

locity would be ⇠ 1 kms�1.

Suppose we assumed a coher-

ence length, L = 0.1 � 0.5 pc, (Xie et al. 1995; Ossenkopf & Low 2002) and

transonic turbulence with velocity ⇠ 1kms�1 then the resultant turbulent di↵u-

sion coe�cient is of the order of Kturb = 1022�1023cm2s�1. The limits of di↵usion

coe�cients are discussed in the session §[4.4].

Line width and coherence length relationship in dense cores are explored by

Goodman et al. (1998). The observations (for example, (Gong et al. 2022)) sug-
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gest that the turbulent velocity varies over the cloud. Hence, instead of constant

turbulent velocity, the local sound speed is considered the turbulent velocity,

which varies over the cloud as a function of temperature. Here the turbulent

velocity is constant over the mixing length scale. This would incorporate the

local conditions into the turbulence. Also, the ratio between thermal pressure

and turbulent pressure will be constant. The turbulent velocity,

Vt =

s
5kT s

3µ
(4.23)

The choice of molecular weight µ largely depends on the origin of the turbulence,

which is beyond this thesis. The observations and simulations show that the large-

scale turbulence cascades down to the smaller scales. The ingestion of turbulence

from the large scale where the gas is mostly atomic would lead to the assumption

that molecular weight is µ = 1.26mH = 2.11 ⇥ 10�24g (typical for purely atomic

gas Klessen & Glover 2016).

4.4 Limits of di↵usion coe�cients

The total di↵usion rate is,
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where f, g, and h are respective weights for turbulent, molecular, and thermal

di↵usion, and Kis the total di↵usion coe�cient. Relating the mixing length (L)

to observations is challenging, which limits the accurate expression of the total

di↵usion coe�cient. However, from the eq.[4.7], eq.[4.14], and eq.[4.22] and the

observations of turbulence in molecular clouds, a rough estimation of the total

di↵usion coe�cient is possible.

For a temperature of 30K, molecular di↵usion velocity (eq.[4.8]) and di↵usion

coe�cient (eq.[4.7]) for hydrogen is,

Vi (cms�1) =

s
5⇥ 1.3806488⇥ 10�16 ⇥ 30 gcm2s�2

3⇥ 1.6733⇥ 10�24 g
= 6.423 ⇥ 104 (4.25)
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Kmol (cm
2s�1) =

6.423⇥ 104 cms
�1

10�15cm2 ⇥ 104cm�3
⇠ 6⇥ 1015. (4.26)

For CO, Vi = 0.117⇥ 105 (cms�1) (molecular weight µ = 30 and T = 30K).

For molecular hydrogen, let us consider ni(n�ni)

n2 = 0.49, then

Ktherm (cm2s�1) = Kmol ↵
ni(n⌃ � ni)

n
2

⌃

= 1015 ⇥ 0.8⇥ 0.49 ⇠ 3⇥ 1014 (4.27)

Even though the thermal di↵usion coe�cient is smaller than the molecular di↵u-

sion coe�cient, the di↵usion rate is comparable (Figure. 4.6).

For a gas temperature of 120K the turbulent velocity (eq.[4.23]) and turbulent

di↵usion coe�cient (eq.[4.22]),

Vturb (cms�1) =

s
5⇥ 1.3806488⇥ 10�16 ⇥ 120 gcm2s�2

3⇥ 2.11⇥ 10�24 g
= 1.14⇥ 105 (4.28)

For a coherence length of L = 0.1 pc = 3.085⇥ 1017cm (Xie et al. 1995),

Kturb (cm
2s�1) = 1.14⇥ 105 cms

�1 ⇥ 3.085⇥ 1017cm ⇠ 1022 (4.29)

For a coherence length of L = 0.3 pc, Kturb (cm2s�1) ⇠ 1023cm2 s�1. For a gas

temperature of 30K the turbulent velocity Vturb = 0.5⇥ 105 cms�1 resulting in a

turbulent di↵usion coe�cient of Kturb = 0.5⇥ 105 ⇥ 3.085⇥ 1017 ⇠ 1022 cm2s�1
.

Due to the lack of exact values of the turbulent length scale, we have to assume

turbulent di↵usion as the higher end. Hence, it is safe to conclude that the highest

value of the total di↵usion coe�cient, K, is ⇠ 1023cm2
s
�1.

The lowest limit of di↵usion coe�cient depends on the fraction ni⇥(n⌃�ni)

n
2
⌃

. For

dominant species like H and H2, the fraction
ni⇥(n⌃�ni)

n
2
⌃

and the thermal di↵usion

coe�cient is higher whereas, for species like C and C+ the fraction ni⇥(n⌃�ni)

n
2
⌃

is lower; hence the thermal di↵usion coe�cient (Figure 4.2). For less abundant

species like H2S
+, the density fraction ni⇥(n⌃�ni)

n
2
⌃

shows spikes as illustrated in

Figure [4.5a]. This fraction is too low in the region r � 10�2 pc, which is equiva-

lent to zero numerically. Hence, for less abundant species, n⌃ � ni ⇡ n⌃. Hence,

the fraction is approximated as ni⇥(n⌃�ni)

n
2
⌃

⇡ ni

n⌃
for less abundant species. The

behavior of the fraction is shown in Figure [4.5b]. The fraction values less than

10�20 are ignored because they will not impact the chemistry of the species.

The variation of di↵erent di↵usion coe�cients as a function of distance from

the surface of the cloud is shown in Figures [4.2-4.4]. A coherence length of

L = 3.068 ⇥ 1017 cm = 0.1 pc is used for plotting. However, using the scaling

relations (L  10%R), coherence length can vary up to 0.213 pc (the radius of
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(a) less abundant species without approx

(b) less abundant species with approx

Figure 4.5: Behaviour of the density fraction ni⇥(n⌃�ni)

n
2
⌃

for less abundant species.

Model parameters: table [3.1] with ⇠ = 1.5 with nonuniform temperature (Figure
[3.5]). Coherence length, L = 0.1 pc, is used.

the model cloud is 2.13 pc). More results on di↵erent coherence lengths and

the resultant change in the chemistry are explored in the §[6]. The turbulent

di↵usion coe�cient does not change with species; however, the di↵usion rate

changes (Figure [4.6]). Figure [4.6] shows total di↵usion rates and contribution

from turbulent, molecular, and thermal di↵usion rates for H. The wiggles in the

di↵usion rates are explored in §[5.5.1].
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Figure 4.6: Total (green line), turbulent (star), thermal (circle), and molecular
(square) di↵usion rates of atomic hydrogen as a function of distance from the
cloud surface. The positive (blue) and negative (orange) values are shown. Ther-
mal and molecular di↵usion contributes almost similarly. Turbulent di↵usion
contributes significantly to the total di↵usion rates. Model parameters: table
[3.1] with ⇠ = 1.5 with nonuniform temperature (Figure [3.5]).
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Chapter 5

Implementation of the di↵usion

model

The movement of particles between nearby regions is referred to as di↵usion. The

di↵usion model considers the density of adjacent spatial points to determine di↵u-

sion rates. Suppose the resulting di↵usion flux gradient is positive. In that case,

the reaction is called a formation reaction, whereas a negative gradient indicates

that the species from the current spatial position is destroyed by di↵usion. We

used 61 species which are formed and destroyed through 812 reactions during the

modeling. Di↵usion is added to the chemical solver (eq.[3.6]). In the KOSMA-

⌧ PDR model, the chemistry and physics are calculated from the surface of the

cloud to the center of the cloud. In the thesis, the following or subsequent shell or

shell on the right-hand side corresponds to the neighboring shell, which is closer

to the cloud’s center than the current shell. The previous or the shell on the

left-hand side corresponds to the neighboring shell closer to the cloud’s surface

than the current shell.

The di↵usion of species depends on the physical properties of the neighboring

shells. To calculate the amount of di↵usion in each shell, both inflow and outflow,

we must know the position of the shells, temperature, and density of each species

in the neighboring shells. As discussed in the §[3] with the AMR technique, the

subsequent position is only determined once the thermal and chemical balance

is attained. Hence, we must extrapolate the following position from the current

shell to calculate the di↵usion rates.

To numerically solve ordinary or partial di↵erential equations, the finite dif-

ference method can be used (Singh & Bhadauria 2009) by replacing the deriva-

tives with appropriate finite di↵erence approximations. By increasing the num-

ber of points used to obtain the solution, the accuracy of the solution can be

increased. However, this requires a tedious amount of mathematical calculations.

The di↵usion-advection equation and solving them has been studied by many
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42 Implementation of the di↵usion model

in di↵erent contexts other than astronomy over several decades, for example,

Roberts (1961); Gruzinov et al. (1990); Thongmoon & Mckibbin (2006); Cheng

& Cheng (2005); Hutomo et al. (2019). Cheng & Cheng (2005) provides an

overview of the finite di↵erence methods used for solving the di↵usion-advection

equation.

Most studies consider the entire system to solve the di↵usion-advection scenar-

ios at discrete time intervals while post-processing the chemistry. In this study,

di↵usion and chemistry are solved together in a steady-state scenario. By solving

the di↵usion equation with the chemistry, we can evaluate the impact of di↵usion

on the chemistry.

A detailed explanation of the calculation of the next position, evaluation of the

di↵usion flux, and addition of di↵usion rates to the chemical rates are provided

in this chapter. A summary of the chemistry solver in KOSMA-⌧ PDR model is

given in §[3.1.4].

5.1 Boundary conditions

The material transport rate via di↵usion-advection for an individual species from

eq.[4.2],


@ni

@t

�

d

= �@�i

@x
= �@�turb

@x
� @�mol

@x
+
@�thermal

@x
+
@�adv

@x
(5.1)

where �i, �turb, �mol, �therm, and �adv are total, turbulent, molecular, thermal

di↵usion, and advective flux, respectively.

In steady state, dn

dt
= 0. Hence,

(· · · ) = @�turb

@x
+
@�mol

@x
� @�thermal

@x
+
@�adv

@x
0  r  R (5.2)

where (· · · ) denotes the other chemical reactions from eq.[3.6]. The di↵usion

equation is a partial di↵erential equation; to solve such an equation, the boundary

conditions should be specified. The two types of boundary conditions are:

1 Dirichlet boundary conditions (Cheng & Cheng 2005): When resolving the

underlying ordinary di↵erential equation (ODE) or partial di↵erential equa-

tion (PDE), Dirichlet boundary conditions specify what numerical value of

the variable at the domain border should take. Solving a Dirichlet issue

entails determining the function of the governing partial di↵erential equa-

tion at the variable-determined domain boundary. The pressure or velocity

parameters are frequently enforced in fluid dynamics on the domain bor-

der. For example, while addressing fluid dynamics issues for a viscous fluid
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5.1 Boundary conditions 43

with no-slip and no-penetration criteria, the component of velocity at the

boundary should be zero according to the Dirichlet boundary condition.

n(x = 0, t = 0) = n0(x) n(x = R, t = 0) = nL(x) (5.3)

2 Neumann’s boundary conditions (Cheng & Cheng 2005; Thongmoon &

Mckibbin 2006) : The Neumann (or second-type) boundary condition is

named after Carl Neumann in mathematics. The condition determines the

derivative values applied at the domain boundary when enforced on an

ordinary or partial di↵erential equation.

@n

@x
(x = 0, t = 0) =

@n

@x

����
x=x0

@n

@x
(x = R, t = 0) =

@n

@x

����
x=R

(5.4)

We use Neumann’s boundary condition to prescribe the flux entering through the

boundary.
@n

@t
+ vadv

@n

@x
= K

@
2
n

@x2
(5.5)

Figure 5.1: Material transport from the surface of the cloud (yellow circles) to
the surroundings (pink circles). The movement of the particles is shown with
arrows (blue arrows show advective movement, and the pink arrow shows di↵u-
sive movement.). Advection is unidirectional, and di↵usion is bi-directional, as
denoted by arrow heads.

Several combinations of boundary conditions are possible for a PDR, as il-

lustrated in Figure [5.1]. We consider three main material transport at the sur-

face boundary: no material transport (Figure [5.1a]) from or to the surrounding

medium (the cloud is in equilibrium with the surroundings), advective transport

(Figure [5.1b]), or mass influx (Figure [5.1c]) due to di↵usion. Advective trans-

port is uni-directional. The mass influx scenario is bidirectional; mass loss from

the surface to the surroundings and inflow of material from the surroundings to

the surface. At the center of the cloud (x = R), the density is assumed to be the

constant.
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44 Implementation of the di↵usion model

For a finite region, the boundary conditions will be (Thongmoon & Mckibbin

2006),

Case 1 : n(x, 0) = n(x), n(x = 0, t) = n0, n(R, t) = nR, (5.6)

Case 2 : n(x, 0) = n(x), n(x = 0, t) = n0,
@n

@x
(0, t) = 0, (5.7)

and

Case 3 : n(x, 0) = n(x), n(x = 0, t) = n0,

m(0, t) =

✓
nvadv �

@n

@x

◆
(0, t) = constant, (5.8)

where n0 and nR are constant number densities at the boundary (x = 0 at the

surface and x = R at the center of the spherical cloud), the m(0, t) denotes the

mass flux, including both advective and di↵usive components. Case 1 corresponds

to a constant number density at x = 0 and x = R. Case 2 shows an advective

inflow only at the surface (x = 0), and Case 3 shows a fixed constant mass influx

at the surface (x = 0). All cases have constant number density at x = R.

In order to solve the advection-di↵usion equation, it is necessary to obtain

information about the subsequent spatial position in relation to the current point

using interpolation. Additionally, two more boundary conditions are required to

construct cubic splines at each step. The natural cubic splines requires to fulfill

the condition @
2
n

@x2 = 0 on the interpolants at points x = 0 and x = R (Thongmoon

& Mckibbin 2006). How do the boundary conditions change as a result of this

requirement?

For all cases
@n

@t
(0, t) = 0 at x = 0. Thus, using eq. [5.5-5.8],

vadv
@n

@x
�K

@
2
n

@x2
= 0 at x = 0,

@m

@x
(0, t) = 0 (5.9)

This implies that mass flux from the left side of the boundary is equal to the

right side of the boundary (m(0, t)left = m(0, t)right). Because n = n0 at x =

0right (Thongmoon & Mckibbin 2006) this means that @n

@x
= 0|x=0right

and @
2
n

@x2 =

0|x=0right
. However, m = vadvn at x = 0left. In conclusion, Case 1 and Case 2

could use natural cubic spline but not Case 3. While considering the mass influx in

a PDR, natural cubic spline methods do not help to solve the di↵usion-advection

equation. Hence it is advised to use any other method for the interpolation

in case 3. Thongmoon & Mckibbin (2006) found that finite di↵erence methods

give better point-wise solutions to di↵usion-advection than spline methods. In

this study, only case 1 is used. Methods for the advection and mass influx are
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5.2 Interpolation 45

Figure 5.2: Three-point interpolation scheme used in this modeling.Three con-
secutive shells s� 1, s, and s+ 1 at depth x

s�1, xs, and x
s+1. The value of xl is

the closest position to x
s taken from the last computational global iteration. The

position, density of species, and temperature at point xs+1 are calculated using
interpolation. Yellow and pink circles indicate two di↵erent species here.

developed during the study. However, it needs extensive study to complete.

5.2 Interpolation

A numerical scheme of the KOSMA-⌧ PDR model is shown in the Figure [3.4]

and explained in §[3.1.2]. Each global iteration contains multiple spatial iteration

loops (shells or spatial positions) that span over the entire radius of the cloud. The

spatial positions are not fixed or predetermined. Instead, after solving chemical

rate equations of every species in a shell using an adaptive mesh refinement

method (Röllig & Ossenkopf-Okada 2022), the KOSMA-⌧ code will compute the

subsequent spatial position (along r direction towards the center of the cloud) in a

global iteration. We use the interpolation technique to construct a new data point

in position, density, and temperature and later solve the di↵usion rate equations.

As discussed in §[5.1], using a cubic spline is not advisable to calculate the mass

influx. Since the di↵usion rates crucially depend on the interpolated density and

temperature, finding a di↵erent interpolation routine is necessary. Considering

the unequal intervals in the KOSMA-⌧ PDR model, Lagrange’s interpolation

method can be used. The di↵usion chemistry on the shell under consideration

is only a↵ected by the nearby shells, reducing the interpolation to a three-point

interpolation.

Consider three consecutive shells, s � 1, s, and, s + 1, with densities of ith

species ns�1

i
, ns

i
, and, ns+1

i
and depth x

s�1, xs and, xs+1. To compute the di↵usion,

we must know the position of shells, s�1, s, and s+1. The position of s+1 and

the temperature and densities at xs+1 are yet to be determined. We locate a shell

x
l that is the closest shell to xs(xs  x

l) in the last global iteration and interpolate
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46 Implementation of the di↵usion model

the temperature and densities of the shell xs+1 which is positioned between x
s

and x
l (Figure [5.2]) such that xs�1

< x
s
< x

s+1
< x

l. The spatial position x
s+1

can be determined using di↵erent extrapolation methods. One potential way is

to linearly extrapolate the position from the last spatial position such that the

widths are equal (method 1: x
s � x

s�1 = x
s+1 � x

s). In KOSMA-⌧ , the shells

might not be at equal distances. Consequently, this method of calculating x
s+1

can result in errors. An improved way to calculate the position (method 2) based

on method 1 is

x
s+1 = x

s +

P
s

u=2
(xu � x

u�1)

s
. (5.10)

This implies that an average of the width of the previous shells is added to the

current shell. This method is less biased than the previous method. However,

the results are not accurate enough.

Figure 5.3: Interpolated density profiles and the
evaluated densities compared to the KOSMA-
⌧ PDR model density profile. Method 3 repro-
duces the calculated density profile accurately
compared to the other methods. Model parame-
ters: table [3.1].

Another way (method 3) is

to locate a position x
p close

to the current shell from the

last global iteration such that

x
s�1  x

s  x
p and use it as

x
s+1. The density and tem-

perature of the current itera-

tion will be interpolated to the

point x
s+1(= x

p). The di↵er-

ence between the position of

the shells does not change sig-

nificantly from one global it-

eration to the other. Figure

[5.3] shows the result of inter-

polation using the three meth-

ods mentioned above. The

density profiles are interpo-

lated using the three-point La-

grange method described be-

low. The densities of less avail-

able species, such as 13C18O+,

HCS+, and H2

+, vary signifi-

cantly from the calculated val-

ues, regardless of the method

used, compared to the more abundant species. Hence, other numerical methods

like flux limiter functions are introduced, as explained in §[5.5] to limit the error
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5.2 Interpolation 47

in interpolation and di↵usion rates.

Lagrange’s finite di↵erence formula for unequal intervals (Singh & Bhadauria

2009) can be used to interpolate the densities and temperature. Using Lagrange’s

interpolation formula, a function f(x) with (b+ 1) nodes is written as,

f(x) =
bX

m=0

lm(x)fm (5.11)

where, fm is f(xm) and

lm(x) =
⇡(x)

(x� xm)
d⇡(xm)

dx

(5.12)

where,

⇡(x) = (x� x0)(x� x1)(x� x2) . . . (x� xb). (5.13)

The error in truncation could be written as,

Eb(x) =
⇡(x)

(b+ 1)!
f
b+1( ) (5.14)

f
b+1( ) is the (b + 1)th derivative of f( ), while  lies between the interval

[x0, xb]. The interval [x0, xb] is divided into b unequally spaced (h1, h2, h3, . . . hb)

intervals, such that

xb = x0 +
bX

t=1

ht (5.15)

For a three-point system, Lagrange’s second-order interpolation formula is,

l1 =
(x� x1)(x� x2)

(x1 � x0)(x2 � x0)
, l2 = �

(x� x0)(x� x2)

(x1 � x0)(x2 � x1)

l3 =
(x� x0)(x� x1)

(x2 � x0)(x2 � x1)
(5.16)

f(x) = l1f(x0) + l2f(x1) + l3f(x2) (5.17)

f
0(x) =

(x� x1) + (x� x2)

(x1 � x0)(x2 � x0)
f0 �

(x� x0) + (x� x2)

(x1 � x0)(x2 � x1)
f1

+
(x� x0) + (x� x1)

(x2 � x0)(x2 � x1)
f2 (5.18)
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f
00(x) =

2f0
(x1 � x0)(x2 � x1)

� 2f1
(x1 � x0)(x2 � x1)

+
2f2

(x2 � x0)(x2 � x1)
(5.19)

Using eq.[5.17] the density of tracer i in the shell s+ 1 would be,

n
s+1

i
(xs+1) = p1 n

s�1

i
+ p2 n

s

i
+ p3 n

l

i
(5.20)

where the coe�cients p1, p2 and p3 are

p1 =
(xs+1 � x

s)(xs+1 � x
l)

(xs � xs�1)(xl � xs�1)
p2 = �

(xs+1 � x
s�1)(xl � x

s+1)

(xs � xs�1)(xl � xs)

p3 =
(xs+1 � x

s�1)(xs+1 � x
s)

(xl � xs�1)(xl � xs)
(5.21)

The error in calculating the interpolated value will be,

E2(x) =
⇡(x)

3!
f

000
( ) =

(x� x0)(x� x1)(x� x2)

6
f

000
( ) (5.22)

The computation still introduces inconsistencies. More details on minimizing the

errors are given in the following subsections.

Algorithm 1: Interpolation scheme

Data: flast, fcurrent, Xlast, Xcurrent

// flast and fcurrent are arrays of either temperature or number density

or column density from the previous global iteration and current

iteration, respectively

// Xlast and Xcurrent are arrays of position values from the previous

global iteration and current iteration, respectively

Result: y

// y is an array of either temperature or number density or column

density that is interpolated to position xs+1

position index, M = locate (Xlast,xs) // locate nearest neighbor greater

than the current position xs from the previous global iteration.

x
l = Xlast[M ] f l = flast[M ]

calculate coe�cient for interpolation, p1, p2, and p3 (eq.[5.21])

for species i do
calculate y(xs+1) = p1f

s�1 + p2f
s + p3f

l

end
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5.3 Evaluation of gradient 49

5.3 Evaluation of gradient

The second-order derivative of the density and temperature is needed to calculate

the di↵usion rates. Depending on the accuracy needed, multiple methods exist to

calculate the second-order derivative numerically. For example, using the central

di↵erence method, the second order derivative of density at point s is,

@
2
n

@x2

����
s

=
n
s�1 � 2ns + n

s+1

(xs � xs�1)(xs+1 � xs)
(5.23)

where, ns+1, ns, and n
s�1 are densities at positions x

s+1, xs, and x
s�1 (xs�1 

x
s  x

s+1). Other methods are,

@
2
n

@x2

����
s

=

8
>>>><

>>>>:

n
s+2 � 2ns+1 + n

s

(xs+2 � xs+1)(xs+1 � xs)
(second order forward)

n
s � 2ns�1 + n

s�2

(xs � xs�1)(xs�1 � xs�2)
(second order backward)

(5.24)

where, xs�2
< x

s�1
< x

s
< x

s+1
< x

s+2 and n
s�2

, n
s�1

, n
s
, n

s+1
, and n

s+2 are

corresponding densities.

Using the three-point Lagrange’s interpolation formula for unequal intervals,

the first (eq. [5.18]) and second (eq. [5.19]) derivatives of tracer i in the shell s

is,

@n
s

i

@xs
=

(xs � x
s+1)

(xs � xs�1)(xs+1 � xs�1)
n
s�1

i

� 2xs � x
s�1 � x

s+1

(xs � xs�1)(xs+1 � xs)
n
s

i
+

(xs � x
s�1)

(xs+1 � xs�1)(xs+1 � xs)
n
s+1

i
(5.25)

@
2
n
s

i
(x)

@x2
=

2ns�1

i

(xs � xs�1)(xs+1 � xs�1)

� 2ns

i

(xs � xs�1)(xs+1 � xs)
+

2ns+1

i

(xs+1 � xs�1)(xs+1 � xs)
(5.26)

Figure [5.4] depicts the second-order derivative of density calculated using

the forward, backward, central, and three-point Lagrange methods. The number

density (not the fractional density) is plotted using a black line. Figure [5.4]

demonstrates that the forward and backward di↵erence schemes exhibit signif-

icant wiggles. Deeper in the cloud, both the central and three-point method

provides a stable result, while the forward and backward di↵erence methods ex-

hibit abrupt changes (Figure [5.4]). Consequently, it is fair to conclude that
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50 Implementation of the di↵usion model

Figure 5.4: The second order derivative of the number density of H evaluated
using central, forward, backward di↵erences, and Lagrange’s three-point method.
Positive (blue) and negative (orange) values are plotted. The number density of
the species is indicated using a black line. Each dot shows the spatial position in
the code. Model parameters: table [3.1] with non-uniform temperature (Figure
[3.5]) and ⇠ = 1.5.

forward and backward di↵erence methods are less suitable for calculating the

second-order density derivative. Similarly, the second-order derivative of temper-

ature also shows that three-point and central di↵erence methods are well suited

for calculating the second-order derivative of temperature (Figure [5.5]).

As depicted in Figure [5.4], it is evident that the sudden variations are notice-

able deeper in the cloud, where the grid points are comparatively more closely

spaced. Figure [5.6] depicts the second-order derivative with a nearly constant

density profile. The second-order derivatives exhibit wiggles even though the

number density profile appears adequately smooth. A straight green line is drawn

along with the number density (black circles) to show that the density values cal-

culated are not constant. As in Figure [5.6], these changes in the number density

around a mean value generate minor oscillations in the second-order derivative,

which are practically zero. These fluctuations are due to the numerical precision

and not due to the physics. When one of the neighboring shells is closer than

the other(between 1.1 and 1.2pc in Figure [5.7]), the central di↵erence method

shows abrupt changes in the second-order derivative compared to the three-point

Lagrange’s method.
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5.3 Evaluation of gradient 51

Figure 5.5: Second-order derivative of temperature calculated using forward,
backward, central di↵erences, and three-point methods. The temperature profile
is shown using the black line. Model parameters and labels are the same as in
the Figure [5.4].

Figure 5.6: Oscillations in the second-order derivative of density at almost con-
stant density regions. Number densities are marked as black circles. A red line is
drawn to show that the calculated densities are not identical in almost constant-
density regions, leading to small oscillations in the second derivatives. Model
parameters: table [3.1] with non-uniform temperature (Figure [3.5]) and ⇠ = 1.5.
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Figure 5.7: Abrupt change in the second-order derivative due to unequal spacing
of the shells. Number densities are marked as circles to understand the spatial
points calculated in the code. The spatial grid points are not equidistant (see
1.1  r  1.2 pc), leading to abrupt spikes (using a central point) in the other-
wise smooth second derivatives. Model parameters: table [3.1] with non-uniform
temperature (Figure [3.5]) and ⇠ = 1.5.

On the surface of the cloud, second-order derivative values calculated using the

three-point method are higher than the rest of the second-order derivative meth-

ods. Towards the center of the cloud, both the central and three-point method

shows stable values. However, the three-point method shows fewer oscillations

and wiggles in the second-order derivative compared to the rest (Figure [5.5b]) of

the second-order derivative methods. Hence, the Lagrange three-point method is

more stable in an unequally spaced region to calculate the second-order deriva-

tive. As depicted in Figure [5.4], the density of the species is constant at the

center of the cloud. This constant density should yield a second-order derivative

of zero in these regions. Due to the small oscillations in the density profile due

to numerical precision, the second-order derivative exhibits relatively substantial

peaks (practically zero). These peaks are further explored in §[5.5.1].
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Figure 5.8: Addition of di↵usion into the simplified version of the PDR structure.
UV field (black arrows) passes through the cloud by ionizing and dissociating the
region. Di↵erent molecules di↵used (double-headed arrows) throughout the cloud.

5.4 Addition of di↵usion rates into KOSMA-⌧

Solving the gas-phase chemistry (eq. [3.6]) is explained in §[3.1.4]. The linearized
system of equations to solve the chemical rates,

Q · �n = F (5.27)

must be solved at every spatial point to obtain the local conditions. Here vector

F contains the chemical reaction rates, and the matrix Q is a square matrix of

size NSP ⇥ NSP where NSP is the total number of species in the model. By

definition, di↵usion encompasses the dynamics between previously isolated nearby

spatial positions. Consequently, it is essential to model the coupling between

adjacent spatial positions.

The di↵usion contributions to the F (eq.[3.7]) and Q (eq.[3.12]) are,

Fs

id
=


@n

s

i

@t

�

d

, and Qs

id
= �

dFs

id

dn
s

i

(5.28)

Here onwards, Fs

id
= Fs

d
and Qs

id
= Qs

d
. The calculated di↵usion rates, Fs

d
is added

to Fs

i
(Fs

i
= Fs

i,c
+ Fs

d
) where Fs

i,c
denotes the chemical reaction rates other than

di↵usion. For di↵usion, Fs

d
depends on the density n

s�1

i
, n

s

i
, and n

s+1

i
. Hence the

resultant Jacobi matrix element will be added to the diagonal element Q(i, i).

Qs

d
is calculated for position s. Consequently, the dependence of positions s� 1

and s+1 must be incorporated into Qs

d
to complete the coupling between nearest

neighboring shells.

The di↵usion considers the contribution from left and right shells and the

outflow of material from the current shell. These contributions must be added to

the corresponding spatial and species position of the Q and F.
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The di↵usion equation at shell s can be written from eq.[4.2] and eq.[4.24],
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i
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T s
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◆
(5.29)

To further simplify, let’s consider only molecular di↵usion contribution. To

find out the numerical solution in a discretized mesh, we can approximate the

di↵usion rate equation for molecular di↵usion at spatial position s as follows,

Fs

d
= �Kmol

@
2
ni

@x2

����
s

= �Kmol

h 2ns�1

i

(xs � xs�1)(xs+1 � xs�1)

� 2ns

i

(xs � xs�1)(xs+1 � xs)
+

2ns+1

i

(xs+1 � xs�1)(xs+1 � xs)

i

= �Kmol

�
n
s�1

i
L
s + n

s

i
C

s + n
s+1

i
R

s
�

(5.30)

where, the consecutive spatial positions are denoted using s� 1, s, and s+1 and,

L
s =

2

(xs � xs�1)(xs+1 � xs�1)
, (5.31)

C
s =

�2
(xs � xs�1)(xs+1 � xs)

, (5.32)

R
s =

2

(xs+1 � xs�1)(xs+1 � xs)
. (5.33)

L
s
, R

s, and C
s vary depending on the position in the cloud at which we are

calculating the di↵usion rates.

The di↵usion contribution Qs

d
to the Jacobi matrix Q,

Qs

d
= �dFs

d

dn
s

i

= KmolC
s (5.34)

This equation only has the contribution from the current shell s. However, the

coupling term must account for the neighboring shell’s contribution, which is not

a function of the density of the shell s but the density of s � 1 and s + 1 shells.

Nevertheless, in the case of di↵usion the resultant density of the current shell s is

influenced by the density of the shells s� 1 and s+ 1 due to the interconnected

nature of di↵usion. Hence, to complete the coupling between di↵erent shells, we

must add a term [Qs

d
]A, which is,

[Qs

d
]A = R

s + L
s
, (5.35)

which is similar to the contribution from the current shell s to Qs

d
but includes

the information from s � 1 and s + 1. Then the di↵usion contribution to the
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Jacobi matrix can be redefined as,

Qs

d
= �dFs

d

dn
s

i

�Kmol[Qs

d
]A = Kmol(C

s + L
s +R

s) (5.36)

The chemical solver is called to solve the chemistry and evaluate the densities at

every position, as shown in Figure [3.4]. The module to solve di↵usion is called

from the chemical solver in the KOSMA-⌧ PDR model. The coherence length of

turbulent di↵usion, position (s� 1, s, and s+1) and corresponding densities and

temperature are given as the input parameters to solve di↵usion. The module

to solve di↵usion will calculate the di↵usion rates (Fs

d
) and contributions to the

Jacobi matrix (Qs

d
) for all species at the current shell s and return these values.

These values are then added to the chemical reaction rates as shown in eq. [3.5]

and eq. [3.12]. An algorithm for calculating di↵usion rates is given alg. [2].
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Algorithm 2: The algorithm for calculating di↵usion rates for

all species at position s.
Data: L, n, x, s, and t

Result: Fs

d
,Qs

d

read position: xs�1

i
,xs

i
, and x

s+1

i
// xs+1

i is the interpolated

position

read temperature: ts�1

i
,ts
i
, and t

s+1

i
// ts+1

i is the interpolated

temperature at position xs+1
i

calculate
@T

@x
,
@
2
T

@x2
// first and second order derivative of

temperature §[5.3]

/* iterate over all species */

for species i do

read density: ns�1

i
,ns

i
, and n

s+1

i
// ns+1

i is the interpolated

density at position xs+1
i

calculate V
s

t
and V

s

i
// turbulent velocity and thermal

velocity

calculate
@n

@x
,
@
2
n

@x2
// first and second order derivative of

density §[5.3]

calculate Kturb, Kmol, Ktherm

calculate C
s
, L

s
, and R

s

calculate
@�turb

@x
,
@�mol

@x
,
@�therm

@x

Fs

d
= �@�turb

@x
� @�mol

@x
+
@�therm

@x
// diffusion rates eq.[5.1]

Qs

d
= �dFs

d

dn
s

i

�Kmol[Qs

d
]A �Kturb[Qs

d
]A �Ktherm[Qs

d
]A

// diagonal element for the Jacobian matrix

end

5.5 Testing the di↵usion model

The di↵usion model is tested with di↵erent input parameters (table [6.1]), and

the results can be found in §[6]. Here the initial tests are done based on the

parameters in the table [3.1] and coherence length of L = 0.2 pc. After adding the

di↵usion into the KOSMA-⌧ PDR model, the calculated second-order derivatives

are shown in Figure [5.9] and Figure [5.10]. Figure [5.9] shows the overall behavior
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(a) H

(b) H2

Figure 5.9: Second order derivative of H and H2. Model parameters: reference
model (table [3.1]) with coherence length L = 0.2 pc and ⇠ = 1.5.

of the second-order derivative of H and H2. The one point where both atomic and

molecular hydrogen is shown as positive values between 10�3  r  10�2 in Figure

[5.9b ] is due to the slight increase in the density gradient in that region. For

atomic hydrogen (upper panel of Figure [5.10a]), the density is almost constant

in the shown region, and the second-order derivatives show abrupt changes due

to unequal spacing and uncertainty in the interpolated densities. In the case of

molecular hydrogen, the second-order derivative (lower panel of Figure [5.10a])

shows an abrupt change in the region 1.6  r  1.8pc. This sudden drop in the

second-order derivative is attributed to the change in the density of the species
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(a) ⇠ = 1.5 (b) ⇠ = 0

Figure 5.10: Second order derivative at constant density regions. When the
density of the cloud changes (Figure [3.3]), there is a discontinuity in the second-
order profile (1.6  r  1.8). Model parameters: reference model with non-
uniform temperature and coherence length of turbulent di↵usion L = 0.2 pc.

and needs to be addressed carefully. From Figure [5.10b] it is clear that the

second-order derivatives of H and H2 demonstrate abrupt changes due to uneven

spacing and the uncertainty in the interpolated values.

From the initial runs, the following problems have to be addressed.

1. di↵usion at almost constant density regions: When the number densi-

ties or temperature are almost constant, the calculated second-order deriva-

tive will fluctuate. For example, Figure [5.10b] shows the change in the

second-order derivative as the density of the species is constant. Miscal-

culations of these fluctuations can result in the floating point exception

handling issues which later will be treated as Nan in the model. Solv-

ing the chemical rates (including di↵usion) with Nan values will result in

nonphysical densities. Hence, it is necessary to identify these numerical

fluctuations from the physical fluctuations.

2. di↵usion at sudden changes in the density: Sharp gradients in the

density impact the second-order derivative (lower panel of Figure [5.10a]).

The drop of a few orders of magnitude in the derivatives and the di↵u-

sion rates may significantly impact the chemical network and the resultant

densities of the species.

3. sharp changes in the gradient due to unequal intervals or other

reasons: Incorporating di↵usion into the chemistry of the KOSMA-⌧ PDR

model will involve solving for the density while accounting for sudden vari-
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ations in the di↵usion rates. Consequently, the outcome of the sudden

alteration will persist in the cloud (Figure [5.10b]). The rationale behind

this is that the outcomes of the present shell are derived from the previous

shell. It is imperative to di↵erentiate between sudden changes caused by

numerical calculations and those resulting from physical phenomena.

Implementing a flux limiter function in conjunction with Lagrange’s three-point

interpolation method has the potential to mitigate the e↵ects of uneven intervals

and resultant spikes. Also, while trying to reduce the number of spikes, one

must be careful about not reducing the spikes due to the di↵usion of species. To

illustrate, in the lower panel of Figure [5.10a], there is a significant decrease in

the second-order derivative within the 1.7  r  1.75 range due to the density

gradient. On the other hand, in the region, r � 1.6 of Figure [5.10b], the density

is almost constant, and the oscillations in the second derivative of density result

from numerical precision.

5.5.1 Flux limiter

When numerically solving the partial di↵erential equations, high-resolution tech-

niques are used if substantial accuracy is needed due to shocks or discontinuities

(Godunov & Bohachevsky 1959). Using flux limiters with a high accuracy scheme

will make the solution’s total variation diminish (TVD). Flux limiters are numeri-

cal schemes that solve problems described by partial di↵erential equations. These

limiters help to avoid oscillations (wiggles) in the computational models, which

otherwise would result in nonphysical results (Koren 1993). The wiggles or fluc-

tuations may occur due to discontinuities or sharp changes in high-order spatial

discretization schemes.

In a 1D semi-discrete scheme,

dni

dt
+
�(ns+1)� �(ns�1)

�x
= 0 (5.37)

where, �(ns+1) and �(ns�1) represents the edge fluxes of the sth shell.

�(ns+1) = f
low

s+1
� �(rs+1

i
)(f low

s+1
� f

high

s+1
) (5.38)

�(ns�1) = f
low

s�1
� �(rs�1

i
)(f low

s�1
� f

high

s�1
) (5.39)

Where f
low is the low-resolution (low accuracy) flux, fhigh is the high-resolution

(high accuracy) flux, �(ri) is the flux limiter function, and ri represents the ratio
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of successive gradients on the solution mesh, ie.

ri =
n
s�1

i
� n

s

i

n
s

i
� n

s+1

i

(5.40)

Since our data is su�ciently smooth, we used Koren (1993) as the flux limiter

function.

�(ri) = max


0,min

✓
2ri,min

✓
1 + 2ri

3
, 2

◆◆�
(5.41)

The flux limiter function is defined as �(ri) � 0 with a maximum value of 2.

When the limiter is equal to zero (opposite slopes or sharp or zero gradients),

the flux is represented by a low-resolution scheme. In contrast, a high-resolution

scheme is used when the flux limiter is 1 (smooth solution). Using eq. [5.37- 5.41]

the flux corrected value of ns can be evaluated (Koren 1993). If the value of ri

is, 0.25  ri  2.5 then (0.5  �(ri)  2),

n1 = nin (5.42)

here nin is the input or boundary value at x = 0 (surface).

n2 =
1

2
(n1 � n2) (5.43)

nlast+1 = nlast +
1

2
(nlast � nlast�1), (5.44)

where nlast is the boundary value (center of the cloud). The eq. [5.42], eq. [5.43]

and eq. [5.44] relations are used at the boundaries. If the shell s is between the

boundary values (Koren 1993), then

ns = ns�1 +
1

3
(ns � ns�1) +

1

6
(ns�1 � ns�2) (k =

1

3
relation) (5.45)

ns+1 = ns +
1

2
�(ri)(ns � ns�1), (5.46)

With the corrections, the interpolated density of the species can be improved, as

shown in Figure [5.11]. Figure [5.11] illustrates that the flux correction reduced

the deviation in the interpolated density from the calculated density. No partic-

ular flux limiter is found to address all the problems, and most of the time, the

flux limiter is chosen on a trial-and-error basis.

The Figure [5.12] illustrates the behavior of ri. Most values fall in the 0.25 
ri  2.5 regime, as indicated by the green lines. The spikes in the ratio (�
100) coincided with significant variations in the second-order derivatives (Figure

[5.12a]) and abrupt changes in the density profile (Figure [5.12b]). Hence, abrupt
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Figure 5.11: Flux corrected interpolated density for H compared to the inter-
polated density. a) shows the behavior of the ratio of successive gradients and
the changes with second-order derivative, and b) shows the behavior of the ra-
tio of successive gradients with density. Model parameters: table [3.1] with
⇠ = 1.5, L = 0.2 pc and non-uniform temperature.

changes in the density can be identified by looking at the value of ri. The small

spikes in the ratio ( 100) can be caused by the unequal spacing between di↵erent

spatial positions or error in interpolation, which requires further investigation.

Figure [5.13a] and Figure [5.13b] shows that the spikes in the ratio of successive

gradients are in the limit 0.25  r  2.5 for unequal spacing and constant

(a) ratio and second-order derivative (b) ratio and density

Figure 5.12: Ratio of successive gradients for H2. a) shows the behavior of the
ratio of successive gradients and the changes with second-order derivative, and b)
shows the behavior of the ratio of successive gradients with density. Two green
lines are drawn at ri = 0.25 and ri = 2.5.

61



62 Implementation of the di↵usion model

(a) (b)

Figure 5.13: Ratio of successive gradients for H2. a) shows the behavior of the
ratio of successive gradients when the shells are closer, and b) shows the behavior
of the ratio of successive gradients when the densities are almost constant.

density regions. Hence, eq. [5.42-5.46] will solve the problem without dismissing

the di↵usion rates. When the density of a species at shell s is lower than the

neighboring points s�1 and s+1 (ns�1 > ns and ns < ns+1), then the calculated

ratio of successive gradients is ri � 2.5 (but less than 100). Similarly, when

ns�1 < ns and ns > ns+1, the ratio of successive gradients is ri ⌧ 0.25 (but

greater than 0.001). This is mainly due to the physical characteristics of the

cloud. Therefore the resultant value will not be flux-limited.

The flux limiter function mitigated the sharp behavior of the second-order

derivative by improving the interpolated density for ⇠ = 1.5 and ⇠ = 0 cases. The

flux limiter function is not necessary throughout the cloud due to the smooth

density and temperature profile of the modeled molecular cloud. Hence, a ratio

of successive second-order derivatives is introduced to determine whether the flux

limiter needs to be used. If the ratio of successive second-order derivatives exceeds

three orders of magnitude, then the densities and temperatures are improved

using flux limiters. The Koren flux limiter function failed to resolve every abrupt

change in the second-order derivative due to the uncertainty interpolation. Hence,

if the ratio of successive second-order derivatives with flux-limited densities and

temperatures exceeds three orders of magnitude, an average value of the last three

second-order derivatives is estimated as follows,
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(5.47)

By computing the mean value of the second-order derivative of a given species over

the two previous shells (s � 2 and s � 1) and the current shell (s), it is possible

to mitigate abrupt variations in the second derivative. This corrected value is
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calculated only if the ratio of successive gradients is within limits 0.25  r  2.5

(no sharp changes in the density). Most of the time, the calculated second-order

derivative and the di↵usion rate are less than two orders of magnitude di↵erent

from the last shell.

(a) H

(b) H2

Figure 5.14: Corrected di↵usion rates with for H (a) and H2(b). The dashed line
indicates the number density. Di↵usion rates are smaller for ⇠ = 1.5 case.
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5.5.2 Limits of di↵usion rates

The limits of di↵usion coe�cients are already explored in §[5.5.2]. The total

di↵usion rates of H2 and H are shown in Figure [5.14] with di↵erent density pro-

files. The spikes in the total di↵usion rates are less than two orders of magnitude

change from the previous position, and removing them might remove the di↵usion

e↵ects. The influence of thermal, molecular, and turbulent di↵usion rates on the

total di↵usion rate is explored in §[6].
For a cloud of size 2.13 pc, the maximum di↵usion coe�cient will be K =

1023 cm2 s�1 (eq. [4.24]). Considering the maximum second-order derivative for

H2 (d
2
n

dx2 = 10�21
cm

�5 ), the resultant total rates is 102 cm�3s�1. Assuming a

lowest second order derivative of d
2
n

dx2 = 10�70
cm

�5 and minimum di↵usion co-

e�cient K = 1015 cm2 s�1 (eq. [4.24]), the resultant rates is 10�55 cm�3s�1. In

the case of di↵usion, 0.0 cm�3s�1 is also a result that indicates that there is little

to no concentration gradient. Hence, numerically the di↵usion rates only vary

between 10�55�102 cm�3s�1 (the upper limit of the di↵usion rate depends on the

cloud parameters) excluding 0.0 cm�3s�1. If the di↵usion rate is  10�40 cm2s�1

resultant e↵ect on the number density is negligible because the other chemical

reaction rates are higher. Due to the numerical precision, the KOSMA-⌧ PDR

model considers any value less than 10�33 as zero. Hence, we can conclude that

the lowest di↵usion rate is 10�40 cm2s�1, which removes the wiggles in the almost

constant density regions and sets the rates to constant (10�40 cm2s�1).

Figure [5.15] shows the formation and destruction reaction of H2 as a function

of distance from the surface of the cloud. The di↵usion dominates the formation

and destruction of the species H2 with a coherence length of L = 0.2 pc. A more

detailed exploration of di↵usion and chemical rates is provided in the §[6].

5.5.3 Other simulation details

In the KOSMA-⌧ PDR model, the minimum number of global iterations is 2, and

the maximum is 60 (Röllig & Ossenkopf-Okada 2022). Most models converge

within 30 iterations. The introduction of di↵usion reduced the number of itera-

tions. The model converges faster within the parameter space for lower masses

than the higher masses, provided the chemical network is the same. Moreover,

the inclusion of di↵usion reduces the number of global iterations required for

the model to converge. The total computation time for a di↵usion model takes

around two to five minutes, whereas, without di↵usion, it takes approximately

five to seven minutes using an Intel i5-8500 CPU. If the model does not find a

stable converged solution in 60 iterations, the results from the last iteration are

saved. Most of the time, the results are good enough to understand the physics
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and chemistry of the cloud. If the di↵usion causes FPE issues, the di↵usion will be

turned o↵ (the di↵usion contribution to the F and Q will be zero), and the chem-

istry will be allowed to recover. Then, di↵usion will turn back on in the following

shell. For example, in some cases, it is numerically challenging to solve the chem-

istry with di↵usion to get a stable solution for di↵use clouds (nsurf  102 cm�3)

with L � 10%R. This is because the higher di↵usion rates can result in negative

or too low densities ( 1033), resulting in floating point exception errors(FPE).

More of the limits are explored in §[6.1].

Like any other data set, the resultant di↵usion rate dataset has outliers and

missing data. To process the chemistry correctly, these should be handled appro-

priately. Therefore, if the di↵usion rates are Nan, the contribution to the F and

(a) formation rates

(b) destruction rates

Figure 5.15: Formation and destruction rates with ⇠ = 1.5 for H2. Di↵usion and
other chemical reactions are shown. Di↵usion rates are higher than the rest of
the chemical reactions. The gaps in the line profile indicate that the reaction is
not a top contributor at that spatial position. Model parameters: table [3.1] with
⇠ = 1.5 and L = 0.2 pc.
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Q will be zero. During the visualization of the results, Python-pandas handles

the missing values.
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Chapter 6

Results

Dynamic mixing can influence the physical structure and chemistry of a PDR.

This study considers the temperature, surface density, mass, clump size, cosmic

ray ionization rate, and UV field (table [6.1]) to understand the di↵usion e↵ects on

the physical structure of the PDR. Sixty-one species are included in the study to

comprehend the di↵usion e↵ects in the chemistry of the PDR. Including di↵usion,

these species are formed and destroyed through 812 reactions. The without-

di↵usion case results (table [3.1]) are used as a reference for comparison.

When including di↵usion into the chemistry, solving the chemistry is no longer

a local problem because the di↵usion depends on the properties of the nearest

neighboring shells. Di↵usion rates depend on the movement of particles. Hence,

it can appear as the formation rate on a shell and the destruction rate of another

shell or as the formation/destruction rate on both shells. Therefore, we used

scatter plots rather than line plots demonstrating di↵usion rates to visualize the

results. The resultant variation in abundance from the without-di↵usion scenario

looks minimal in a steady-state model (compared to the 3-4 orders of magnitude

di↵erence in similar studies done on a time-dependent model, e.g., Xie et al.

1995; Lesa↵re et al. 2007). Therefore, we provided changes in individual chemical

reaction rates and integrated line intensities of di↵erent species.

The local conditions are related to the amount of di↵usion through the dif-

fusion coe�cients. Hence, to understand how di↵usion a↵ects the physical and

chemical structure of the molecular cloud, it is essential to look at the di↵usion

coe�cients. Moreover, it is crucial to comprehend the interdependence between

di↵erent di↵usion coe�cients and the specific roles played by each di↵usion co-

e�cient in determining the total di↵usion rates. Numerous questions still need

to be answered, including the potential correlation between total di↵usion rates

and unique coherence lengths and whether this correlation is consistently linear.

The total di↵usion rate is the sum of turbulent, molecular, and thermal di↵u-

sion rates. Therefore the relation between coherence length and total di↵usion

67



68 Results

Case I : R = 8pc Case II : R = 2.13 pc

n = 103, M = 106 M� n = 104, M = 104 M�
� = 100 � = 100
K = 0, 1015 � 1023cm2 s�1

K = 0, 1015 � 1023cm2 s�1

T = dynamic , ⇠ = 1.5 T = dynamic, ⇠ = 1.5

Case III : R = 1pc Case IV : R = 0.5 pc

n = 103, M = 103 M� n = 102, M = 102 M�
� = 100 � = 100
K = 0, 1015 � 1023cm2 s�1

K = 0, 1015 � 1023cm2 s�1

T = dynamic, ⇠ = 1.5 T = dynamic, ⇠ = 1.5

Table 6.1: These cases are considered for the with and without di↵usion compu-
tations. Case II tested with constant gas temperatures T = 50, 70, and 120K
to understand the e↵ect of gas temperatures on di↵usion. We considered a
dust temperature of 20K unless a dynamic temperature calculation is enabled.
K = 0 cm2 s�1 denotes the without di↵usion scenarios.

rates might not be linear (for example, the di↵usion rates of CO in Figure [C.5]).

Additionally, the relationship between chemical rates and di↵usion rates requires

further investigation. What is the impact of cloud chemistry on di↵usion rates?

Do di↵erent di↵usion coe�cients have the same level of impact on the chemi-

cal structure of the cloud? The KOSMA-⌧ PDR model is tested with di↵erent

coherence lengths and total di↵usion coe�cients to answer these questions.

This chapter is organized into three sections. The first section investigates the

contribution of molecular, thermal, and turbulent di↵usion to the total di↵usion

rates. The subsequent two sections explore the impact of di↵usion on the physical

structure and the chemical structure of clouds, respectively. Unless otherwise

noted, Case II from the table [6.1] with dynamic temperature, and ⇠ = 1.5 serves

as the reference for the discussion.

6.1 Di↵usion coe�cients

As the local conditions of the cloud change, the di↵usion coe�cient also changes.

The total di↵usion coe�cient K (eq.[4.3]) varies in the range 1015 -1023cm2 s�1,

with the molecular di↵usion coe�cient serving as the lower threshold. The total

di↵usion coe�cient and individual contribution to the total di↵usion coe�cients

of each species within the cloud are distinguishable. The turbulent di↵usion
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coe�cient (Kturb) of the cloud has a maximum value of 1023cm2 s�1, which is seven

orders of magnitude higher than the molecular di↵usion (Kmol  1016cm2 s�1).

Figure 6.1: Molecular coe�cients of selected
species. Model parameters: Case II from the ta-
ble [6.1].

It is possible to employ dif-

ferent coherence lengths (L 
10%R Xie et al. 1995; Mac

Low & Ossenkopf 2000) to

comprehend the e↵ects of vari-

ous turbulent scenarios on the

chemistry and physics of the

molecular cloud. For instance,

if turbulent and molecular dif-

fusion are on the same scale,

how does this impact the total

di↵usion rates? Is thermal dif-

fusion dominant at lower levels

of turbulence? To answer these questions, the coherence length of turbulent dif-

fusion is varied.

Figure 6.2: Thermal di↵usion coe�cients for dif-
ferent species. Model parameters: Case II from
the table [6.1].

Figure [6.1] shows the be-

havior of the molecular dif-

fusion coe�cient and Figure

[6.2] depicts the changes in the

thermal di↵usion coe�cients

of various species. The rea-

son for the significant change

in the profile of the thermal

di↵usion coe�cient (Ktherm =

KmolkT ) from the molecular

di↵usion coe�cient (Kmol) is

due to the fraction n
s

i
(n⌃�n

s

i
)

n
2
⌃

(see eq.[4.18]). As a result, the

profile of the thermal di↵usion coe�cient follows the density profile of the species.

The coe�cient of turbulent di↵usion exhibits variations in response to alterations

in the coherence length (Figure [6.3]).

The di↵usion velocity (molecular, thermal, and turbulent) will vary as the

square root of temperature (eq.[4.23]), as shown in the Figure [6.4]. The turbulent

velocity of the species is the sound speed in the atomic gas, which is the same

for every species. The thermal and molecular di↵usion velocities are the thermal

velocity of the individual species, which varies depending on the mass of the

species. Figure [6.5] depicts the variation in gas temperature as a function of
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Figure 6.3: Change in the turbulent di↵usion coe�cient, Kturb as the coherence
length L changes. Model parameters and labels are the same as in Figure [6.2].

distance from the surface of the cloud. The blue line denotes the temperature in

the absence of di↵usion, whereas the other straight line depicts the temperature

in the presence of di↵usion. The dissimilarity between the two is negligible, albeit

Figure 6.4: Turbulent (dashed lines) and molecular (straight line) di↵usion veloc-
ities. The turbulent di↵usion velocities are the same for all species. The thermal
di↵usion velocity of each species is the same as the molecular di↵usion velocity.
Model parameters and labels are the same as in Figure [6.2].
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Figure 6.5: Gas temperature as a function of distance from the cloud surface
(pc). The di↵erence in temperature between the without di↵usion (blue) and
with di↵usion is small. Compared to the without di↵usion case, the cloud is
slightly warmer in the region 4⇥ 10�4  r  3⇥ 10�3 pc when di↵usion is added.
Di↵erent colors indicate di↵erent di↵usion coe�cients, which overlap each other.
Model parameters: Case II from the table [6.1].

the di↵usive scenario exhibits a marginally higher temperature between 4⇥ 10�4

and 3 ⇥ 10�3 pc. The di↵erent colors on the graph represent varying di↵usion

coe�cients, but they overlap. As evidenced by the data presented in Figure [6.5],

it is apparent that introducing di↵usion does not yield a substantial alteration in

the gas temperature within the cloud compared to the scenario in which di↵usion

is absent. However, when di↵usion is added, the maximum gas temperature

shows a 0.2% increase compared to the scenario without di↵usion. The following

subsections examine the changes in di↵usion coe�cients and rates when solely

the turbulent di↵usion coe�cient is varied. This section also comprehensively

assesses the scenario when the molecular cloud is devoid of turbulent di↵usion.

6.2 Di↵usion rates

As the coherence length of turbulent di↵usion increases from 109 cm to 1017 cm,

changes in the di↵usion contributions are significant (Figure [6.6]). The graph in

the appendix (§.[C]) shows a zoomed-in view of the grid points in the cloud, as

they are more tightly spaced in the region 0.1� 2.13 pc due to the choice of rep-

resentation. The individual contribution from molecular, thermal, and turbulent
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(a) H

(b) H2

Figure 6.6: Total di↵usion rates with di↵erent L values. Model parameters: Case
II (table [6.1]).
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(a) H

(b) H2

Figure 6.7: Total di↵usion rates with di↵erent L values. Labels are the same as
in Figure [6.6].
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di↵usion to the total di↵usion rate for di↵erent coherence lengths (L) is shown in

the Figures [6.9 - 6.16] and the behavior is explained below.

Figure [6.6] shows the total di↵usion rate for atomic and molecular hydrogen

as a function of distance from the surface of the cloud with di↵erent coherence

lengths L. Primarily, di↵usion is a formation reaction for molecular hydrogen

(Figure [6.6b]), whereas it is a destruction reaction for atomic hydrogen (Figure

[6.6a]). The contribution from thermal di↵usion is higher than the other compo-

nents for the cases without-turbulence and turbulence with a coherence length of

L  1010 cm. Therefore di↵usion is a destructive reaction for molecular hydrogen

in this scenario. Di↵usion rates are higher on the surface due to higher di↵usion

coe�cients. Up to r = 0.08 pc, the change in total di↵usion rates is linear to the

change in the coherence length. The di↵usion contributions are not linear in the

region 0.08� 0.2 pc for atomic and molecular hydrogen, as shown in Figure [6.7],

due to the di↵erence in the contribution from thermal, molecular, and turbulent

di↵usion to the total di↵usion rate(Figure [6.9-6.16]).

The thermal di↵usion process significantly a↵ects the total di↵usion rates

of CO, as shown in Figure [C.5]. In the region r  10�3 pc, the impact of

thermal di↵usion is observed to be greater than that of turbulent and molecular

di↵usion, regardless of the coherence length. Thus, the total di↵usion rate remains

consistent up to r  10�3 pc. In the region r � 10�3 pc, thermal or turbulent

di↵usion contributes more to the total di↵usion depending on the coherence length

(Figure [C.5(b-f)]). The same trend applies to CH+. However, when considering

C (Figure [C.1]) and C+ (Figure [C.3]), the impact of the turbulent di↵usion

is less noticeable in the region r  0.01 pc, due to the high thermal di↵usion

contribution at L  1012 cm in these areas. The density gradient of C and C+

is minor in these regions compared to the mid-to-center region (r � 0.01 pc) of

the modeled cloud. As a result, the contribution from molecular and turbulent

di↵usion is smaller than the thermal di↵usion rates.

without-turbulence: Molecular di↵usion considers the concentration gradient

between nearby spatial positions, and thermal di↵usion acts upon the temper-

ature gradient. In the without-turbulence scenario, the total di↵usion rates for

atomic and molecular hydrogen are similar to L  1010 cm scenario, as shown in

Figure [6.6]. This is because the thermal di↵usion rates are higher than the contri-

bution from both molecular and turbulent di↵usion. The turbulent di↵usion rates

are significant in the L  1010 cm scenario, but not enough to exceed the thermal

di↵usion contribution in certain regions. Consequently, certain areas within the

cloud without-turbulence scenario contribute more than that turbulence with a

coherence length of L  1010 cm.
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(a) H

(b) H2

Figure 6.8: Individual contribution to total di↵usion rates in a scenario without
turbulent di↵usion. Model parameters: same as Figure [6.6].

For atomic hydrogen in the region 0.4 � 0.6 pc, molecular (formation) and

thermal (destruction) di↵usion contribute on the same scale resulting in a reduced

total di↵usion rate. Unlike higher turbulent coherence lengths, di↵usion is a

destruction reaction for atomic and molecular hydrogen in the region 10�5  r 
10�2 pc. This is due to the fact that thermal di↵usion, which is a destruction

reaction, contributes more to the total di↵usion rates than molecular di↵usion.

In the region 1  r  2.13 pc, the cloud contains mainly cold molecular gas.

75



76 Results

Hence, molecular di↵usion contributes more than thermal di↵usion to the total

di↵usion rates of molecular hydrogen.

To compensate for the destruction of H2 via di↵usion, molecular hydrogen is

formed via the reactions CH + H ��! C+H2, HS
+ +H ��! S+ +H2,

13CH+ +

H ��! 13C+ + H2, and CH3

+ + e– ��! CH + H2. Also, a reduction in the

destruction reaction OH+ +H2 ��! OH+ +H is noted. The destruction reaction

O+ +H ��! O+H+ shows an increase in the rates for L  1010 cm compared to

the case without turbulence. Also, the destruction reactions, HS+ +H ��! S+ +

H2 and photoionization of H show an increase in the case without-turbulence

compared to L  1010 cm. A more detailed investigation of the changes in the

chemistry is provided in §[6.4].

L = 1010 cm : At L = 1010 cm molecular and turbulent di↵usion contributes

similarly to the total di↵usion rates of atomic and molecular hydrogen in the

region 10�5  r  0.1 pc (Figure [6.9]). The atomic-to-molecular transition

takes place within the range of 0.001  r  0.01 pc (Figure [6.24a]). Thermal

di↵usion is at most four orders of magnitude higher than molecular and turbulent

di↵usion in the atomic region. Hence, the resultant total di↵usion rate acts as

a destruction reaction for both H and H2. In the region between 0.1 and 0.3 pc,

thermal di↵usion contributes more to the total di↵usion rates due to the slight

increase in the temperature profile (Figure [6.10]). In the region, 0.3  r 
0.4 pc, the destruction via turbulent and molecular di↵usion and formation via

thermal di↵usion are on similar scales. Hence, the resultant total di↵usion rate is

smaller than the individual rates (Figure [6.10a]) for atomic hydrogen. Similarly,

molecular hydrogen shows a reduced total di↵usion rate in the region 0.5�0.7 pc,

as shown in Figure [6.10b]. In the case of CO,C+, C and CH+ (Figure [C.1-C.7]),

thermal di↵usion contributes more than molecular and turbulent di↵usion. Due

to the significantly low second-order derivative of density, the total di↵usion rate

of C (Figure [C.1a]) and C+ (Figure [C.3a]) is dominated by thermal di↵usion

throughout the cloud. For CH+ (Figure [C.7a]) and CO (Figure [C.5a]), thermal

di↵usion dominates up to 0.3 pc and in the region r � 1 pc, turbulent di↵usion

contributes significantly more than molecular and thermal di↵usion.

L = 1012 cm : As the coherence length increases to L = 1012 cm, di↵usion re-

mains a formation reaction for molecular hydrogen and a destruction reaction for

atomic hydrogen (Figure [6.6]). However, the individual contributions of di↵u-

sion to the total di↵usion rates exhibit notable variations (see Figure [6.11]). On

the surface (r  10�4 pc), turbulent di↵usion is at most four orders of magnitude

greater than thermal or molecular di↵usion. This constitutes a total di↵usion rate
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(a) H

(b) H2

Figure 6.9: Individual contribution to total di↵usion rates with L = 1010 cm.
Formation (blue) and destruction (orange) rates with the total di↵usion rate
(light green line) are shown. Model parameters: Case II (table [6.1]).

of at least three to four orders of magnitude higher than the without-turbulence

scenario.

Turbulent di↵usion contributes more to the total di↵usion of H and H2 up

to r = 0.1 pc. The thermal and turbulent di↵usion contributions are on the

same orders of magnitude for H and H2 in the region 10�5  r  10�3 pc. In

the region, 0.1  r  0.3 pc, thermal di↵usion contribution slightly outweighs

turbulent di↵usion due to the increase in the temperature in this region. Deeper

in the cloud (r � 0.3 pc), turbulent di↵usion contributes more than thermal and

molecular di↵usion. In this region, thermal di↵usion contribution is lower than
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(a) H

(b) H2

Figure 6.10: Individual contribution to total di↵usion rates with L = 1010 cm.
Formation (blue) and destruction (orange) rates with the total di↵usion rate
(light green line) are shown. Model parameters: Case II (table [6.1]).

molecular di↵usion. It is noteworthy that in the region between 0.1 and 0.2 pc,

the total di↵usion rates with L = 1012 cm are similar to those without-turbulence

for both H and H2. This is because thermal di↵usion contributes significantly to

the total di↵usion rates for these species.

L = 1014 cm : As the coherence length of turbulent di↵usion is set to L =

1014cm, di↵usion continues to act as a formation reaction for atomic hydrogen

and a destruction reaction for molecular hydrogen, as depicted in Figure [6.6].

Nevertheless, there are notable variations in the individual contributions of dif-
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fusion, as illustrated in Figure [6.13]. The turbulent contribution to the total

di↵usion rates is higher than the thermal and molecular di↵usion contributions

for atomic and molecular hydrogen. The sudden change in the di↵usion rates of

molecular hydrogen between 10�3 pc and 10�2 pc is due to the error in the inter-

polated density of molecular hydrogen (§[5]). Over the limited number of points,

the density profile of the molecular hydrogen changes significantly, resulting in an

(a) H

(b) H2

Figure 6.11: Individual contribution to total di↵usion rates with L = 1012 cm.
Labels are similar to Figure [6.9]
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(a) H

(b) H2

Figure 6.12: Individual contribution to total di↵usion rates with L = 1012 cm.
Labels are similar to Figure [6.9]

interpolation error. The energy balance and chemistry are well resolved in these

regions. A detailed explanation is given in §.[5.5.1].
On the surface (r  10�4 pc), the contribution from chemical reactions other

than di↵usion is of the order of ⇠ 10�9 cm�3s�1 which is three orders of magnitude

lower than the di↵usion contribution to the destruction of H. For the formation of

H2, the topmost contribution other than di↵usion is the reaction H + H ��! H2

(⇠ 10�9 cm�3s�1) which is four orders of magnitude lower than the di↵usion
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contribution. Figure [6.14] illustrates that, even at the center of the cloud the

turbulent di↵usion dominates the total di↵usion rates.

1016  L  1017cm : Turbulent di↵usion plays a substantial role in the to-

tal di↵usion rates of atomic and molecular hydrogen when the coherence length

ranges from 1016  L  1017cm. Upon initial examination, it is evident from the

(a) H

(b) H2

Figure 6.13: Individual contribution to total di↵usion rates with L = 1014 cm.
Labels are similar to Figure [6.9]
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(a) H

(b) H2

Figure 6.14: Individual contribution to total di↵usion rates with L = 1014 cm.
Labels are similar to Figure [6.9].

figures. [6.15-6.16] that turbulent di↵usion exerts a substantial influence (approx-

imately seven to eight orders of magnitude more) in comparison to thermal or

molecular di↵usion. In the region where r � 0.1 pc, thermal di↵usion rates are sig-

nificantly higher than molecular di↵usion rates by a factor of one to four orders of

magnitude (Figure [6.17]). However, turbulence-di↵usion dominates in this area,

with turbulent di↵usion being four orders of magnitude greater than thermal dif-

fusion. The significant di↵erence between the di↵usion rates at L = 1016 cm and
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L = 1017 cm is primarily due to the impact of turbulent di↵usion. In contrast, no

significant changes are observed in the thermal or molecular di↵usion rates.

Without turbulence, the maximum di↵usion rate for atomic hydrogen is

⇠ 10�7 cm�3 s�1, and for molecular hydrogen ⇠ 10�8 cm�3 s�1
. In contrast, with a

coherence length of turbulent di↵usion L ⇠ 1017 cm, the maximum di↵usion rate

for atomic and molecular hydrogen is ⇠ 10�2 cm�3 s�1. These are at least six to

(a) H

(b) H2

Figure 6.15: Individual contribution to total di↵usion rates with K = 1022

cm2 s�1. Labels are similar to Figure [6.9].
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(a) H

(b) H2

Figure 6.16: Individual contribution to total di↵usion rates with L = 1017 cm.
Labels are similar to Figure [6.9].

seven orders of magnitude higher than the other chemical reactions for H and H2.

When the coherence length of turbulent di↵usion L � 1014 cm, the total di↵usion

rates of most of the species are dominated by turbulent di↵usion throughout the

cloud. With a coherence length of 1011  L  1012 cm, the total di↵usion rates

of most of the species are dominated by turbulent di↵usion on the surface of the

cloud, which can provide insights into the correlation between surface chemistry

and its influence on the chemistry of the cloud center. At lower coherence lengths,
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(a) H

(b) H2

Figure 6.17: Individual contribution to total di↵usion rates with L = 1017 cm.
Labels are similar to Figure [6.9].

the influence of di↵usion becomes noteworthy and a↵ects the chemical behavior

of species such as H,C, or C+. The di↵usion of said species holds significant

importance in the chemical processes occurring within the center of the cloud,

which can shed light on the impact of surface turbulence on the chemical and

physical properties of the center of the cloud. The chemical reactions of di↵erent

molecules and their response to di↵usion are examined in the subsequent sections

(§.[6.4]).
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6.3 Di↵usion e↵ects on the physical structure of

the cloud

This section looks into the influence of di↵usion on the physical characteristics

of the cloud, including abundance, column density, and temperature. A detailed

analysis of the H–H2 transition and C–C+ –CO transition is vital in understand-

ing the chemistry of the cloud. The amount of molecular gas available depends on

the location of the photodissociation front or the H–H2 transition region, which

facilitates the calculation of the star formation rates.

(a) ⇠ = 0 (b) ⇠ = 1.5

Figure 6.18: Changes in the gas temperature with di↵erent ⇠ values. Compared
to the constant density profile (⇠ = 0), the power-law density profile (⇠ = 1.5)
shows an increase in temperature in the mid-depth regions. Model parameters:
Case II (table 6.1).

6.3.1 Density profile

KOSMA-⌧ PDR model can calculate the parameters of the spherical cloud in

two di↵erent densities, either constant (⇠ = 0) or varying (⇠ = 1.5) (see eq.[3.1]).

In varying-density scenarios, the cloud is assumed to have a low-density PDR

envelope around it, which changes the overall mass of the clump changes as in

eq.[3.1], with the di↵erence in the gas and dust temperature profile is shown in

Figure [6.18]. The intrinsic change in the density of the clump between constant

power-law density profiles will introduce a gradient which in turn increases the

temperature. This is clearly evident in the region r � 0.03 pc of Figure [6.18].

When di↵usion is added, there is an increase in the gas temperature at the surface

to the mid-depth region compared to the corresponding non-di↵usive case (inset

of Figure [6.18]). In contrast, dust temperature shows no change in these regions.

Consequently, the turbulent, molecular, and thermal di↵usion velocities are higher

for ⇠ = 1.5 in the region r � 0.2 pc.
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(a) turbulent velocity (b) molecular velocity

Figure 6.19: Change in di↵usion velocities at di↵erent density profiles. Model
parameters: Case II (table [6.1]) with L = 1017 cm and non-uniform temperature.

Figure 6.20: Change in the thermal di↵usion
coe�cients as the density profile changes.

In the region 5⇥10�4  r 
0.2 pc, turbulent and thermal

velocities are higher for ⇠ = 0

compared to ⇠ = 1.5. The ef-

fect of the density profile on the

di↵usion coe�cients is depicted

in Figure [6.20- 6.21]. As shown

in Figure [6.21a], the turbulent

di↵usion coe�cient is higher for

⇠ = 1.5 than ⇠ = 0. Thermal

di↵usion rates of atomic hydro-

gen with ⇠ = 0 are higher in the

region r � 0.08 pc than ⇠ = 1.5

(Figure [6.23a]). In contrast,

turbulent di↵usion coe�cients with ⇠ = 0 are lower in the region r � 0.08 pc

than ⇠ = 1.5. Figure [6.23] illustrates the variations in the total di↵usion rates.

The density profile significantly impacts the total di↵usion rate of atomic hydro-

gen in the region where r � 0.1 pc. In this region, the thermal di↵usion rates

substantially increase for both atomic and molecular hydrogen. The change in

fractional number density due to the density profile considered is shown in Figure

[6.22] and Figure.[6.25]. The results of the two scenarios change the number den-

sity at the cloud center; however, the influence of di↵usion on the H–H2 transition

and C–CO transition are similar. Most of the e↵ects outlined can be attributed

to the di↵erence in density at the core of the cloud.
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(a) turbulent di↵usion coe�cient (b) molecular di↵usion coe�cient

Figure 6.21: Change in di↵usion coe�cients at di↵erent density profiles. Model
parameters: Case II (table [6.1]) with L = 1017 cm and non-uniform temperature.

Figure 6.22: Change in abundance due to di↵usion. Model parameters: Case II
(table [6.1]) with L = 1017 cm, ⇠ = 0, and non-uniform temperature.
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(a) H

(b) H2

Figure 6.23: Change in the total di↵usion rates at di↵erent density profiles. Model
parameters: Case II (table [6.1]) with L = 1017 cm and non-uniform temperature.
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Figure 6.24: Abundance of selected species with L = 1010 cm as a function of
distance from the cloud surface (pc). H–H2 transition shifts towards the surface
of the cloud. Model parameters: Case II (table [6.1]) with ⇠ = 1.5.

6.3.2 Abundance and column densities

The molecular and turbulent di↵usion rate of a species depends on the density

gradient. Di↵usion increases the surface temperature of the cloud and shifts the

atomic-to-molecular region to the surface (Figure [6.25a]). Compared to the with-

out di↵usion case, this results in a warmer H–H2 transition region. On the surface

of the cloud (r  10�4 pc), the gas temperature is higher, resulting in higher ther-

mal di↵usion rates (compared to the molecular and turbulent counterparts) at
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lower coherence lengths (Figure [6.6]). At higher coherence lengths, turbulent

di↵usion rates (destruction) are much higher than molecular and thermal di↵u-

sion rates, resulting in larger total di↵usion rates (Figure [6.16]). These larger

di↵usion rates lead to the destruction of H in these regions resulting in a decrease

in the abundance of H2 at the surface (Figure [6.24a] and Figure [6.25a]). When

atomic hydrogen has higher di↵usion coe�cients, its di↵usion rates are higher

at the surface, causing destruction through di↵usion instead of grain catalysis.

In these regions, grain catalysis is of the order of 10�9 cm�3s�1. In contrast to

Figure 6.25: Abundance of selected species with L = 1017 cm. H–H2 transition
shifts towards the surface of the cloud. Model parameters: same as Figure [6.24].
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di↵usion rates which are  10�2 cm�3s�1 (for L = 1017 cm) which must reduce

the abundance of the H2 drastically. However, the di↵usion rates of H2 (forma-

tion reaction due to high turbulence) is less than or equal to 10�2 cm�3s�1, which

replenishes the missing H2, resulting in a significant reduction in abundance from

no di↵usion, but not drastically. The H is destroyed via di↵usion, and in similar

scales H2 is formed via di↵usion. The other chemical reactions which facilitate

the formation and destruction of H and H2 indicate an increase/decrease in their

contribution to the formation/destruction of H and H2 (§[6.4]). This change in the

chemical network of the PDR results in an equilibrium solution (Figure [6.25]).

Figure 6.26: C+ –C–CO transition. Model pa-
rameters: Case II (table [6.1]) with ⇠ = 1.5.

The timescale to reach an

equilibrium solution for gas-

phase chemistry is ⇠ 106

years. However, as illus-

trated in §[7.5], the mixing

time scale is inversely propor-

tional to the di↵usion rates.

For example, the mixing is

faster (lower timescale) with

higher di↵usion rates, and the

chemistry will take longer to

achieve equilibrium than the

di↵usion. Consequently, the

resultant abundance will not show a significant di↵erence from the scenario with-

out di↵usion. At lower di↵usion rates, the di↵usion mixing takes longer than

the chemical timescale, resulting in a minor impact of di↵usion in the abundance

profiles. The di↵usion timescale is species and position specific, and the impact

would vary across the cloud.

The expansion of the molecular region results in a narrower atomic region than

the case without di↵usion, which changes the abundance profile of many other

species (Figure [6.24]- 6.25] and Figure [B.2]). However, the change in the abun-

dance between di↵erent di↵usion coe�cients is insignificant. The C+�C�CO
transition is shifted towards the surface of the cloud (Figure [6.26]). In the region

0.03 � 0.3 pc (in the inset of the Figure [6.26]), the abundance of C+ slightly

decrease, and CO shows an increase in the abundance compared to the without

di↵usion scenario. CO and its isotopologue (Figure [B.1]) show a decrease in the

abundance at the surface of the cloud (r  10�4 pc). The abundance of C+ and

S+ are not influenced by di↵usion in the region r  0.01 pc.
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Figure 6.27: Abundance of electrons and
ions. Model parameters: Case II (table
[6.1]) with ⇠ = 1.5.

Many previous studies (e.g., Xie

et al. 1995) found that electron abun-

dance increases in the interior of the

cloud due to di↵usion. However, this

study found that the electron abun-

dance shows a decrease with di↵usion

in the case with ⇣CR = 5 ⇥ 10�17
s
�1

per H and no change in the case with

⇣CR = 2 ⇥ 10�16
s
�1 per H. On the

surface, FUV radiation is the primary

source of ion production, while charge

transfer reactions play an important

role in mid-depth regions. In the inte-

rior of the cloud, cosmic ray ionization plays a significant role in ion production.

The recombination will depend on the availability of free electrons in the cloud.

On the surface, ion production and electron recombination are consistent and

linked to the radiation field. If free electrons are available in the UV-shielded in-

teriors of the cloud, the destruction of electrons will be faster than the formation,

resulting in a reduced abundance of ions and electrons.

Figure 6.28: Abundance ratio of CH3

+/CH+

with di↵erent di↵usion coe�cients. Model pa-
rameters: Case II (table [6.1]) with ⇠ = 1.5.

Di↵usion can increase the

abundance of ions and elec-

trons in the interior of the

cloud (Xie et al. 1995) by

transporting them from the

outer layers. When di↵usion

is added, the di↵usion of elec-

trons is the biggest (about four

to nine orders of magnitude

higher than the next high-

est destruction reaction rate)

destruction reaction of elec-

trons. As a result, the electron

recombination of many ions,

such as C+, H+, CH+, CH3

+, and S+ are reduced. In addition, the formation

of molecules like O, C, and S are reduced in the cloud (table [6.3]). Also, the

destruction of ions such as O+, OH+, CO+, and CH+ are reduced in the cloud as

illustrated in the table [6.4].

When di↵usion is added, the abundance of HCO+, HC18O+, H13CO+, and

H13C18O+ decrease in the region 10�5  r  10�4 pc. In the region 7 ⇥ 10�4 �
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0.007 pc, however, the abundance of 13CH,CH2, CS, and SO slightly increase.

When di↵usion is introduced, the abundance of most other species exhibits mini-

mal or no fluctuation. This is because the chemical reaction by which the model

achieved equilibrium di↵ers from the scenario without di↵usion. The equilibrium

solution is obtained by lowering the other formation/destruction reactions. A

comprehensive analysis of chemical reactions is presented in §.[6.4].

Figure 6.29: Abundance ratio of selected species with di↵erent di↵usion coe�-
cients. Model parameters: Case II (table [6.1]) with ⇠ = 1.5.

The abundance ratios of di↵erent molecules are shown in Figures [6.28-6.29].

With di↵erent coherence lengths of di↵usion, the abundance profiles of species do

not change drastically in steady-state, by extension, the abundance ratios. On

the surface of the cloud, di↵usion causes a slight increase in the abundance ratios

of C/CO, C+/CO, O2/H2, and H/H2. However, the abundance ratio of C/C+

slightly decreases due to a decrease in the abundance of C. The abundance ratios

of H2O/H2 and H2/CO show a decrease on the surface for the di↵usion scenario.

H2/CO abundance ratio slightly increases in the region 10�4  r  0.003 pc due

to the availability of H2.

Similar to the abundance profiles, the resultant change in the column densities

due to di↵usion is minor (Figures [6.30]). The column densities of electrons show

a slight increase in the region r  0.003 pc whereas H3

+ and He+ show no

changes. Ions such as H2

+, H2O
+, H3O

+, and H13CO+ show a slight decrease in
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(a) L = 1010 cm

(b) L = 1017 cm

Figure 6.30: Column densities of selected species with L = 1010 cm and L =
1017 cm as a function of distance from the cloud surface (pc). Model parameters:
Case II (table [3.1]).

the column densities similar to the corresponding molecules. The column density

ratios H2/CO decrease at the surface of the cloud (Figure [6.31]). The column

density ratios O2/H2, H2O/H2, CH3

+/C+, ad CH3

+/H2 show decrease on the

surface.
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Figure 6.31: Column density ratio of selected species with di↵erent di↵usion
coe�cients. Model parameters: Case II (table [6.1]) with ⇠ = 1.5.
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6.3.3 Temperature

(a)

(b)

(c)

Figure 6.32: Heating and cooling rates
with L = 1017 cm (straight) and without
di↵usion (dashes). Model parameters:
Case II (table 6.1) with non-uniform
temperature and ⇠ = 1.5.

To obtain the temperature, the

KOSMA-⌧ PDR model tries to solve

the heating and cooling rate equations

at every shell. Hence, the changes in

the local conditions due to di↵usion

are reflected in the heating and cool-

ing rates and the resultant gas temper-

atures. With di↵usion, the gas tem-

perature only slightly di↵ers from the

cases without di↵usion (Figure [6.5]),

irrespective of the di↵usion coe�cient.

However, when di↵usion is added, the

maximum temperature increases by at

least 0.2%. Di↵erent di↵usion coe�-

cients are tested to understand the in-

fluence of di↵usion on the temperature.

Figure [6.5] displays the gas tempera-

ture at di↵erent L values, from no dif-

fusion (L = 0 cm) to the highest dif-

fusion (L = 1017 cm). Although there

is a slight increase in surface temper-

ature, the di↵erent L values did not

significantly a↵ect the gas tempera-

ture. Nonetheless, the di↵usion e↵ects

on the heating and cooling rates are

clearly visible (Figure [6.32-6.33]).

The heating and cooling rates

through H2 photodissociation, H2 for-

mation, and H2 deexcitation reactions

show a decrease with di↵usion (Figure

[6.33]). H2 photodissociation heating

shows a slight increase at the surface

(10�5  r  10�4 pc) (Figure [6.33]).

In contrast, OH, 12CO and 13CO show

a slight decrease in the rates at the surface (10�5  r  10�4 pc) whereas,

[CII](158µm) cooling line indicates no change in the cooling rate.
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Figure 6.33: H2 formation and destruction heat-
ing with L = 1017 cm(straight) and without dif-
fusion (dashes). Heating rates show an increase
in the rates. Model parameters: Case II (table
6.1) with non-uniform temperature and ⇠ = 1.5.

Changes in the abundance

of atomic oxygen due to dif-

fusion are minor. As a

result, [O I] 3
P1 ! 3

P2 and

[O II] 3
P0 ! 3

P1 cooling rates

are not significantly influenced

by di↵usion (the e↵ect of

[O I] 3
P0 ! 3

P2 on the tem-

perature is negligible). Heat-

ing due to gas grain colli-

sions is also una↵ected. A dy-

namic temperature calculation

always finds a stable solution

to the temperature (Röllig &

Ossenkopf-Okada 2022). How-

ever, it is important to note

that this approach could mask the impact of di↵usion on temperature. To inves-

tigate the correlation between temperature and di↵usion, this study examines a

case where the gas temperatures remain constant at 30, 50, 70, and 120K (Figure

[6.34]).

(a) H–H2 (b) C/C+/CO

Figure 6.34: H–H2 transition and C/C+/CO transition at constant temperature.
Model parameters: Case II(table [6.1] with uniform gas temperature, ⇠ = 1.5 and
L = 1017 cm. Dust temperature Tdust = 20K.

In a constant temperature scenario, the L = 1017 cm case shows a significant

di↵erence in the abundance of H and H2. As the gas temperature increases

from 30 K to 120 K, the abundance of H2 increases on the surface. Deeper in

the cloud, the abundance of H decreases as the temperature increases. As a

result, the molecular region shifts outwards as the temperature increases (in a

dynamic temperature scenario, H2 shifts to the intermediate temperatures). As
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the temperature rises, the amount of CO on the surface increases significantly

while the amount of C decreases. The abundance of C+ remains unchanged until

the C+�CO transition, after which it increases with higher temperatures.

(a) H–H2 (b) C/C+/CO

Figure 6.35: H–H2 transition and C/C+/CO transition at Tgas = 30K. Model
parameters: Case II(table [6.1] with uniform gas temperature, ⇠ = 1.5 and L =
1017 cm. Dust temperature Tdust = 20K.

(a) Tgas = 30K (b) Tgas = 120K

(c) Tgas = 30K (d) Tgas = 120K

Figure 6.36: di↵usion rates of atomic hydrogen at di↵erent temperatures. Model
parameters: Case II(table [6.1] with uniform gas temperature, ⇠ = 1.5 and max-
imum di↵usion coe�cient L = 1017 cm. Dust temperature Tdust = 20K.
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Figure [6.35] shows the H–H2 and C+ –C–CO transition with a uniform tem-

perature of 30K. Neither the heating-cooling rate nor the abundance profiles

show any changes when comparing di↵erent coherence lengths at the same tem-

perature. However, di↵usion decreases the atomic hydrogen abundance in the

interior of the cloud at lower temperatures. Similarly, the abundance of the C

and C+ significantly decreases when di↵usion is added.

In a constant temperature scenario, the turbulent and molecular velocities for

a species are constant throughout the cloud and, by extension, the di↵usion co-

e�cients. Furthermore, the thermal di↵usion contribution to the total di↵usion

rate is zero due to the lack of temperature gradient. Hence, a constant turbulent

and molecular di↵usion scenario is created. In addition, unlike a dynamic tem-

perature scenario, di↵usion of atomic hydrogen is a destruction reaction in the

interior of the cloud, resulting in a reduced abundance (Figure [6.16]). To test

the di↵erent di↵usion coe�cients, turbulence length scales are varied. The di↵u-

sion rates modify as the length scale changes; however, the resultant abundance

does not. The changes in the di↵usion rates for atomic (Figure [6.36(a-b)]) and

molecular (Figure [6.36(c-d)]) hydrogen with di↵erent temperatures are shown.

Evaluating the di↵usion e↵ects in an isothermal scenario might result in over-

estimating di↵usion e↵ects. Since the temperature of the molecular cloud varies

over the depth, it is necessary (and advised) to consider a dynamical tempera-

ture calculation to understand the local conditions accurately. The changes in

the temperature profile due to di↵usion are minor in a steady-state scenario.

However, the changes in the chemistry, together with di↵usion in the isothermal

scenario, are significant.
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6.4 Di↵usion e↵ects on chemistry

Chemical reaction rates alter in response to variations in the di↵usion coe�cient.

As already mentioned, the entire chemical network has 812 reactions and 61 dif-

ferent species (table [3.2]), the analysis of which is impossible to fit into the thesis.

Hence, five substantial contributors to the formation/destruction of the species

are chosen to be analyzed. The chemistry is solved at equilibrium, meaning the

total number of particles formed and destroyed stays the same. The chemical

network is analyzed using chemchkanalyser.

The additional formation/destruction reaction pathway created by adding dif-

fusion into the chemistry of the KOSMA-⌧ PDRmodel reduced or wholly removed

some reactions from the top five contributors compared to L = 0 cm scenario. Ta-

ble [6.2] shows the reactions which become top contributors (other than di↵usion)

when di↵usion is added to the chemistry. Table [6.4] shows the destruction reac-

tions, which decreased significantly (compared to the scenario without di↵usion)

such that it no longer contributes considerably to the destruction of species with

di↵usion scenarios. Table [6.3] shows the formation reactions, which decreased

significantly (relative to the scenario without di↵usion) such that it no longer

notably contributes to the formation of species with di↵usion scenarios. Some of

the reactions, for example, formation reactions of S+, S, HS, and CS reduced only

at higher turbulent di↵usion scenarios (L � 1017cm). In contrast, the formation

reaction of O and He are reduced at all coherence length scenarios. From table

[6.3] and table [6.4], it is clear that species involving sulfur such as CS+, S, SO,

and S+ have reduced rates with di↵usion.

The subsequent subsections demonstrate the impacts of di↵erent turbulent

di↵usion length scales, namely lower (L = 1010 cm) and upper (L = 1017 cm)

bounds, in comparison to the scenario where di↵usion is absent. The e↵ect of

other coherence lengths is shown if they di↵er from what has already been covered.

In addition, atomic and molecular hydrogen, C,C+, CO, CH,CH+, and OH are

chosen to examine the impact of di↵usion on the chemistry.
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Formation/destruction reactions

species reaction note

H H2 +CRphot ��! H+H formation

C C +O18O ��! CO+ 18O destruction

CH+ CH+ +H ��! CO+C+ +H2 destruction

Table 6.2: Missing reactions other than di↵usion of species. Unlike scenarios
with di↵usion, these formation or destruction reactions are not among the top
five contributors for L = 0 cm.

Formation reactions

species reaction missing from

He He+ +C18O! 18O+C+ +He L = 1014 � 1017[cm]

O He+ + 13CO!O+ 13C+ +He L = 1010 � 1017[cm]

O H2O
+ + e–!O+H2 L = 1014 � 1017[cm]

O CO+ + e–!O+C L = 1014 � 1017[cm]

C CS + �FUV ��! S + C L = 1017[cm]

C CH2

+ + e– ��! C+H2 L = 1017[cm]

OH He+ +H2O ��! OH+He + H+
L = 1017[cm]

CO C+ + SO ��! S+ +CO L = 1014 � 1017[cm]

CO C+OH ��! CO+H L = 1017[cm]

S+ He+ +CS ��! S+ +C+He L = 1017[cm]

S H2S
+ + e– ��! S + H+H L = 1017[cm]

HS 18OH+CS ��! C18O+HS L = 1017[cm]

CS C +OCS ��! CO+CS L = 1017[cm]

18O C18O+ + e– ��! 18O+C L = 1014 � 1017[cm]

18O H18

2
O+ + e– ��! 18O+H2 L = 1017[cm]

H13CO+ H2

+ + 13CO ��! H13CO+ +H L = 1017[cm]

Table 6.3: Compared to the scenario without-di↵usion, these formation reactions
are no longer in the top five contributors.
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Destruction reactions

species reaction missing from

e– OH+ + e– ��! O+H L = 1014 � 1017[cm]

e– H2O
+ + e– ��! O+H L = 1014 � 1017[cm]

O+ O+ +H18

2
O ��! H18

2
O+ +O L = 1010 � 1017[cm]

C C +OH+ ��! O+CH+
L = 1010 � 1012[cm]

13C+ 13C+ + SO ��! S + 13CO+
L = 1017[cm]

13C 13C+OH+ ��! O+ 13CH+
L = 1010 � 1017[cm]

OH+ OH+ +OH ��! H2O
+ +O L = 1010 � 1017[cm]

OH+ OH+ + S ��! S+ +OH L = 1010 � 1014[cm]

CO+ CO+ + S ��! S+ +CO L = 1012 � 1017[cm]

CO OH+ +CO ��! HCO+ +O L = 1010 � 1014[cm]

CH+ CH+ + S ��! CS+ +H L = 1010 � 1017[cm]

CH CH+ S ��! CS + H L = 1014 � 1017[cm]

13CO+ 13CO+ + S ��! S+ + 13CO L = 1014 � 1017[cm]

13CO OH+ + 13CO ��! H13CO+ +O L = 1010 � 1017[cm]

13CH+ 13CH+ + S ��! HS+ + 13C L = 1010 � 1017[cm]
13CH+ 13CH+ +H2O ��! H13CO+ +H2 L = 1010 � 1017[cm]
13CH+ 13CH+ + S ��! S+ + 13CH L = 1010 � 1017[cm]

H2O
+ C+H2O

+ ��! OH+CH+
L = 1017[cm]

13CH2

+ 13CH2

+ + 18O ��! H13C18O+ +H L = 1010 � 1017[cm]

18O CH2

+ + 18O ��! HC18O+ +H L = 1010 � 1012[cm]

18OH+ 18OH+ +OH ��! H18

2
O+ +H L = 1010 � 1017[cm]

18OH+ CH+ + 18OH+ ��! 18O+CH2

+
L = 1010 � 1012[cm]

18OH+ 13C+ + 18OH+ ��! 18O+ 13CH+
L = 1010 � 1017[cm]

C18O+ C18O+ + S ��! S + C18O L = 1010 � 1017[cm]

C18O OH+ +C18O ��! HC18O+ +O L = 1010 � 1017[cm]

13C18O+ 13C18O+ + S ��! S+ + 13C18O L = 1010 � 1017[cm]

Table 6.4: Compared to the scenario without-di↵usion, these destruction reac-
tions are no longer in the top five contributors in di↵usion cases.
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Figure 6.37: Di↵usion e↵ects on the formation reactions of H. If di↵usion does not
a↵ect chemical reaction rates, then chemical reaction rates with L = 1010 cm will
overlap with L = 0 cm. Model parameters: Case II (table [6.1]) with non-uniform
temperature, and ⇠ = 1.5.

Figure 6.38: Di↵usion e↵ects on the destruction reactions of H. Without-di↵usion
(dot) is compared with L = 1010 cm(straight-dot). Model parameters: Case II
(table [6.1]) with non-uniform temperature, and ⇠ = 1.5.
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Figure 6.39: Di↵usion e↵ects on the formation reactions of H. Without-di↵usion
(dash-dot) is compared with L = 1017 cm (straight-dot). Model parameters: Case
II (table [6.1]) with non-uniform temperature, and ⇠ = 1.5.

Figure 6.40: Di↵usion e↵ects on the destruction reactions of H. Without-di↵usion
(dot) is compared with L = 1017 cm (straight-dot). Model parameters: Case II
(table [6.1]) with non-uniform temperature, and ⇠ = 1.5.
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(a) formation

(b) destruction

Figure 6.41: Formation and destruction reactions of H in a scenario without
turbulence (straight-dot) compared L = 0 cm scenario (dash-dotted line). Model
parameters: Case II (table [6.1]) with non-uniform temperature, and ⇠ = 1.5.
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6.4.1 H and H2

The principal process for the formation of atomic hydrogen is the photodissoci-

ation of molecular hydrogen, while the primary mechanism for its destruction is

via grain catalysis. At a distance of r & 0.1 pc (exact position depends on the

surface density and intensity of incident radiation), the contribution of photodis-

sociation of H2 diminishes considerably owing to the decreased accessibility of

far-ultraviolet (FUV) photons. Molecular hydrogen is formed through the inter-

action between hydrogen atoms and dust grains, while its destruction is through

photodissociation. The formation of H2 in the inner regions of the cloud involves

chemical reactions such as C+ +H2 ��! CH2

+, CH2

+ +H2 ��! CH3

+ +H, and

cosmic ray ionization of H2. Figure [2.5] illustrates the top five reactions respon-

sible for forming and destroying molecular hydrogen without di↵usion. The for-

mation and destruction of atomic hydrogen with two di↵erent coherence lengths

are shown in figures [6.37-6.40].

Di↵usion is one of the primary destructive reactions for atomic hydrogen (Fig-

ure [6.38]). As the di↵usion coe�cient increases to L = 1017 cm (Figure [6.40]),

di↵usion rates exceed the grain catalysis reaction by at least four orders of mag-

nitude in the region r  0.001 pc.

Figure 6.42: Percentage of contribution from the
H2 formation on the dust grain to the total de-
struction rate of atomic hydrogen. Model param-
eters: same as Figure [6.49].

The photodissociation of

H2 (Figure [6.37]) and the for-

mation of H2 on dust grains

(Figure [6.38]) show minor

variations in the rates when

di↵usion is added. However,

the percentage of contribution

to the total destruction reac-

tion (Figure [6.42]) varies as

the coherence length increases.

A straight black line is drawn

to show the 100% contribu-

tion. The abrupt change in the

contribution from grain catal-

ysis in the region 10�5  r 
10�4 pc (Figure [6.42]) coincides with the di↵usion contribution to the formation

of atomic hydrogen (Figure [6.37]). At lower coherence lengths, the contribu-

tion from the grain catalysis is reduced by an order of magnitude in the region

r  10�4 pc. With a coherence length of L = 1017 cm, di↵usion contributes& 90%

to the total destruction of atomic hydrogen. Consequently, the contribution from
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grain catalysis has decreased to . 0.001% (Figure [6.42]).

Figure 6.43: Percentage of contribution from the
photodissociation of H2 to the total formation rate
of atomic hydrogen. Model parameters: same as
Figure [6.49].

The di↵usion contribu-

tion to the formation of

atomic hydrogen is signifi-

cant in the region r  3 ⇥
10�5 pc; as a result, the con-

tribution from the photodis-

sociation of H2 has only de-

creased significantly in this

region (Figure [6.43]). At

lower coherence lengths of

turbulent di↵usion, the dif-

fusion of H is not compara-

ble to the photodissociation

of H2 as illustrated in Fig-

ure [6.37]. The photodisso-

ciation of molecular hydro-

gen with L = 1010 cm and L = 0 cm, therefore, contributes equally to the total

formation rate (Figure [6.43]).

(a) (b)

Figure 6.44: Percentage of contribution from individual reaction to the total
destruction rate of atomic hydrogen. Model parameters: same as Figure [6.49].

As di↵usion takes a significant role in the chemistry of atomic hydrogen, the

following reactions show significant variations:

formation of H :

8
>>>>>><

>>>>>>:

S+ +H2
? ��! HS+ +H

H+ +O ��! O+ +H,

C+ +H2
? ��! CH+ +H

CH+ +H2 ��! CH2

+ +H
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destruction of H :

8
>>>>>><

>>>>>>:

H+ CRphot ��! H+ + e�,

O+ +H ��! O+H+
,

HS+ +H ��! S+ +H2,

CH2 +H ��! CH+ H2

At a coherence length of L = 1017 cm, the destruction reaction CH+ + H ��!
C++H2 decreased its contribution to the total destruction rate significantly in the

region 10�4  r  0.002 pc (Figure [6.42]). Similarly, the reaction CH2 +H ��!
CH+H2 decreases its contribution to the total destruction rate of H in the region

0.002  r  0.04 pc as illustrated in Figure [6.42a]. In a L = 0 cm scenario, the

destruction of atomic hydrogen via cosmic ray ionization contributes significantly

between r � 0.003 pc and 2.13 pc. Deeper in the cloud (r � 0.2 pc), the cosmic

ray ionization of atomic hydrogen is a dominant reaction when di↵usion is not a

dominant destruction reaction (Figure [6.40]). As the turbulent coherence length

increases to L = 1017 cm, the contribution from the aforementioned reaction is

significant only in the region r � 0.08 pc.

Figure 6.45: Percentage of contribution from the
formation of molecular hydrogen on the grains to
the total formation rate of molecular hydrogen.
Model parameters: same as Figure [6.49].

The di↵usion of molecu-

lar hydrogen from the colder

regions to the warmer re-

gion is the primary forma-

tion reaction of H2 at higher

(1012  L  1023 cm) coher-

ence lengths (Figure [6.50]).

At lower coherence lengths,

the thermal di↵usion con-

tributes more to the total dif-

fusion rate, resulting in the de-

struction of molecular hydro-

gen (§[6.2]). In the region with

3 ⇥ 10�5  r  0.01 pc, the

contribution to the formation

of molecular hydrogen through grain catalysis decreases by more than 90% due

to the di↵usion of atomic hydrogen (Figure [6.45]). However, the missing H2 is

replenished through the di↵usion of H2 to the warmer regions from colder regions

as depicted in Figure [6.50].

Figure [6.41] and Figure [6.46] illustrates the formation and destruction reac-

tions in a scenario without turbulence. It is noteworthy that the alterations in the

chemical reactions of atomic and molecular hydrogen, apart from di↵usion, are

significantly visible in the atomic regions of the cloud and not in the molecular
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region. This is because, at lower di↵usion coe�cients, the chemistry in the molec-

ular region is dominated by chemical reactions other than di↵usion. Compared

(a) formation

(b) destruction

Figure 6.46: Formation and destruction reactions of H2 in a scenario without
turbulence (straight-dot) compared with scenario without di↵usion (dash-dotted
line).
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to the scenario without turbulence, the scenario with turbulence significantly im-

pacts the chemistry of the molecular region. For example, the formation reaction

H3

+ + H2O ��! H3O
+ + H2 is a significant reaction in the region r � 0.2 pc.

As the coherence length increases to L = 1017 cm, the reaction only contributes

where the di↵usion contribution is significantly low (Figure [6.50]).

The H2 formation reaction CH + H ��! C + H2 contributed throughout the

cloud up to r  0.1 pc in a scenario without di↵usion (Figure [6.47]). With

di↵usion, the reaction does not contribute significantly in the region 2⇥ 10�5 
r  6⇥ 10�5 pc because di↵usion reduces the availability of the reactants (Figure

[6.50]). Nevertheless, formation reaction through the di↵usion of H2 contributes

significantly in these regions to compensate. The reaction CH3

+ + e– ��! CH+

H2 does not contribute to the formation of H2 in the region 10�4�3⇥10�4 pc when

di↵usion is added. In a non-di↵usion scenario, this reaction contributed in the

region 10�4� 0.2 pc. The formation reaction CH2 +H ��! CH+H2 contributes

significantly in the region 0.9 ⇥ 10�3 � 0.1pc without di↵usion. However, as

the coherence length increases to L = 1017 cm, the reaction only contributes

significantly in the region 0.02 � 0.09 pc. Similarly, the reaction H3

+ + e– ��!
H2 + H also reduces its contribution from the region 0.02 � 0.2 pc to the region

0.09 � 0.1 pc as the coherence length of turbulent di↵usion increases from L =

0 cm to L = 1017 cm. The formation reactions involving H3

+, such as H3

+ +

Figure 6.47: Formation reactions of H2. Model parameters: Case II (table [6.1])
with non-uniform temperature, ⇠ = 1.5 and L = 1010 cm.
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e– ��! H2 +H, H3

+ +O ��! OH+ +H2, H3

+ +CO ��! HCO+ +H2, H3O
+ +

e– ��! OH + H2, and H3

+ + H2O ��! H3O
+ + H2 shows a decrease in their

contribution as the coherence length (in extension di↵usion coe�cient) increases

to L = 1017 cm. Di↵usion of H2 is at most six orders of magnitude higher than

the rest of the chemical reactions deeper in the cloud, resulting in the reduction of

other reactions. Consequently, the abundance of H2 does not change drastically

in these regions.

Figure 6.48: Destruction reactions of H2. Model parameters: Case II (table [6.1])
with non-uniform temperature, ⇠ = 1.5 and L = 1010 cm.

While looking at the destruction reaction of H2, the di↵usion contributions

are significant but limited to certain regions of the cloud. At higher coherence

lengths, the destruction via di↵usion (Figure [6.40]) is at most five orders of

magnitude higher than the rest of the chemical reactions and lower coherence

lengths, the di↵usion rates are on similar scales of other chemical destruction

reactions (Figure [6.38]). The destruction reactions S+ +H2? ��! HS+ +H, and
13C+ +H2? ��! 13CH+ +H show a significant increase in the rate at the surface

of the cloud with di↵usion. In contrast, the reaction O+ + H2 ��! OH+ + H

shows a significant reduction in the rates. In the scenario devoid of di↵usion,

the reaction O+ + H2 ��! OH+ + H contributes significantly to the destruction

of H2 in the region 10�5 � 2 ⇥ 10�3 pc. As the di↵usion increases, the reaction

contribution should either reduces or increase if there is any change. However,

with L = 1010 cm the reaction only contributes in the region 2⇥10�5�4⇥10�3 pc

and 10�4�6⇥10�4 pc and with L = 1017 cm the reaction contributes in the region
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Figure 6.49: Destruction reactions of H2. Model parameters: Case II (table [6.1])
with non-uniform temperature, ⇠ = 1.5 and L = 1017 cm.

2 ⇥ 10�5  r  0.8 ⇥ 10�4 pc. This change in contribution coincides with the

di↵usion of H2. The reaction CS+ + H2 ��! HCS+ + H shows a significant

reduction in its contribution when di↵usion is added.

The observed alterations in the chemical reactions between H and H2 indicate

that di↵usion significantly impacts the atomic region more than the molecular

region. This is due to the higher di↵usion velocities at the surface compared to

the interior of the cloud. Higher turbulent di↵usion on the surface has secondary

e↵ects throughout the cloud. Consequently, PDR models should include di↵usion

to explain the chemistry and physics of the ISM.
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Figure 6.50: Formation reactions of H2. Model parameters: Case II (table [6.1])
with non-uniform temperature, ⇠ = 1.5 and L = 1017 cm.
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Figure 6.51: Atomic carbon formation reactions with L = 1010 cm and without
di↵usion. The top five reactions contributing to the carbon formation at each
shell are shown. Model parameters: Case II (table [6.1]).

Figure 6.52: Comparison of the destruction reactions of C with L =
1010 cm(straight-dot) and no di↵usion (dash-dotted line) cases. Model param-
eters: Case II (table [6.1]).
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Figure 6.53: Formation reactions of C in a L = 1017 cm scenario (straight-dot)
compared to a scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.52].

Figure 6.54: Comparison of the destruction reactions of C with L =
1017 cm (straight-dot) and the cases with no di↵usion (dash-dotted line). The
top five contributors to the destruction of C at any given shell are plotted. Model
parameters: same as the Figure [6.52].
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6.4.2 C, C+, and CO

At the surface of the clump, the carbon photo-ionized to form C+. While moving

to the inner regions of the cloud, C+ recombines to form carbon. Once the self-

shielding of CO is active, the cloud will be dominated by CO. C is sandwiched

between C+ and CO regions in a PDR. As Röllig & Ossenkopf (2013), this study

considers the carbon transition region when the density of C+ and CO are equal

(n(C+) = n(CO)). The change in abundance of C, C+, and CO are shown in

the Figure [6.24] and Figure [6.25]. The carbon transition region shifts towards

the surface of the cloud as the molecular region expands with di↵usion (Figure

[6.26]). The abundance of CO shows an increase with L = 1017 cm, whereas the

C+ abundance shows a decrease.

C

Without di↵usion, electron recombination of C+ and CH + H ��! C + H2 are

the primary formation reactions for C (Figure [6.55]).

Figure 6.55: Percentage of contribution
from individual reactions to the total for-
mation rate of atomic carbon. Model pa-
rameters: Case II (table [6.1]) with non-
uniform temperature, and ⇠ = 1.5.

The electron recombination of C does

not significantly change reaction rates

when di↵usion is added (Figure [6.51]).

However, as the coherence length in-

creases to L = 1017 cm, the elec-

tron recombination of C+ shows at

most four orders of magnitude (Fig-

ure [6.55]a) decrease in the region

10�5  r . 3 ⇥ 10�4 pc. As the

coherence length of di↵usion L in-

creases to 1017 cm, the top contribu-

tor CH + H ��! C + H2 shows a

significant variation on the surface of

the cloud (10�5  r  5 ⇥ 10�4pc).

The percentage of contribution from

the reaction CH + H ��! C + H2

dropped at least an order of magni-

tude in the region 2 ⇥ 10�5 � 5 ⇥
10�4 pc when coherence length of dif-

fusion increased to L = 1017 cm (Fig-

ure [6.53]). The di↵usion removes

atomic hydrogen and CH from the sur-

face. However, the di↵usion of H2
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and other reactions replenishes the abundance of H. Consequently, the reac-

tion rate shows minor variation in the rates in the region r � 5 ⇥ 10�4pc.

Figure 6.56: Percentage of contribution from
individual reaction to the total destruction rate
of atomic carbon. Model parameters: Case
II (table [6.1]) with non-uniform temperature,
and ⇠ = 1.5.

Several other formation re-

actions exhibit notable mod-

ifications, including the reac-

tion CH2

+ + e– ��! C +

H + H, the photodissociation of

CH+, and the reaction CH2

+ +

e– ��! C + H2. Without dif-

fusion, the aforementioned reac-

tion CH2

+ + e– ��! C+H+H

accounts for a fraction of around

0.1 � 1% of the total formation

of atomic carbon. The contri-

bution from the aforementioned

reaction only shows minor varia-

tions when di↵usion is added at

lower coherence lengths. At L =

1017 cm the contribution was re-

duced by four orders of magni-

tude in the region r  10�5 pc.

The photodissociation of CH+

exhibited a significant decrease

in its impact on the total for-

mation rates, with a reduction

of four orders of magnitude. In

a scenario without di↵usion and

di↵usion with L = 1010 cm, re-

action CH2

+ + e– ��! C + H2

contributes significantly in the region 4 ⇥ 10�5 � 3 ⇥ 10�4 pc. In the L =

1017 cm case, the reaction does not substantially contribute to the formation of

atomic carbon. This is primarily due to the reduced availability of CH2

+. With

a coherence length of L = 1017 cm, the contribution of photodissociation of CS to

the total formation rate is also negligible. Di↵usion contributes significantly to

the formation of the atomic carbon at the surface of the cloud at L = 1017 cm. In

other cases, the contribution of di↵usion fails to rank among the top five formation

reactions.

With a coherence length of L = 1010 cm, the di↵usion and photodissociation

of C contribute on the same scale to the total destruction reaction (Figure [6.52]).
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As the coherence length increases to L = 1017 cm, di↵usion contribution is lim-

ited to the interior of the cloud (Figure [6.54]). The destruction reactions, C +

H2 ��! CH2, and C + H ��! CH show variations spatially at which the reac-

tions are significant. Also, when di↵usion is added (L = 1010 cm), the reaction

C + OH+ ��! O + CH+ does not contribute significantly to the destruction of

the atomic carbon (table [ 6.4]). At coherence length, L = 1017 cm, the above-

mentioned reaction only contributes (Figure [6.54]) in the region 2⇥ 10�5  r 
5 ⇥ 10�5 pc. Without di↵usion, the reaction C + H ��! CH contributes up to

the H–H2 transition region. Nevertheless, as in Figure [6.54], the contribution

from the reaction C +H ��! CH is reduced when di↵usion is added. As the co-

herence length increases to L = 1010 cm, the reaction contributes up to 0.008pc.

With a coherence length of L = 1017 cm, the contribution diminishes up to the

region 2 ⇥ 10�3pc. Similarly the destruction reaction C + H2 ��! CH2 con-

tributes significantly in the region 10�4  r  0.1 pc. As the coherence length

increases from L = 1010 cmto L = 1017 cm, the contribution changes spatially

3 ⇥ 10�4  r  0.1 pc to 7 ⇥ 10�3  r  0.1 pc. As the H–H2 transition region

shifts towards the surface of the cloud, the contribution from C + H2 ��! CH2

shifts deeper into the cloud.

The destruction reaction H3

+ +C ��! CH+ +H2 shifts from 0.02� 0.4 pc to

0.05� 0.4 pc as the coherence length increases from no di↵usion to L = 1017 cm.

With a coherence length of L = 1010 cm, the reaction shows an extended con-

tribution in the region 0.01 � 0.4 pc. The reaction C + O18O ��! C18O + O

reduces the contribution deeper in the cloud as the coherence length increases.

This reduction in the destruction is compensated by introducing the reaction C+

O18O ��! CO+ 18O.
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C+

The addition of di↵usion does not result in any alteration to the abundance of

C+ in the region r  0.06 pc(Figure [6.24] and Figure [6.25]). As the coherence

length of turbulent di↵usion increases to L = 1017 cm, the total di↵usion rates

increases linearly (Figure [C.3]). At lower coherence lengths (L  1012 cm) the

thermal di↵usion rates are higher than the molecular and turbulent contributions.

Consequently, di↵usion is a destruction reaction in the region r . 0.003 pc. For

other coherence lengths, (1012 . L  1017 cm), the di↵usion is a destruction

reaction in the region r  0.05 pc. The formation and destruction of C+,

Figure 6.57: Destruction reactions of C+ in a L = 1010 cm scenario (straight-dot)
compared with a scenario without di↵usion (dash-dotted line). Model parameters:
Case II from the table [6.1].

with L = 1010 cm and L = 1017 cm are shown in figures [6.57-6.54]. With L =

1010 cm, the di↵usion rates are lower than the highest destruction reaction C+ +

H2
? ��! CH+ + H. Figure [6.58] indicates that in a scenario without di↵usion

(dash-dotted line), the destruction reaction C+ +OH ��! CO+ +H contributes

significantly in the region 10�5  r  0.04 pc. However, with L = 1010 cm, the

reaction contributes similarly except in the region 10�5  r  3⇥10�4 pc. This is
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Figure 6.58: Formation reactions of C+ in a L = 1010 cm scenario (straight-dot)
compared with L = 0 cm (dash-dotted line). Model parameters: same as the
Figure [6.57].

Figure 6.59: Formation reactions of C+ in a L = 1017 cm scenario (straight-dot)
compared with scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.57].

121



122 Results

Figure 6.60: Destruction reactions of C+ in a L = 1017 cm scenario (straight-dot)
compared with a scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.57].

because the primary destruction reaction in this region is di↵usion. The behavior

of di↵usion and C++OH ��! CO++H at L = 1017 cm in Figure [6.60] supports

this argument. The reaction C+ + H2 ��! CH2

+ shows significant variations in

the reaction rates at the surface.

CO

The main formation reactions of CO are:

CO+ +H ��! CO+H+
, HCO+ + e� ��! CO+H, (6.1)

CH + O ��! CO+H, C+ + 13CO ��! 13C+ + CO. (6.2)

When di↵usion is added, the reactions C+ +SO ��! S+ +CO and C+OH ��!
CO + H do not contribute significantly to the formation of CO as illustrated

in table [6.3]. Also, the reaction OH+ + S ��! S+ + OH does not contribute

significantly to the destruction of CO (table [6.4]). Figure [6.61] illustrates the

changes in the formation reactions by comparing the L = 0 cm case with L =

1010 cm. Di↵usion is not a dominant formation reaction at lower coherence lengths

because thermal di↵usion contributes more to the total di↵usion rate, which is
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a destruction reaction (Figure [C.5]). Consequently, up to r  2 ⇥ 10�3 pc, the

di↵usion rates are similar irrespective of the turbulence coherence length used

(see §[6.2] and Figure [C.5a]). For all cases other than L = 1017 cm, the di↵usion

is a destruction reaction in the region r  2⇥ 10�3 pc.

Figure 6.61: Formation reactions of CO in a L = 1010 cm scenario (straight-dot)
compared with a scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.52].

At L = 1010 cm, the contribution from di↵usion is not significant in the forma-

tion or destruction of CO. At the surface, the formation reactions show significant

variations in their rates after adding di↵usion.

CH + O ��! CO+H C+ +O2 ��! CO+O+

C+ +O2 ��! CO+O+ C+ + 13CO ��! 13C+ + CO

As a result of di↵usion, the abundance of O and O2 shows a slight decrease,

as shown in Figure [B.1b]. Consequently, the aforementioned reactions exhibit

fluctuations; however, the variation in the percentage of contributions to the total

formation reaction rates is minor (Figure [6.63]).

At L = 1017 cm, di↵usion is a prominent formation and destruction reaction

(Figure [6.62]). With L = 1017 cm, the turbulent di↵usion rates are higher than

the thermal di↵usion rates, resulting in the formation of the CO at the surface

as shown in Figure [C.5f] and Figure [6.62]. In the region 0.005 . r . 0.4pc, the

turbulent di↵usion contribution is higher than the thermal or molecular di↵usion

(Figure [C.5]), resulting in the formation of CO via di↵usion. The formation

reaction C+ + 13CO ��! 13C+ + CO contributed significantly in the region r 
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Figure 6.62: Formation reactions of CO in a L = 1017 cm scenario (straight-dot)
compared with a scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.52].

(a) (b)

(c) (d)

Figure 6.63: Percentage of contributions to the formation reactions of CO in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.61].
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Figure 6.64: Destruction reactions of CO in a L = 1010 cmscenario (straight-dot)
compared with a scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.52].

10�4 pc. However, as the coherence lengths of turbulent di↵usion increased to

L = 1017 cm, the contribution from this reaction to the total formation reaction

was reduced by two orders of magnitude in the region r  4⇥10�5 pc. Also, in the

region 0.03�0.2 pc, the contribution from the aforementioned reaction is reduced

by one order of magnitude. With L = 1017 cm, di↵usion contributes significantly

to the total formation, reducing the contribution from other reactions (Figure

[6.63]). On the surface, the reactions CO+ +H ��! CO+H+, HCO+ + e– ��!
CO+H, and CH+O ��! CO+H show two to four orders of magnitude (Figure

[6.63]) decrease in the contribution. Deeper in the cloud, H2O+HCO+ ��! CO+

H3O
+ shows an order of magnitude reduction (Figure [6.63]) in the contribution

to the total formation rate.

At L = 1010 cm, the di↵usion of CO is the dominant destruction factor, with a

contribution of up to three orders of magnitude greater than that of other chemical

reactions (Figure [6.64]). At L = 1017 cm, the di↵usion contribution to the total

destruction reaction is significant only in the region r � 0.5 pc (Figure [6.65]).

The di↵usion contribution is significant in the region 3⇥ 10�5 � 6⇥ 10�5 pc and

5⇥10�3�8⇥10�3 pc (denoted by a black dot in Figure [6.64]). The dashed-dotted

line is employed to identify points within the cloud where the di↵usion rates

are destruction/formation at one shell but formation/destruction at neighboring

125



126 Results

Figure 6.65: Destruction reactions of CO in a L = 1017 cm scenario (straight-dot)
compared with a scenario without di↵usion (dash-dotted line). Model parameters:
same as the Figure [6.52].

(a) (b)

(c) (d)

Figure 6.66: Percentage of contributions to the destruction reactions of CO in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.61].
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shells.

The destruction reactions, photodissociation of CO, and 13C+ + CO ��!
C+ + 13CO shows higher contribution in the region 2 ⇥ 10�5  r  6 ⇥ 10�5 pc

than scenario without di↵usion (Figure [6.62]). At lower coherence lengths of

turbulent di↵usion, the contribution from the photodissociation of CO to the total

destruction of CO reduced down to 0.1% and then increased up to 100% (Figure

[6.66a]). At higher coherence lengths of turbulent di↵usion, the contribution

from this reaction only reduced at a particular shell in the cloud due to the

di↵usion contribution in the region. Similarly, the contribution from the reaction,
13C++CO ��! C++ 13CO reduced down to 10�4% at lower coherence lengths of

turbulent di↵usion (Figure [6.66c]) and then increased up to 1%. In the absence

of di↵usion, the reaction H3

+ +CO ��! HCO+ +H2 contributes significantly in

the region r � 5⇥ 10�4 pc. However, it can be observed that when the coherence

length is L = 1017 cm, the reaction starts to make a substantial contribution in

the region where r � 0.001 pc. The observed phenomenon can be attributed to

the notable impact of di↵usion in the specified areas.
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6.4.3 CH+ and CH

The main formation reactions of CH in the cloud are CH3

+ + e– ��! CH+H+

H and CH3

+ + e– ��! CH+H2. The destruction of CH is through the reaction

CH + H ��! C + H2. Di↵usion influenced the destruction of CH significantly

(Figure [6.68]), especially on the surface; the di↵usion is at least four orders of

magnitude higher than the rest of the chemistry. The di↵usion of H also impacted

the destruction of CH via the reaction CH +H ��! C+H2.

(a) (b)

(c) (d)

Figure 6.67: Percentage of contributions to the destruction reactions of CH in
di↵erent di↵usion scenarios. Model parameters: case II (table [6.1]).

Figure [6.67] illustrates the change in the percentage of contribution to the

total destruction rate of CH as the coherence length increases. In the absence of

turbulence, the reaction CH + H ��! C + H2 exhibits negligible deviation in its

contribution compared to the scenario without di↵usion. The photodissociation

and photoionization of CH show a significant change in the rates at the surface

(Figure [6.68]). The destruction reaction H+ +CH ��! CH+ +H is a significant

contributor in a scenario without di↵usion, which did not contribute significantly

in a scenario with di↵usion (green dash-dotted line in the Figure [6.68b] and

Figure [6.70b]).
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(a) formation reactions

(b) destruction reactions

Figure 6.68: Formation and destruction rates for CH with L = 1010 cm. Model
parameters: same as the Figure [6.61].
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With L = 0 cm, the reaction CH+O ��! CO+H is a significant contributor

to the total destruction in the region 6⇥ 10�5  r  2.13 pc. With L = 1010 cm,

the aforementioned reaction contributes less on the surface than the L = 0 cm sce-

nario (Figure [6.68b]). Also, the reaction C++CH ��! CH++C contributes less

as the coherence lengths of turbulent di↵usion increases to L = 1017 cm in the

region r � 0.1 pc (Figure [6.70]). Figure [6.67d] illustrates that when turbulent

di↵usion is included, the percentage of contribution from the above-mentioned

reaction reduces significantly in the region r  2⇥ 10�4 pc.

(a) (b)

(c) (d)

Figure 6.69: Percentage of contributions to the formation reactions of CH in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.71].

Di↵usion is not a top contributor to the formation or destruction of CH in

the mid-depth regions, 10�3  r  0.1 pc. This is because the di↵usion rates in

this region are lower than the rest of the chemical reaction rates, as illustrated in

§[C.5]. As a result, the chemical reaction rates of the with-di↵usion scenario in

this region closely resemble those of the without-di↵usion scenario. With a co-

herence length of L = 1010 cm, di↵usion rates are about two orders of magnitude

lower than the top contributor reaction HCS+ + e– ��! CH + S in the region

r � 0.6 pc (Figure [6.68a]). Whereas with a coherence length of L = 1017 cm, the
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di↵usion rates are about three orders of magnitude higher than the top contrib-

utor reaction HCS+ + e– ��! CH + S in the region r � 0.6 pc (Figure [6.70a]).

Without turbulence, the contribution from di↵usion to the formation/destruction

of CH is negligible.

(a) Formation reaction

(b) Destruction

Figure 6.70: Formation and destruction rates for CH with L = 1017 cm. Model
parameters: same as the Figure [6.71].
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(a)

(b)

Figure 6.71: Formation (a) and destruction (b) rates for CH+ with L = 1010 cm.
Model parameters: same as the Figure [6.68].

Similar to CH, the formation and destruction of CH+ are also influenced by

di↵usion. Figure [C.7a] demonstrates that di↵usion rates are similar in scenarios

with and without turbulence in the region of 3 ⇥ 10�5 . r . 10�3 pc because

thermal di↵usion rates are higher than turbulent and molecular di↵usion rates.

In the scenario with a turbulent coherence length, L = 1016 cm, the turbulent and
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thermal di↵usion rates are on the same scale, leaving the resultant total di↵usion

rates di↵erent from the other di↵usion scenarios in the region r . 3 ⇥ 10�5 pc.

Similarly, for L = 1017 cm, the turbulent di↵usion rates are higher than the

thermal di↵usion rates, resulting in higher total di↵usion rates in the region

r . 3 ⇥ 10�5, deviating from the other di↵usion scenarios. As the coherence

length increases to L = 1017 cm, the total di↵usion rates exhibit a linear rise in

relation to the coherence length within the region r � 10�3 pc.

(a) (b)

(c) (d)

Figure 6.72: Percentage of contributions to the formation reactions of CH+ in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.71].

With L = 1010 cm, di↵usion of CH+ is a prominent destruction reaction on the

surface (Figure [6.71b]). Destruction via CH++H ��! C++H2 is the top contrib-

utor throughout the cloud in all the scenarios except for L = 1017 cm as depicted

in Figure [6.74a]. In the destruction of CH+, the reaction CH+ +O ��! CO+H

contributes significantly throughout the cloud the in a L = 0 cm scenario. With

di↵usion, the reaction only contributes significantly from r & 9 ⇥ 10�4 pc. The

destruction reaction CH++H2 ��! CH2

++H significantly contributes to the de-

struction of CH+ in all scenarios except L = 0 cm(Figure [6.74e]). Formation via

C+ +H2? ��! CH+ +H2 is the leading contributor in all the (with and without
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(a)

(b)

Figure 6.73: Formation (a) and destruction (b) rates for CH+ with L = 1017 cm.
Model parameters: same as the Figure [6.68].

di↵usion) scenarios. However, formation via photoionization of CH, photodisso-

ciation of CH2

+ and CH3

+ shows significant changes on the surface of the cloud.

As the coherence lengths of turbulent di↵usion increase to L = 1017 cm, the con-

tribution from di↵usion to the formation is five orders of magnitude higher than

the second highest reaction H3

+ +C ��! CH+ + 13C in the region r � 0.1 pc.
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The chemical structure of CH and CH+ are significantly impacted by di↵usion.

As illustrated in Figure [B.2a], the abundance of CH and CH+ only shows a

negligible deviation from the L = 0 cm scenario. Since H,H2, C, CH, and CH+ are

the precursor of species, such as CH2

+, CH3

+, di↵usion has a secondary impact

on the chemical structure of these species. The CH2

+, CH3

+ and CH2 show a

(a) (b)

(c) (d)

(e)

Figure 6.74: Percentage of contributions to the destruction reactions of CH+ in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.71].
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slight decrease in the abundance in the region r . 10�4 pc and a slight increase

in the region 10�4 . r . 10�3 pc. The abundance of CH2

+, CH3

+ and CH2 seems

to follow the abundance profile of molecular hydrogen.
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Figure 6.75: Formation reactions of OH with (straight-dot) and without (dashed
line) di↵usion. A turbulent coherence length of 1010 cm is used. Model parame-
ters: Case II from table [6.1]

Figure 6.76: Destruction reactions of OH with (straight-dot) and without (dashed
line) di↵usion. Model parameters: same as Figure [6.75].
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6.4.4 OH

As illustrated in Figure [B.2f], the abundance of OH does not change significantly

when di↵usion is added to the chemistry. However, the small variations in the

abundance are visible, resulting from chemical reaction changes. The primary

formation reactions of OH without di↵usion are:
8
>>><

>>>:

O+H ��! OH

H3O
+ + e� ��! OH+H+H

H2O
+ + e� ��! OH+H

(6.3)

Photodissociation and O+OH ��! O2+H are the primary destruction reactions

in a scenario without di↵usion.

Figure 6.77: Formation reactions of OH with (straight-dot) and without (dashed
line) di↵usion.

Within the region of 10�5  r  0.4 pc, the contribution of thermal di↵usion

to total di↵usion rates with L = 1010 cm is at least three orders of magnitude

higher than molecular or turbulent di↵usion contributions (as depicted in Figure

[C.6b]). Due to high thermal di↵usion contribution, total di↵usion rates remain

comparable within the region of 10�5  r  0.002 pc, regardless of coherence

length (Figure [C.6a]). Similar to CH, contributions from L = 1016 cm and L =

1017 cm deviate from this trend within the region of 10�5  r  4⇥10�5 pc due to

the higher turbulent di↵usion rates than molecular and thermal di↵usion rates.
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Figure 6.78: Destruction reactions of OH with (straight-dot) and without (dashed
line) di↵usion.

(a) (b)

(c) (d)

Figure 6.79: Percentage of contributions to the destruction reactions of OH in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.76].
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(a) (b)

(c) (d)

Figure 6.80: Percentage of contributions to the formation reactions of OH in
di↵erent di↵usion scenarios. Model parameters: same as the Figure [6.75].

In the region of 10�5  r  4 ⇥ 10�4 pc, di↵usion with L = 1010 cm is a

destruction reaction, and at most, it is two orders of magnitude higher than

photodissociation of OH (Figure [6.76]). With a turbulent coherence length of

1017 cm, di↵usion becomes a destruction reaction within the region of 10�5 
r  5⇥ 10�5 pc and r � 0.6 pc. Di↵usion and photodissociation of OH and O +

OH ��! O2 +H are the primary destruction reactions with L = 1017 cm. As the

coherence lengths of turbulent di↵usion increase, the di↵usion rates increase up to

⇠ 10�9cm�3s�1, which is four orders of magnitude higher than the next highest

destruction reaction rate of OH. Consequently, the percentage of contribution

from the other destruction reactions to the total destruction rate of OH reduces

significantly, as illustrated in Figure [6.79]. The scenario without turbulence

shows a minor impact on the chemistry of the of OH.

The formation reaction rates of H2O
+ + e– ��! OH + H and H3O

+ +

e– ��! OH+H+H exhibit deviations from the scenario without di↵usion on the

surface (r  3⇥10�4 pc). At lower coherence lengths, the di↵usion is not a signif-

icant formation reaction of OH; however, with L = 1017 cm di↵usion contributes
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significantly in the region 6 ⇥ 10�5  r  2 ⇥ 10�4 pc and 0.08 . r . 0.5 pc.

As the di↵usion contribution to the total formation rate increases in the above-

mentioned regions, the percentage of contribution from other chemical reactions

reduces correspondingly (Figure [6.80]). With L = 1017 cm , formation reaction

He+ +H2O ��! OH+He+H+ is no longer a significant contributor to the total

formation of OH compared to other scenarios with and without di↵usion.
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Chapter 7

Discussion

To comprehend the impact of di↵usion on the physical and chemical composi-

tion of molecular clouds, it is imperative to analyze the di↵usion coe�cients that

are subject to local conditions. This study included energy balance, cosmic ray

ionization, H2 formation, photodestruction process, CO and H2 self-shielding,

gas-dust interactions, and dust surface chemistry. This study explores the cor-

relation between di↵erent di↵usion coe�cients and their contributions to total

di↵usion rates. Additionally, it delves into the impact of cloud temperature on

di↵usion rates, the potential non-linearity of coherence length correlations, and

the relationship between chemistry and di↵usion. With this work, the di↵usion

scenario has incorporated the chemistry of the KOSMA-⌧ PDR model, and dif-

ferent input parameters and di↵usion coe�cients have been tested to evaluate

di↵erent limits. The e↵ects on the observable line emissions are also assessed.

7.1 Initial conditions

The four cases used in this model are in the table [6.1]. Case II is evaluated in

detail and presented in §[6]. All other test cases are tested and compared to the

corresponding non-di↵usion case. The comparison did not reveal qualitatively

any significant change in the abundances or column density (compared to the

corresponding case without di↵usion) other than demonstrated using Case II.

However, testing with di↵erent surface densities, masses, and radii of the cloud

revealed the following limits.

The minimum size of the KOSMA-⌧ spherical cloud is 10�2pc. A minimum

surface density of 103 cm�3(M = 104M�) is needed to calculate the higher dif-

fusion (1012  L  1017cm) cases. Otherwise, the equilibrium chemistry solver

will give negative or too low ( 10�33) densities. In this case, di↵usion will be

switched o↵ to recover the chemistry and solve for a steady-state solution. When

the di↵usion is switched o↵, the contribution to the F and Q from di↵usion is
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set to zero. The interpolated positions, densities, temperature, and calculated

di↵usion rate prior to deactivation will be documented for debugging.

7.1.1 Coherence length and di↵usion coe�cients

As already discussed, the di↵usion coe�cients in a multi-component plasma are

poorly known. A detailed discussion of the limits of the di↵usion coe�cients is

given in §[4.4].

(a) di↵usion coe�cients

(b) di↵usion velocities

Figure 7.1: Variation of individual di↵usion
coe�cients (a) and velocities (b) with L =
1017 cm for e– , C+, and H3

+. Model parameters:
Case II (table 6.1).

The study by Lesa↵re et al.

(2007) considers that the elec-

trostatic force binds the ions

and electrons to have the same

di↵usion coe�cients for the

ion-electron fluid. Consider-

ing the same di↵usion coe�-

cients for ions and electrons

will result in a lower thermal

di↵usion coe�cient for elec-

trons. The presence of free

electrons is crucial for the mix-

ing of various phases within

the interstellar medium. Due

to their relatively lower mass,

electrons exhibit faster dif-

fusion velocities than other

species (Figure [7.1]). Con-

sequently, collisions between

electrons and other species can

result in the heating of the gas.

C+ and H3

+ are shown to com-

pare the velocities of ions with

electrons (Figure [7.1]). The

thermal velocity of the elec-

tron is calculated using eq.[4.8]

with µ = me. Even though the

di↵usion velocity of electrons

is one order of magnitude higher than the ions, the medium will remain neutral.

Because the thermal energy is lower than the electrostatic energy between the ions

and electrons. For example, the thermal energy of a particle with a temperature
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of 120K will be,

E =
3

2
kT =

3

2
⇥ 1.38⇥ 10�23 ⇥ 120 J/K K = 2.484⇥ 10�21

J (7.1)

Considering the step size (width of a shell in the KOSMA-⌧ PDR model) (⇠
0.001pc) as the distance between the ion and the electron, electrostatic energy

between electrons and the singly ionized atom will be,

E =
1

4⇡ ✏0

q1q2

r
= 8.99⇥ 109

(�1.602⇥ 10�19C)2

0.001pc
Nm2

/C2 ⇡ 7⇥ 10�18J (7.2)

The distance between the electrons and ions is usually smaller than 0.001 pc.

From the above equations, it is clear that the thermal motion of the electrons is

not strong enough to surpass the electrostatic force between them. As a result,

the medium will remain neutral.

KOSMA-⌧ is a 1D PDR model that cannot generate turbulent di↵usion self-

consistently. Hence, the maximum di↵usion coe�cient and the coherence length

of di↵usion should also be considered input parameters. For a cloud of radius,

2.13 pc, the largest turbulent eddy will be the size of 0.213 pc (L  10%R Xie

et al. 1995; Mac Low & Ossenkopf 2000). With transonic turbulence (⇠ 1 km/s),

the highest di↵usion coe�cient of 1022  K  1023cm2 s�1 can be achieved.

Suppose the turbulent coherence length is L = 1014 cm (K = 1019 cm2 s�1), a

cloud with a radius of 2.13 pc can have a considerable turbulent di↵usion contri-

bution (higher than thermal and molecular di↵usion) to the total di↵usion rate

for most species. In this case, the chemistry of most of the species is signifi-

cantly influenced by di↵usion throughout the cloud. When the coherence length

is 1010  L  1014 cm, the turbulent or thermal di↵usion contributes significantly

to the total di↵usion rates of most of the species. In this case, the di↵usion con-

tribution to the chemistry is significant in the warmer atomic region of the cloud

(see §[6.4]).

The total di↵usion rate combines thermal, molecular, and turbulent di↵usion

rates. For species such as C,CO,C+, OH or CH, the thermal di↵usion rates are

higher than the molecular and turbulent di↵usion rates at lower coherence lengths

(L  1014 cm) (Figure [C.1-C.7]). This implies that the total di↵usion rates of a

species depend heavily on thermal di↵usion rates, density gradient, and coherence

length of turbulent di↵usion. Hence, the total di↵usion rate does not always have

a linear relation with the turbulent coherence length. Instead, the total di↵usion

rates of a species have a non-linear relation with the turbulent coherence length

and the temperature and density gradient.

The underlying assumption of the model is that the turbulence is in a tran-
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sonic state, meaning that the velocity of the gas varies proportionally to the

square root of its temperature. In an isothermal gas environment, the di↵usion

coe�cient remains uniform across the entirety of the gas clump. The chemistry

is strongly a↵ected by turbulent di↵usion at lower coherence lengths (see §[6.2]).
The chemical structure can exhibit considerable variation based on factors such

as the coherence length and gas temperature. Therefore, selecting the coherence

length becomes crucial for interpreting observational findings in the context of

isothermal cold molecular clouds.
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7.2 Impact of di↵usion on the H-H2 transition

The previous studies (Xie et al. 1995; Willacy et al. 2002; Lesa↵re et al. 2007)

pointed out that when di↵usion is added, the abundance of H2 and hence CH is

reduced at the interface between WNM and CNM compared to a scenario without

di↵usion. They also noted the enhancement in the production of CO,OH and

H2O due to di↵usion. Di↵usion pumps H2 from the cold cloud (Lesa↵re et al.

2007) to the warmer regions, and as a result, the abundance of H2 has increased at

intermediate temperatures, as shown in §[6.3.2]. As a result of mixing between the

di↵used H from the warmer region with the di↵used H2 from the colder region,

the H–H2 transition occurs at slightly warmer temperatures compared to the

scenario without di↵usion. Di↵usion of H towards the center of the cloud reduces

the formation of H2 through grain catalysis, which reduces the abundance of H2

on the surface (r  10�4 pc) compared to the scenario without di↵usion. However,

the di↵usion of H2 contributes comparably to the primary formation reaction H+

H ��! H2, replenishing the missing H2. Thus, the resultant abundance of H and

H2 does not show drastic variation compared to the scenario without di↵usion,

and H–H2 transition region shifted towards the surface of the cloud. In other

words, an expansion of the molecular region is observed.

As the coherence length varies, the di↵usion contribution to the total forma-

tion or destruction of the species changes. However, the contribution from other

chemical reactions to the total formation or destruction reaction alters in such a

way that the resultant equilibrium abundance is similar to the scenario without

di↵usion. As a result, this study failed to see any di↵erence in the abundance

when tested with di↵erent L values in the steady state. However, the impact of

di↵erent coherence lengths might be visible in a time-dependent chemistry model.

The H–H2 conversion plays a vital role in the properties of the giant molec-

ular cloud (GMC) and, therefore, the initial conditions of star formation (Lee

et al. 2012). The H–H2 conversion is mainly investigated in the PDRs where

an atomic envelope bounds the dense molecular region. But the GMC is sur-

rounded by an HI envelope embedded in the radiation field from stars and stellar

clusters (Lee et al. 2012), which makes the angular dependence of the radiation,

depth dependence of H2 formation, and the prediction of H–H2 transition region

important. The study by Lee et al. (2012) used a model created by Krumholz

et al. (2008, 2009) and discussed that turbulence might play a role in the H2

formation. From the di↵usion and chemical reaction rates, it is clear that the

transonic turbulent di↵usion accelerates the H2 formation in the PDR, which can

have a significant impact on the GMCs. By incorporating the di↵usion into the

steady-state spherical KOSMA-⌧ PDR model, an accurate prediction of H–H2
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Species integrated line intensity ratio

⇠ = 1.5 ⇠ = 0

[12CI]/[13CI] 68 (71) 66 (71)

[12CI]/12CO (1! 0) 0.12 (0.10) 0.15 (0.10)

[12CII]/12CO (1! 0) 0.5 (0.4) 0.5 (0.4)

13CO(1! 0)/12CO(1 ! 0) 0.4 (0.3) 0.4 (0.3)
12CO(2! 1)/12CO(1! 0) 0.5 (0.4) 0.5 (0.4)

Table 7.1: Impact of di↵usion on the integrated line intensity ratio of di↵erent
species. Corresponding without di↵usion values are given in the bracket. Model
parameters: Case II from the table [6.1] with L = 1017 cm.

transition can be made. Further studies are required to analyze the results in

stationary and time-dependent models.

7.3 Impact of di↵usion on the carbon transition

[CII] has a lower ionization potential (11.3 eV) than HII (13.6 eV) and can be

ionized by lower-energy photons. [CII] line can originate from di↵erent phases

of the ISM: dense PDRs, cold/warm neutral medium, or warm ionized medium

(Tarantino et al. 2018). In most galaxies in the local universe, [CII] originates

from neutral regions (Pabst et al. 2021), and it is the brightest FIR line in the

spectrum of the Milky Way (Pabst et al. 2022). Hence, C+ is one of the most

important species in astronomy to understand the local conditions.

With di↵usion, the C+ –C–CO transition shifts towards the surface of the

Figure 7.2: Impact of di↵usion on the isotopic abundance ratio. The behavior of
abundance ratio in the entire cloud (left) and zoomed-in (right). Both subfigures
have the same labels.
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cloud (Figure [6.26]), increasing the CO abundance and decreasing the C+ abun-

dance compared to the scenario without di↵usion. Consequently, the isotopic

abundance ratios of C+ and CO (Figure [7.2]) and integrated line intensity ratios

of these species show significant deviations with di↵usion (table [7.1]).

The isotopic fractionation of carbon is driven by the reaction (Ossenkopf et al.

2013),
13C+ + CO ⌦ C+ + 13CO+ 34.8 K, (7.3)

and it indicates that at colder (Tgas  35K) molecular regions, the abundance

of 13C+ and CO reduces, and the abundance of 12C+ and 13CO increases. Con-

sequently, the isotopic abundance ratio 12C+/13C+ increases and the 12CO/13CO

decreases.

The addition of di↵usion results in a decrease in the isotopic integrated line

intensity ratio of [12CI]/[13CI] from 71 to 68 (table [7.1]). In contrast, the inte-

grated line intensity ratio of 12CO (2! 1)/ 12CO(1! 0) shows a ⇠ 33% increase

and 13CO (1! 0)/ 12CO(1! 0) demonstrates a ⇠ 25% increase when compared

to scenarios without di↵usion. In addition, the integrated line intensity ratio of

[12CII]/12CO(1 ! 0) shows a ⇠ 25% and [12CI]/12CO(1 ! 0) shows a 20% in-

crease. Nevertheless, no apparent disparity in the ratio between the two distinct

turbulence coherence lengths is detected.

The reported variations in the integrated line intensity ratio are due to a

combination of di↵usion, optical depth e↵ects, and fractionation. Further inves-

tigation is required to understand how di↵usion impacts the optical depth e↵ects.

Many previous studies (for example, Ossenkopf et al. 2013; Okada et al. 2019;

Guevara et al. 2020) have attempted to explain the observed column density of

[CII] and its isotopic integrated line intensity ratios by exploring the e↵ects of

fractionation, self-absorption, and optical depth. However, most of these investi-

gations have concluded that PDR models do not accurately reproduce line and

continuum emissions. The introduction of turbulent mixing into the PDR mod-

els, in addition to the above-mentioned e↵ects, might be the answer to explain

these observations.

7.4 Integrated line intensities

Using the ONION shell radiative transfer code, we analyzed the PDR code results

to understand the e↵ect of di↵usion on the line profiles. The change in the inte-

grated line intensities compared to the no di↵usion scenario is shown in the table

[7.2]. The e↵ect of cosmic ray ionization rate and radial density profile are also in-

dicated. The integrated line intensities do not vary significantly between various
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Species �Tmb(%)

⇠ = 1.5 ⇠ = 0

C+ (2P3/2 !2
P1/2) +.54 �1.41

C (3P1 !3
P0) +2.11 �.07

C (3P2 !3
P1) +5.07 +.8

13C (3P1,3/2 !3
P0,1/2) +7.55 +3.86

13C (3P2,5/2 !3
P1,3/2) +13.54 +5.68

13C+ (2P3/2,2 !2
P1/2,1) +.66 �2.61

CO (1! 0 ) �12.12 +7.38
CO ( 2! 1 ) +15.96 +0.49
CO (3! 2 ) +6.77 +0.32

C18O (1! 0) +0.04 +0.0
C18O (2! 1) +0.12 �0.14
C18O (3! 2) +0.12 �0.11
C18O (4! 3) +0.07 �0.06
CS (1! 0) �11.36 �7.46
CS (2! 1) +0.11 �23.3
CS (3! 2) +3.92 �8.24
H13CO+ (1! 0) �5.88 �7.35
H13CO+ (2! 1) �9.42 �11.92
H13CO+ (3! 2)) +0.41 +0.43
H13CO+ (4! 3) �0.02 +0.13

CH+ (1! 0) �4.45 +2.56
CH+ (2! 1) +5.17 +19.62
CH+ (3! 2) +6.48 +24.66
CH+ (4! 3) +9.16 +33.09

O (3P1 !3
P2) �.120 +2.879

O (3P0 !3
P1) �2.54 �5.55

O (3P0 !3
P2) �2.70 �8.06

HC18O+ (1! 0) �2.7 �10.84
HC18O+ (2! 1) �2.99 �5.55
HC18O+ (3! 2) +0.21 +0.75
HC18O+ (4! 3) �0.0 +0.05

Table 7.2: Percentage of change in the integrated line intensities. Positive signs
indicate an increased integrated line intensity compared to the without-di↵usion
scenario. A decrease in the integrated intensity is indicated using a negative sign.
20�40% changes are highlighted using green. Less than 10% changes are denoted
by black, and 10 � 20% changes are denoted by blue color. Model parameters:
Case II from the table [6.1] with L = 1017 cm.

Turbulent mixing in photodissociation regions 150



7.4 Integrated line intensities 151

di↵usion coe�cients. The changes  0.03% are omitted due to the uncertainty

in the results and cannot provide observational confirmations. Two digits after

the decimal points are provided to understand the results better. An increase in

the integrated intensity is indicated using a positive sign, and a decrease in the

integrated intensity is indicated using a negative sign. Depending on the radial

density profile, many species show increased and decreased integrated intensities.

The CO (1! 0 ) line shows a ⇠ 12% decrease in the integrated intensity when

di↵usion is added whereas CO(2! 1 ) shows a ⇠ 16% decrease. In addition, CS

(1 ! 0 ) shows a ⇠ 11% decrease in the integrated intensity. Furthermore, the

di↵usion e↵ects are notably visible in the higher J(J � 8) transitions compared

to the lower J(J  8) transitions for 13CO, C18O, CH+, CO, CS, H13CO+, and

HC18O+ (Figure [7.3]).

The e↵ects of di↵usion on the integrated intensities of species are not strong

enough to be detected. However, with the recent advances in astronomical obser-

vations, subtle variations in the lines could be detected. In that case, CS, CO,C,

HCO+, and 13C are the best tracers of the di↵usion e↵ects. Ions like H13CO+ and

HC18O+ are significantly abundant at lower cosmic ray ionization rates due to the

(a) (b)

(c) (d)

Figure 7.3: Integrated line intensity of selected species showing the impact of dif-
fusion on the higher J lines. The upper J transition is shown on the x-axis.Model
parameters: case II(table [6.1].

151



152 Discussion

availability of their precursors, which can be used as excellent tracers of di↵usion.

The e↵ect of subsonic di↵usion on abundance profiles is largely dissipated within

the lifetime of a cloud. Hence, the observational e↵ects of some species are only

observable with deep-integration time.

7.5 Mixing timescale

The local conditions of a PDR vary over the cloud due to the intensity of the

incident radiation. Therefore, di↵usion could not be understood as the mixing

between the surface and the center of the cloud. Di↵usion depends on the density

gradient between the neighboring shells. As long as the chemical timescale is

comparable or larger than the di↵usion time scale, the chemistry will be coupled

with the di↵usion (Xie et al. 1995). The time constant R
2

K
(Xie et al. 1995) may

give a rough estimate of the upper limits, where R is the radius of the cloud and

K is the di↵usion coe�cient. For example, if a 2 pc cloud has a higher di↵usion

coe�cient such as K = 1023 cm2 s�1, the timescale is,

⌧
s

d
=

(2pc)2

1023cm2 s�1
⇡ 107 years. (7.4)

and at a lower di↵usion coe�cient (K = 1015 cm2 s�1),

⌧
s

d
=

(2pc)2

1015cm2 s�1
⇡ 1022 s ⇡ 1015 years. (7.5)

Here, 1 year = 3.156 ⇥ 107s (Draine 2011). The di↵usion time scale (⌧ s
d
) varies

between 107 � 1015 years and comparable or larger than the gas-phase chemical

time scale (⇠ 106 years Xie et al. 1995). Considering di↵usion as mixing between

the surface layer and the center of the cloud is incomplete. Hence, instead of

the radius of the cloud, the length over which the density changes by about a

hundred percent should go into the calculation of the timescale. For example,

the abundance of atomic hydrogen change over a distance of 10�3 pc (size of the

atomic region in the Figure [6.24a]). Then the timescale will be,

⌧
s

d
=

(10�3pc)2

1023cm2 s�1
⇡ 3 years. (7.6)

The di↵usion timescale largely depends on the abundance gradient of the species

and position. Unlike Xie et al. (1995), this study considers a varying di↵usion

coe�cient rather than a constant one. Therefore, the di↵usion timescale should

factor in the di↵usion coe�cient and the local conditions. The timescale to change
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the abundance of a species i is,

⌧i =


1

n
s

i

dn

dt

��1

(7.7)

Here,
dn

dt
denotes the reaction rates, which are inversely proportional to the time

scale. In other words, the higher the rates, the smaller the time scale will be.

Using the above equation, the di↵usion timescale of the species,

⌧
s

d
=


1

n
s

i

dn
s

i

dt

��1

=

2

64
n
s

i

d�i

dx

3

75) ⌧
s

d
/ 1

K
, ⌧

s

d
/ 1

L
(7.8)

where,
d�i

dx
denotes the di↵usion flux. The di↵usion timescale is inversely propor-

tional to the coherence length. Hence, the lower limit of the di↵usion timescale

is proportional to [10%Rpc]�1.

Figure 7.4: Mixing timescale compared to the chemical time scale for H. Model
parameters: Case II (table [6.1]) with non-uniform temperature, and ⇠ = 1.5.

To compare the di↵usion time scale with the chemical timescale, a detailed

solution of the eq.[3.5] is needed. Figure [7.4] shows the di↵usion timescale com-

pared to the chemical time scale. The di↵usion time scale is calculated using

eq.[7.8]. The two or three chemical reactions from the topmost chemical reaction

are chosen to calculate the chemical time scale. At lower coherence lengths, the

di↵usion timescale is larger than the chemical timescale (Figure [7.4]) in the cold

molecular gas. However, the di↵usion and chemical timescales are comparable

in the warmer atomic gas. The di↵usion time scale at lower coherence lengths
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exceeds the steady-state chemical timescale. At higher coherence lengths, the

di↵usion timescale is smaller than the chemical timescale by at least three orders

of magnitude in the warmer atomic gas. Mixing di↵erent PDR layers might be

ine�cient if the di↵usion time scale is much larger than the chemical time scale.

As a result, the e↵ects of di↵usion on the chemistry may be insignificant. When

the di↵usion timescale is comparable to the chemical time scale, di↵usion and

chemistry are coupled, and the impact of di↵usion on the chemistry becomes

evident.

The di↵usion timescale is higher in colder regions than in warmer regions due

to the lower di↵usion coe�cients in colder regions. This is not a direct e↵ect of

temperature but rather a mixed e↵ect of temperature, the density of the species,

and di↵usion coe�cient (length scales). Considering the chemical and di↵usion

rate equations, the time constant proposed by Xie et al. (1995) is not far o↵.

Hence, the upper limit of the di↵usion timescale is 1015 years. However, the

lower limit of the di↵usion timescale depends on the density of species at the

current shell and the neighboring shells. In addition, the temperature and other

local conditions also impact the lower limit of the di↵usion timescale.

7.6 Numerical modeling

The KOSMA-⌧ PDR model uses an adaptive mesh to solve chemistry and physics

instead of a pre-determined grid. A detailed explanation is provided in §[3.1]. The
utilization of adaptive stepping techniques allows the spatial grid to change in

each iteration and model, thereby o↵ering an adaptable resolution that facilitates

the understanding of the physics and chemistry of the medium. Nevertheless, the

utilization of this particular approach for determining the subsequent position

complicates the calculation of the di↵usion rates (§[5.3]). Consequently, inter-

polation techniques which provide stable solutions are necessary. A method to

limit the interpolation errors during computation is required as well. This study

tested a couple of these methods (see §[5]), although there exists a plethora of

interpolation and error-constraining approaches that can be explored.

Since the thermal and chemical balance is not always obtained in the same

position (adaptive mesh) in the cloud for various models, comparing the physical

and chemical properties of di↵erent models can diminish some of the di↵usion

e↵ects. Interpolating the model to a single spatial grid before comparing will fetch

further errors from the interpolation methods. So while comparing the results,

one must keep this in mind. The steady-state method solves the chemistry to

obtain a local equilibrium solution, which might diminish the di↵usion e↵ects.

Hence it is advised to use a time-dependent solver for the chemistry, which will
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provide the solution at a particular time step.
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Chapter 8

Summary and Outlook

To thoroughly understand the impact of di↵usion on the chemical and physical

properties of molecular clouds, it is necessary to analyze di↵usion coe�cients

susceptible to local conditions. The objective of this study was to examine the

correlation between di↵erent di↵usion coe�cients and their impact on the physical

and chemical structure of the PDR. Moreover, this research examined the impact

of gas temperature on di↵usion rates and explored the potential non-linear corre-

lation between coherence length and overall di↵usion rate. The KOSMA-⌧ PDR

model with di↵usion is created with 61 di↵erent species formed and destroyed

through 812 reactions, including photodestruction process, H2 formation, CO

and H2 self-shielding, gas-dust interactions, dust surface chemistry, and cosmic

ray ionization. The di↵usion model contains thermal, molecular, and turbulent

di↵usion.

The di↵usion coe�cient is varied between 1015 cm2 s�1 and 1023 cm2 s�1. Here

the lower limit is taken from the molecular di↵usion coe�cient of atomic hy-

drogen. As the coherence length of turbulence di↵usion varies, so do the total

di↵usion rate and the influence of di↵usion on chemistry. The maximum coher-

ence length is L = 1017 cm (L ⇠ 10%R), which is supported by observations (Xie

et al. 1995; Mac Low & Ossenkopf 2000).

The choice of the coherence length does not significantly influence the resulting

abundance in a steady-state PDR model. Hence, understanding the influence of

individual coherence length in a steady-state scenario is challenging. Individual

choice of coherence length influenced the formation and destruction of chemical

reactions. As the di↵usion coe�cients are higher on the surface, the impact on

the chemistry is also evident at the surface of the cloud. The addition of di↵usion

removed at least one destruction reaction from the top five contributors of 34% of

the species in the chosen chemical network. However, at least one of the formation

reactions of 18% of the species was eliminated from the top contributors in the

chosen chemical network. Chemistry of H,H2, C, C
+, CH+, CH,OH, CO and its
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isotopes (13CO, C18O) are highly influenced by the addition of di↵usion. With

higher turbulent coherence lengths, di↵usion becomes a major contributor to the

formation/destruction of di↵erent species. As a result, when di↵usion is added,

the contribution from the other reactions shows up to six orders of di↵erence in

the percentage of contribution to the total formation/destruction rates.

The di↵usion of electrons and ions facilitates the acceleration of chemistry

within a cloud, as this process ensures an adequate supply of electrons deeper

in the cloud. The CO (1! 0) (⇠ 12%), CO (2! 1) (⇠ 16%) and CS (1 ! 0)

(⇠ 11%) shows decrease in the integrated line intensities. In addition, dif-

fusion e↵ects are more pronounced in the integrated line intensities of higher

J(J � 8) transitions for 13CO,C18O, CH+, CO, CS,H13CO+, and HC18O+ than

in the lower J(J  8) transitions. The utilization of CS+ together with isotopes

such as C,C+, CO, and HCO+ has proven to be a good tracer of di↵usion ef-

fects in the PDR. The isotopic line ratios, namely the ratios of [12CI]/[13CI] and

[12CII]/[13CII], exhibit substantial influence due to di↵usion and can serve as e↵ec-

tive tracers. Furthermore, the integrated line intensity ratio of
12CO (2! 1)/ 12CO(1! 0), 13CO (1! 0)/ 12CO(1! 0), [12CII]/12CO(1! 0) and

[12CI]/12CO(1! 0) demonstrates a  25% increase when compared to scenarios

without di↵usion.

Adaptive-mesh refinement technique is well suited for calculating di↵usion ef-

fects due to its ability to resolve the regions where it is required. However, as

the spatial position of the modeled cloud is not predetermined, the chemistry

and physics of di↵erent models are not evaluated on the same point, which in-

creases the chance of overlooking the di↵usion e↵ects on the chemical and physical

structure of the PDR.

Di↵usion significantly impacted the contribution to the total formation or de-

struction of the species as illustrated in the §[6.4]. With higher di↵usion rates,

dramatic changes in the density structure are expected, which is not visible in

the steady state. Di↵erent di↵usion coe�cients did not reveal significant changes

in the local quantities in the steady-state. To fully understand the influence of

di↵usion on the chemical and dynamic evolution of the molecular cloud, it is im-

perative to consider the time-dependent chemistry solver. The immediate next

step will be to test the di↵usion model with time-dependent chemistry. Once

the time-dependent chemical solver is incorporated, the advection and mass loss

from the surface of the cloud can be modeled. The di↵usion-advection model

and the mass-loss will help to understand the dynamic mixing between di↵erent

phases of ISM. The di↵usion-advection model can explain multiple scenarios like

champagne flow, streamer, etc. This study could be expanded to understand the

impact of di↵usion on sticking parameters and freeze-out processes to comprehend
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the influence of di↵usion on dust grains. This study found that the H–H2 tran-

sition and C+ –C–CO transition regions shift towards the surface of the cloud,

which can impact the hydrogen and carbon fractionation. To understand the

observations, it is also worth investigating the impact of di↵usion on the cosmic

ray ionization rates, optical depth, and fractionation e↵ects.

While modeling di↵usion and advection, it is worth investigating di↵erent in-

terpolation routines to understand the error it creates when calculating the next

position, density, and temperature in an AMR grid. With machine learning ad-

vancements, it is interesting to look into a decision forest, at least while using the

KOSMA-⌧ 1D results in kosmatau3d. Interstellar clouds have a complex clumpy

structure that is organized in filaments (Röllig & Ossenkopf-Okada 2022). These

highly turbulent clouds are neither plane-parallel nor spherical in reality. One

method to model the complex geometries of interstellar clouds is to use the su-

perposition of KOSMA-⌧ clumps as in kosmatau3d (Andree-Labsch et al. 2017;

Yanitski et al. 2023). By assuming the ISM is composed of a dense clumpy ensem-

ble and a di↵use interclump ensemble, kosmatau3d can reproduce the dynamic

and chemical structure of molecular clouds in 3D.

A better understanding of the cosmic ray ionization rate is essential in study-

ing photodissociation regions. A detailed parametric study of cosmic ray ion-

ization would help to understand its e↵ects on di↵usion and advection and vice

versa. A precise measurement of the cosmic ray ionization rate is advised to

quantify the di↵usion e↵ects further. A detailed investigation of this should be

done in future studies.
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Appendix A

Molecular weight

The molecular weight per hydrogen molecule, µH2 is (Kau↵mann et al. 2008)

µH2 =
M

mHN(H2)
(A.1)

where mH is the H-atom mass, and M is the total mass contained in a volume

with N(H2) hydrogen molecules. From (Cox 2000), the mass ratios of hydrogen,

helium, and metals are

M(H)

M
⇡ 0.71,

M(He)

M
⇡ 0.27, and

M(Z)

M
⇡ 0.02 (A.2)

where M = M(H) +M(He) +M(Z). This would give,

µH2 =
M

mHN(H2)
= 2.8 (A.3)

where,N(H) = 2N(H2),M(H) = mHN(H)

Mean molecular weight per free particle µp is (Kau↵mann et al. 2008)

µp =
M

mHN
(A.4)

where N = N(H2) +N(He) for all gas with H in molecules.

N(H2) =
M(H2)

2mH

and N(He) =
M(He)

4mH

. Hence,

µp =
M

mH [N(H2) +N(He)]
=

M

mH


M(H)

2mH

+
M(He)

4mH

� =
M/M(H)

1

2
+

1

4

M(He)

M(H)

=
(1/0.71)
1

2
+

1

4

0.27

0.71

= 2.366 (A.5)
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If the metals are taken into account,

µp =
M

mHN
(A.6)

where N = N(H2)+N(He)+N(Z) for all gas with H in molecules and Z denotes

metals. N(H2) =
M(H2)

2mH

, N(He) =
M(He)

4mH

and N(Z) =
M(Z)

5⇥ 10�2mH

. Hence,

µ =
M

mH [N(H2) +N(He) +N(Z)]

=
M

mH


M(H)

2mH

+
M(He)

4mH

+
M(Z)

5⇥ 10�2mH

�

=
M/M(H)

1

2
+

M(He)/M(H)

4
+

M(Z)/M(H)

5⇥ 10�2

� =
1/0.71

1

2
+

0.27/0.71

4
+

0.02/0.71

5⇥ 10�2

� = 1.21

(A.7)

With recent abundance ratios Z = 0.0122(Z/X = 0.0165) (Asplund et al. 2006)

molecular weight is 1.5

Molecular weight is calculated as µ = 1.26mH = 2.11 ⇥ 10�24g typical for

purely atomic gas (Klessen & Glover 2016). This value is used in calculating the

turbulent velocity in this model.
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Appendix B

Abundance

Fractional abundance of all the species used in the di↵usion model. Since the

fractional abundance of a species did not show significant variation with di↵erent

coherence lengths, results from the L = 1017 cm is provided here.
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(a) (b)

(c) (d)

(e) (f)

Figure B.1: Fractional abundance of species with and without di↵usion. Model
parameters: Case II (table [6.1] with non-uniform gas temperature, ⇠ = 1.5 and
coherence length of L = 1017 cm.
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(a) (b)

(c) (d)

(e) (f)

Figure B.2: Fractional abundance of species with and without di↵usion. Model
parameters: Case II(table [6.1] with non-uniform gas temperature, ⇠ = 1.5 and
coherence length of L = 1017 cm.
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Appendix C

Di↵usion rates

Di↵usion rates of C, C+, CO,CH,CH+ and OH are provided. Each species has a

plot that shows how its total di↵usion rate changes as the coherence length varies.

The data also indicates the contributions of thermal, molecular, and turbulent

di↵usion to the total di↵usion rates. The region 0.4 � 2.13 pc has been zoomed

in to understand the di↵usion rates in colder molecular regions.
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C.1 Di↵usion rates of C

(a) total di↵usion rates of C (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.1: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Labels of subfigures (c-f) are the same as (b). Model parameters: case II (table
[6.1]).
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(a) total di↵usion rates of C (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.2: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Model parameters are labels are the same as Figure [C.1].
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C.2 Di↵usion rates of C+

(a) total di↵usion rates C+ (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.3: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Labels of subfigures (c-f) are the same as (b). Model parameters: case II (table
[6.1]).
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C.2 Di↵usion rates of C+ 171

(a) total di↵usion rates C+ (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.4: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Model parameters are labels are the same as Figure [C.3].
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C.3 Di↵usion rates of CO

(a) total di↵usion rates CO (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.5: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Labels of subfigures (c-f) are the same as (b). Model parameters: case II (table
[6.1]).
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C.3 Di↵usion rates of CO 173

(a) total di↵usion rates CO (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.6: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Model parameters are labels are the same as Figure [C.5].
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C.4 Di↵usion rates of CH+

(a) total di↵usion rates CH+ (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.7: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Labels of subfigures (c-f) are the same as (b). Model parameters: case II (table
[6.1]).
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C.4 Di↵usion rates of CH+ 175

(a) total di↵usion rates CH+ (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.8: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Model parameters are labels are the same as Figure [C.7].
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C.5 Di↵usion rates of CH

(a) total di↵usion rates CH (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.9: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Labels of subfigures (c-f) are the same as (b). Model parameters: case II (table
[6.1]).
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C.5 Di↵usion rates of CH 177

(a) total di↵usion rates CH (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.10: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Model parameters are labels are the same as Figure [C.9].
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C.6 Di↵usion rates of OH

(a) total di↵usion rates OH (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.11: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Labels of subfigures (c-f) are the same as (b). Model parameters: case II (table
[6.1]).
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C.6 Di↵usion rates of OH 179

(a) total di↵usion rates OH (b) L = 1010 cm

(c) L = 1012 cm (d) L = 1014 cm

(e) L = 1016 cm (f) L = 1017 cm

Figure C.12: Di↵usion rates (a) and contribution from thermal, molecular, and
turbulent di↵usion to the total di↵usion rates (b-f) as the coherence length varies.
Model parameters are labels are the same as Figure [C.11].
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Astrophysics, 598, A2

Arab, H., Abergel, A., Habart, E., et al. 2012, Astronomy and Astrophysics, 541

Asplund, M., Grevesse, N., & Jacques Sauval, A. 2006, Nuclear Physics A, 777,

1

Bakes, E. L. O. & Tielens, A. G. G. M. 1994, The Astrophysical Journal, 427,

822

Bakes, E. L. O. & Tielens, A. G. G. M. 1998, The Astrophysical Journal, 499,

258

Ballesteros-Paredes, J., Klessen, R. S., Low, M. M. M., & Vazquez-Semadeni, E.

2006, Molecular Cloud Turbulence and Star Formation

Bell, T. A., Hartquist, T. W., Viti, S., & Williams, D. A. 2006, Astronomy and

Astrophysics, 459, 805

Bell, T. A., Viti, S., Williams, D. A., Crawford, I. A., & Price, R. J. 2005,

Monthly Notices of the Royal Astronomical Society, 357, 961

Bell, T. A., Willacy, K., Phillips, T. G., Allen, M., & Lis, D. C. 2011, Astrophys-

ical Journal, 731, 48

Bisbas, T. G., Bell, T. A., Viti, S., Yates, J., & Barlow, M. J. 2012, Monthly

Notices of the Royal Astronomical Society, 427, 2100

Blake, G. A. 1988, in Molecular Clouds in the Milky Way and External Galaxies,

ed. R. L. Dickman, R. L. Snell, & J. S. Young, Vol. 315 (Springer Berlin

Heidelberg), 132–150

Bulirsch, R. & Stoer, J. 1964, Numerische Mathematik, 6, 413

Cazaux, S. & Tielens, A. G. G. M. 2004, The Astrophysical Journal, 604, 222

181



182 BIBLIOGRAPHY

Chapman, S. 1940, Proceedings of the Royal Society of London. Series A. Math-

ematical and Physical Sciences, 177, 38

Chapman, S. 1958, Proceedings of the Physical Society, 72, 353

Chapman, S. & Dootson, F. W. 1917, The London, Edinburgh, and Dublin Philo-

sophical Magazine and Journal of Science, 33, 248

Cheng, A. H.-D. & Cheng, D. T. 2005, Engineering Analysis with Boundary

Elements, 29, 268

Chevance, M., Kruijssen, J. M., Vazquez-Semadeni, E., et al. 2020, Space Science

Reviews, 216, 50

Cox, A. N. 2000, Allen’s astrophysical quantities, 4th edn. (New York: AIP Press;

Springer)

Cubick, M., Stutzki, J., Ossenkopf, V., Kramer, C., & Röllig, M. 2008, Astronomy
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Darüber hinaus erkläre ich hiermit, dass ich die Ordnung zur Sicherung guter

wissenschaftlicher Praxis und zum Umgang mit wissenschaftlichem Fehlverhalten
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