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Abstract

Low-level mixed-phase clouds (LLMPCs) shroud large portions of Earth’s surface
at high latitudes. They have been shown to dramatically affect the surface energy
budget, yet, large uncertainties in their model representation remain, both in climate
simulations, and in numerical weather prediction. Both computational limitations
and poor understanding of a number of processes taking place in LLMPCs are
thought to give rise to such uncertainties. In particular, precipitation formation
processes have been relatively understudied in LLMPCs, and reaching a refined
understanding is expected to lead to an improvement in model performance, as
precipitation determines the cloud’s mass sink, and hence lifetime.

In this dissertation, precipitation formation processes are investigated in LLM-
PCs at the high Arctic site of Ny-Ålesund, based on long-term cloud radar obser-
vations. Cloud radars are in fact especially suited for ice microphysical studies, due
to the wide spectrum of observational fingerprints of ice microphysical processes
that they provide. Doppler radar observations provide information on dynamics,
multi-frequency radar observations on ice particle size, and polarimetric radar
observations on particle shape and concentration. Radar data are combined with
thermodynamic information, which further allows to discriminate between ice
microphysical processes, due to their high sensitivity to temperature.

In the first part of the dissertation, the relevance of the aggregation process
for LLMPCs at Ny-Ålesund is assessed. Aggregation occurs when ice particles
collide to form larger ice particles. A long-term dataset of dual-frequency radar
observations, as well as thermodynamic information, is used to statistically assess
the relevance of aggregation and its sensitivity to varying cloud thermodynamic
conditions. The study finds that larger aggregate snowflakes are predominantly
produced in LLMPCs whose mixed-phase layer is at temperatures compatible
with the growth and subsequent mechanical entanglement of dendritic crystals.
Surprisingly, the second enhanced aggregation zone close to the 0°C isotherm,
typically observed in deeper cloud systems, is absent.

In the second part, a novel state-of-the-art long-term dataset developed within
this dissertation is presented. It combines dual-frequency and polarimetric Doppler
cloud radar observations, together with thermodynamic information, and other
auxiliary variables. After detailing the processing and curation approaches, the
results on aggregation are confirmed, and expanded upon. Additionally, temperature
regimes where columnar ice particles, riming, i.e., the collection of supercooled
liquid droplets by ice crystals, and secondary ice production are likely to occur are
identified.
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In the final part of the dissertation, the developed dataset is used to assess
the effect of turbulence on aggregation and riming in LLMPCs at Ny-Ålesund.
LLMPCs are in fact inherently turbulent, and maintained by turbulent overturning
generated at cloud top. The turbulent kinetic energy dissipation rate (EDR) is
retrieved, and the sensitivity of aggregation and riming to varying EDR conditions
is investigated. It is shown that higher EDR regimes enhance the aggregation of
particles, and are associated with signatures of increased ice particle concentration,
possibly caused by fragmentation of ice particles. In temperature regimes more
favorable to riming, turbulence dramatically enhances the particles’ fall velocities,
denoting higher degrees of riming.
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Chapter 1

Introduction

1.1 Motivation
At any time, 70% of the Earth’s surface is eclipsed by clouds [King et al., 2013,
Stubenrauch et al., 2013]. It is hence no surprise that clouds dramatically affect
and shape the characteristics of Earth’s atmosphere and surface. They extensively
interact with solar and terrestrial radiation, greatly conditioning the energy budget,
and are an integral and essential component of the hydrological cycle [e.g., Wallace
and Hobbs, 2006]. Still, our ability to represent cloudiness in models across scales,
from global to local to microscopic, is lacking in a number of areas. This is
attributable to a number of factors, including knowledge gaps in cloud processes,
and computational constraints, which lead to the need for the development of
parametrizations which dramatically simplify physical processes. Consequently,
while vast and extensive improvements in modeling capabilities have been achieved
in recent decades, large errors, e.g., in short-term precipitation forecasts and in
cloud radiative effects in climate projections, are still widespread [e.g., Zelinka et al.,
2017, Korolev et al., 2017, Hyder et al., 2018, Brdar and Seifert, 2018, Morrison
et al., 2020].

Mixed-phase clouds (MPCs) are especially challenging to simulate, as they
feature, at least in part of their volume, the coexistence of liquid and ice particles
[Korolev et al., 2017]. This mixture is generally thought to be thermodynamically
unstable, as the saturation vapor pressure of ice is lower than that of liquid. This
leads, in absence of further effects maintaining saturation with respect to the liquid
phase, to evaporation of the liquid droplets and growth of the ice particles by
vapor deposition. This process is a cornerstone of cloud microphysics and known as
the Wegener-Bergeron-Findeisen (WBF) process [Wegener, 1911, Bergeron, 1935,
Findeisen, 1938]. Despite this, mixed-phase conditions are observed in several cloud
types across the whole globe, ranging from cloud tops in the storm tracks [Naud
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et al., 2006, Hu et al., 2010], to mid-level stratiform clouds at the mid-latitudes
[Fleishauer et al., 2002, Bühl et al., 2016, Barrett et al., 2020], to tropical altocumuli
[Ansmann et al., 2009], to orographic clouds [Rauber and Grant, 1986, Ramelli et al.,
2021]. Furthermore, a third of precipitation in the extra-tropics originates from
MPCs [Mülmenstädt et al., 2015]. It is now established that complex microphysical,
dynamic and thermodynamic interactions operating on multiple scales contribute
to maintaining mixed-phase conditions [Morrison et al., 2012, Korolev et al., 2017].
As an example, cloud-top overturning, generated either via entrainment, shear,
or radiative cooling, has been shown to produce and maintain supercooled water
even in the presence of ice crystals [Rauber and Tokay, 1991, Morrison et al., 2012].
This process typically occurs on scales of hundreds of meters or smaller, making it
difficult for models to accurately produce supercooled liquid unless high enough
resolution, or accurate subgrid-scale parametrizations, are achieved [Furtado et al.,
2016, Barrett et al., 2017, Kretzschmar et al., 2020, Vignon et al., 2021]. The full
extent of interacting processes is, to a degree, still poorly understood, and anyhow
arduous to include in models [e.g., Andronache, 2017].

Model performance is worsened especially by the vastly different characteristics
of cloud liquid and ice particles, and the diverse processes that determine their
evolution. Cloud liquid and cloud ice particles have vastly different radiative
properties [Sun and Shine, 1995]; liquid droplets nucleate more efficiently due to the
large availability of cloud condensation nuclei (CCN), while ice particles in MPCs
mainly nucleate via liquid-dependent pathways [Ansmann et al., 2009, Westbrook
and Illingworth, 2011, Hande and Hoose, 2017]; at the same time, the ice phase
removes mass from the cloud layer more efficiently than the liquid phase, as ice
particles can reach significantly large sizes while keeping relatively low fall velocities
when compared to droplets [Pruppacher and Klett, 2012, Ch. 15-16]. These effects,
among others, make model representation of MPCs highly sensitive to the phase
partitioning, namely the relative distribution, production and sink of ice and liquid
phases. Uncertainties in the phase partitioning in fact can in turn cascade into
uncertainties in cloud radiative properties, and in precipitation, which determines
cloud lifetime [McCoy et al., 2015, Tan et al., 2016, Furtado and Field, 2017, Hyder
et al., 2018, Tan and Storelvmo, 2019].

Both cloud lifetime and cloud radiative properties of MPCs are crucial for
climate projections. Low-level mixed-phase clouds (LLMPCs) in fact shroud large
portions of the Earth’s surface throughout most of the year at high latitudes.
Here, they often take on the form of low-level stratus or stratocumulus, topped
by a liquid layer, where ice nucleates and grows. The liquid layer at cloud top is
thought to maintain itself against the continuous mass loss due to precipitation via
turbulent overturning driven by cloud-top radiative cooling [Morrison et al., 2012,
McFarquhar et al., 2021]. Additionally, over open ocean LLMPCs may further
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form and persist via roll or cell convection [Brümmer, 1999, Muhlbauer et al., 2014,
Eirund et al., 2019]. LLMPCs have been extensively observed across the Arctic
region [Shupe and Intrieri, 2004, Mioche et al., 2015], above the Southern Ocean
[Hu et al., 2010, Morrison et al., 2011, Kanitz et al., 2011, Huang et al., 2012], and,
to a lesser extent, above Antarctica [Lawson and Gettelman, 2014, Listowski et al.,
2019]. LLMPCs at high latitudes have vast implications for the energy budget
[Dong and Mace, 2003, Zuidema et al., 2005, Lawson and Gettelman, 2014, McCoy
et al., 2015]. During the winter months, when solar radiation is at its minimum,
LLMPCs shield the surface and limit the amount of energy that it looses to space
via longwave radiative cooling [Curry et al., 1996, Shupe and Intrieri, 2004, Miller
et al., 2015]; during the summer months, when insolation reaches its maximum,
the longwave warming is counterbalanced by shortwave cooling, as LLMPCs over
open ocean or snow-free land dramatically increase the albedo, reflecting solar
radiation back to space [Shupe and Intrieri, 2004, Bodas-Salcedo et al., 2016].
In some cases this leads to an overall cooling effect on the surface during the
summer months [Matus and L’Ecuyer, 2017, Ebell et al., 2020]. Both terrestrial
and solar radiative effects are driven by the liquid phase [Bodas-Salcedo et al.,
2016, Ebell et al., 2020], while the overall duration of an LLMPC is driven by the
cloud’s mass sink, i.e., precipitation, and hence by the ice phase [Harrington and
Olsson, 2001, Simpfendoerfer et al., 2019]. Consequently, models need to correctly
represent the phase partitioning of LLMPCs, and hence the processes determining
the evolution of both the liquid and ice phase, together with their interaction
[Cronin and Tziperman, 2015, Tan and Storelvmo, 2019, Proske et al., 2022]. The
most dramatic example of the effects of an incorrect phase partitioning is the large
bias in solar radiation reflection over the Southern Ocean in a number of climate
models [Bodas-Salcedo et al., 2014, Hyder et al., 2018]. Similarly, uncertainties
in phase partitioning of LLMPCs have been indicated as one of the causes of the
disagreement on the sign of the cloud feedback in the Arctic across several climate
models [Storelvmo et al., 2015, Tan et al., 2016, Goosse et al., 2018].

Accurate understanding and model parametrizations of ice precipitation forma-
tion processes are still eluding the meteorological community [e.g., Morrison et al.,
2020]. Ice crystals can take on a wide spectrum of complex shapes, typically referred
to as habits, depending with high sensitivity on temperature and humidity [e.g.,
Bailey and Hallett, 2009]. At temperatures relevant for LLMPCs, most observed
habits consist of either columnar or plate-like structures. In mixed-phase conditions,
and at specific temperatures, they can grow by vapor deposition into highly complex
habits and large sizes, especially needle-like particles, and fractal-like dendritic
structures [e.g., Takahashi et al., 1991]. Once sufficiently large sizes are reached, ice
particles can further grow by collisions with other ice particles, and, in mixed-phase
conditions, with droplets as well. These collisional growth processes are generally
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referred to as, respectively, aggregation and riming [Pruppacher and Klett, 2012,
Ch. 16]. The efficiency of both collisional processes is highly sensitive to the shape
and size of the ice particles: while dendritic particles are highly efficient at forming
ice aggregates by entangling their dendritic branches [Connolly et al., 2012], they
efficiently collect droplets only at sizes 10 times larger than those required by
columnar particles [Wang and Ji, 2000]. Moreover, both aggregation and riming
can lead to the formation of new ice particles, with varying efficiency depending
on temperature and habit, via processes collectively referred to as secondary ice
production (SIP) processes [e.g., Korolev and Leisner, 2020].

The relevance of the mentioned processes for LLMPCs is still unclear, together
with their sensitivity to the unique thermodynamic and dynamical features of
these clouds [Avramov and Harrington, 2010, Tan and Storelvmo, 2019, Proske
et al., 2022]. Inside the liquid layer ice particles can in fact concurrently grow by
vapor deposition, aggregation, and riming. In particular, the relative importance of
aggregation and riming, together with its dependence on the amount of liquid, and
the nucleated ice habits has so far not been quantified in LLMPCs. Furthermore,
the role of turbulence on cold precipitation formation has been vastly overlooked
in the cloud microphysics community. Theoretical studies have suggested that
turbulence might increase the collision rates between hydrometeors [Pumir and
Wilkinson, 2016, Sheikh et al., 2022], hence it is likely that turbulence generated
by cloud-top radiative cooling in LLMPCs might favor the growth of ice particles
by aggregation and riming. Therefore the main research questions of this thesis
are as follows:

• Are aggregation and riming relevant ice-growth processes for precipitation
formation in LLMPCs?

• How sensitive are they to varying cloud thermodynamic conditions?

• Does cloud-top driven turbulence affect the relevance of either process?

Gaining a deeper understanding of these topics through observations is likely to
inform the cloud microphysics community about which areas of model parametriza-
tions should be prioritized to achieve an improved representation of precipitation
formation in LLMPCs in weather and climate models.

Knowledge on ice microphysical processes can be gained via a number of
observational techniques, including laboratory studies, in-situ approaches, and
spaceborne, as well as ground-based, remote sensing. Due to the wide spectrum of
spatial and temporal scales involved in cloud processes, different techniques provide
insights into different processes, and advances in cloud physics have relied and will
continue to rely on a large number of vastly different techniques. Laboratory studies
have been invaluable for the determination of the processes affecting individual

10



particles, and have widely informed model parametrizations [Takahashi et al., 1991,
Seifert and Beheng, 2006, Morrison et al., 2020]. Similarly, in-situ approaches
provide a wealth of information on particle properties [Bailey and Hallett, 2009,
Schwarzenboeck et al., 2009, Waitz et al., 2022], however they lack in spatial and
temporal coverage. In contrast, remote sensing techniques have the advantage of
being suited for the collection of long-term datasets with high temporal resolution
or extensive spatial coverage. Cloud remote sensing instruments are typically
classified into active or passive. Active remote sensing instruments, such as radar
and lidar, transmit a signal and then measure properties of the radiation that is
scattered back to the instrument itself by cloud particles. The characteristics of the
received signal can then be linked to hydrometeor properties. Active instruments
have the advantage of allowing for the accurate ranging of targets, by measuring the
time delay between the transmitted and received signals. Additionally, in the case
of instruments with Doppler capabilities, the frequency shift of the received signal
generated by the Doppler effect can be used to estimate the velocity of targets.
Conversely, passive remote sensing observations, especially in the microwave region,
can be used to retrieve column-integrated cloud and thermodynamic properties,
as well as profiles of certain thermodynamic quantities. Therefore, active remote
sensing observations, complemented with retrievals from passive remote sensing,
are especially suited for studies of cloud particle evolution, and its interaction with
cloud dynamics and thermodynamics [e.g., Andronache, 2017].

While spaceborne active remote sensing has the advantage of providing informa-
tion on cloud distribution both vertically and horizontally on a global scale, it still
falls behind in terms of resolution and sensitivity, when compared to ground-based
remote sensing. Especially the presence of a large blind zone close to the surface,
the lack of Doppler capabilities (as of writing this thesis), and the intrinsic impos-
sibility for satellite instruments to resolve the short-term time evolution, limit the
suitability of spaceborne observations for process studies of LLMPCs [e.g., Maahn
et al., 2014, Schirmacher et al., 2023]. In contrast, ground-based remote sensing
provides highly spatially and temporally resolved data, and millimeter-wavelength
meteorological radars (hereafter cloud radars) in particular have become key in-
struments for cloud studies in recent decades [Kollias et al., 2007]. Compared
to other active remote sensing instruments operating at visible and ultraviolet
wavelengths, cloud radars are especially sensitive to ice particles, and, in addition
to Doppler capabilities, a number of further techniques have been developed to
maximize the amount of information provided. In particular, polarimetric setups
provide information on the shape, size, and concentration of asymmetric parti-
cles [e.g., Bechini et al., 2013, Schrom et al., 2015, Schrom and Kumjian, 2016],
while multiple-wavelength setups allow for the derivation of variables indicative of
the size of ice particles [e.g., Hogan et al., 2000, Liao et al., 2005, Kneifel et al.,
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2016]. Combined use of multiple-wavelength polarimetric Doppler cloud radar
observations and thermodynamic retrievals from passive microwave remote sensing
therefore serves as an ideal framework for the study of ice microphysical processes
in LLMPCs, together with their interaction with dynamics and thermodynamics.

1.2 Thesis objectives
This dissertation was carried out within the framework of the “ArctiC Amplification:
Climate Relevant Atmospheric and SurfaCe Processes and Feedback Mechanisms
(AC)3 ” project. (AC)3 is a collaborative research project funded by the Deutsche
Forschungsgemeinschaft (DFG; German Research Foundation) with the objective
of addressing knowledge gaps in understanding and quantifying the processes and
feedbacks determining Arctic amplification, namely the observed and projected
increased warming of the Arctic region compared to the global average [Wendisch
et al., 2019, 2023]. Throughout the three decades 1991-2021 the Arctic region
has in fact warmed at a rate that is double the global average, with reference to
the period 1951-1980 [Wendisch et al., 2023]. Climate models currently display
limitations in their ability to reproduce recent changes in the Arctic region, therefore
future projections are highly uncertain [Smith et al., 2019, Cohen et al., 2020].
These limitations have been attributed to an inaccurate model representation of a
wide spectrum of processes, including cloud processes, and processes determining
LLMPC characteristics in particular [Pithan and Mauritsen, 2014, Tan et al., 2016,
Tan and Storelvmo, 2019, Kretzschmar et al., 2020].

It is within (AC)3 that a number of instruments for the continuous long-term
observation of clouds and precipitation was installed at the AWIPEV research base
located in Ny-Ålesund, Spitsbergen, Norway. Ny-Ålesund is a coastal site located
in the European high Arctic at 79°N, in the region where Arctic amplification is
the most intense [Dahlke and Maturilli, 2017]. The instruments installed at the site
include a 94-GHz Doppler cloud radar and a 24-GHz Doppler precipitation radar,
both first installed in 2016-2017, followed by a 35-GHz polarimetric Doppler cloud
radar, and a snowfall imager (the Video In Situ Snowfall Sensor, VISSS; Maahn
et al. [2024]), which were installed during the preparation of this dissertation in
October 2021. These instruments complemented daily radiosonde launches and a
wide suite of instruments managed by the Alfred Wegener Institute (AWI), and
already present at the site, including a microwave radiometer, and a ceilometer.

In this dissertation, the long-term datasets collected at AWIPEV are curated
and analyzed to address knowledge gaps in precipitation formation processes in
LLMPCs. The analysis builds upon the processing routines developed by Küchler
et al. [2017] and Gierens [2021] for the 94-GHz cloud radar, by Maahn and Kollias
[2012] for the 24-GHz precipitation radar, and by Crewell and Löhnert [2007] and
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Nomokonova et al. [2020] for the microwave radiometer. The processing routines
for the newly-installed 35-GHz cloud radar, together with the calibration procedure
for all radar systems, were developed as part of this dissertation. Additionally,
the turbulent kinetic energy dissipation rate (EDR) retrieval developed by Borque
et al. [2016] was here adapted to the data and objectives of this dissertation. The
processed data were matched with thermodynamic retrievals from the microwave
radiometer, and, with the help of the Cloudnet hydrometeor classification product
[Illingworth et al., 2007], searched for LLMPC events. Long-term statistics of radar
variables recorded during LLMPC events are then performed, and interpreted to
gain insights on the relevance of ice-growth processes, and their dependence on
cloud parameters, with a focus on temperature, liquid content, and turbulence.

1.3 Thesis overview
This dissertation is structured as follows: Chapter 2 contains a review of topics
relevant for the understanding of the studies, the subsequent three chapters include
the studies performed within the framework of the dissertation, while results are
discussed and conclusions are drawn in Chapter 6. The topics illustrated in Chapter
2 include basic concepts of ice microphysical processes and turbulence, including a
summary of the topic of dynamics of heavy particles in turbulence, and finally an
overview of the physics behind cloud radar observations, along with an introduction
to the main measured quantities.

Chapter 3 includes the first study, Study 1, which was published in Chellini
et al. [2022]. Here, a 3-year dataset of 94-GHz cloud radar, 24-GHz precipitation
radar, as well as temperature profiles, is used to statistically assess the relevance
of aggregation in LLMPCs at Ny-Ålesund. The study finds that larger aggregate
snowflakes (mass median diameter larger than 1 mm) are predominantly produced
in LLMPCs whose mixed-phase layer is at temperatures between -15 and -10°C.
This coincides with the temperature regime known for favoring aggregation due to
growth and subsequent mechanical entanglement of dendritic crystals. Surprisingly,
a lack of a second enhanced aggregation zone close to the 0°C isotherm, typically
observed in deeper cloud systems, is found. Moreover, low Doppler velocity values
suggest that significant riming of large particles is unlikely at temperatures colder
than -5°C.

Chapter 4 includes the second study, Study 2, published in Chellini et al.
[2023]. The study presents a comprehensive long-term dataset published within the
framework of this dissertation, which combines 94-GHz and polarimetric 35-GHz
Doppler cloud radar observations, together with temperature profiles, among other
variables. The data are accurately calibrated and quality controlled, and novel
processing approaches are developed to address artifacts unique to this dataset. All
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methods are described in detail in the study, and finally statistics of the temperature
dependence of radar variables are presented. The occurrence of processes inferred
in Study 1 is confirmed, and expanded upon, identifying temperature regimes
where columnar ice particles, riming, and SIP are likely to take place.

Chapter 5 includes the third study, Study 3, which has been submitted to
a scientific journal. Here, the dataset presented in Study 2 is used to assess
the effect of turbulence on aggregation and riming in LLMPCs at Ny-Ålesund.
94-GHz Doppler cloud radar observations, together with auxiliary data, are used
to retrieve the EDR, and the developed approach is presented. It is shown that
higher EDR regimes enhance the aggregation of particles, and are associated with
signatures of increased ice particle concentration, possibly caused by fragmentation.
In temperature regimes more favorable to riming, turbulence dramatically enhances
the particles’ fall velocity, denoting higher degrees of riming. An additional
analysis to Study 3 is further presented in Section 5.1, investigating the possible
enhancement of ice particle settling velocity by turbulence, although the results
are not fully conclusive.

In Chapter 6 results from the three studies are summarized and discussed,
conclusions are drawn, and recommendations for future work are presented.
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Chapter 2

Theory

This chapter provides an overview of the fundamental concepts needed for a complete
understanding of Study 1, Study 2, and Study 3. Section 2.1 introduces cloud
microphysical processes, with a focus on ice microphysics, Section 2.2 presents
fundamental notions of atmospheric turbulence, and introduces the topic of heavy
particle dynamics in turbulence, relevant for Study 3. Finally, Section 2.3 illustrates
the theoretical basis behind active microwave remote sensing, with a focus on
applications to cloud radar observations of frozen hydrometeors.

2.1 Cloud microphysics
The term cloud microphysics refers to the branch of cloud physics that studies
the processes that determine the formation and evolution of individual cloud
condensate particles. Describing the evolution of individual liquid and ice particles
involves explaining their growth, decay, interaction, and dynamics. In particular,
ice particles may first form either by homogeneous or heterogeneous nucleation
(Section 2.1.1), grow by vapor deposition (2.1.2), then gain sufficient mass to
sediment (2.1.3). Interactions, and in particular collisions, between particles also
play a key role in the evolution of ice particles, as collisions allow for the formation
of particles with higher mass, which sediment more efficiently (2.1.4). Ice particles
may produce further ice particles via so-called secondary ice production (SIP)
processes (2.1.5). A complete description of these processes requires knowledge
from a number of physical disciplines, including thermodynamics, kinematics and
fluid dynamics.

15



Figure 2.1: Parametrizations for the number concentration of activated immersion
ice nuclei (IN) as function of temperature, as proposed by: Hande et al. [2015],
Fletcher [1962a], Cooper [1986], and DeMott et al. [2015]. Figure adapted from
Hande et al. [2015].

2.1.1 Ice nucleation

Once water vapor saturation with respect to ice has been reached, the initial
formation of ice crystals can take place via a number of pathways. They can be
classified in first instance based on whether they rely on the presence of aerosol
particles (heterogeneous nucleation) or not (homogeneous nucleation), and based
on whether ice is nucleated directly from the vapor phase (deposition nucleation),
or relies on the freezing of supercooled droplets (freezing nucleation) [e.g., Kanji
et al., 2017]. Homogeneous deposition nucleation requires extreme temperatures
and supersaturations, typically not found in the troposphere, while homogeneous
freezing occurs for the most part at temperatures below -38°C [Lohmann et al.,
2016, Section 8.1.1]. Therefore at warmer temperatures ice nucleation relies on the
presence of aerosol particles which contain either sites or complex molecules which
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facilitate the initial formation of the crystalline lattice of ice, and consequently lead
either to the freezing of droplets or the deposition of water vapor onto their surface.
These particles are typically referred to as ice nuclei (IN) or ice nucleating particles
(INP). A number of particles of varying origin can act as IN, ranging from insoluble
solid particles, such as mineral dust, to nanoscale biological fragments, such as
marine organic aerosol [Kanji et al., 2017]. INs do not facilitate the nucleation
of ice particles at any temperature below 0°C, but become active at a specific
temperature, which varies with aerosol species, and only allow for the nucleation
of ice at temperatures close or colder than the activation temperature. Examples
of proposed temperature dependencies of activated IN concentration are shown
in Fig. 2.1. It has been shown in recent years that at supercooled temperatures
T ≳ -25°C ice nucleation takes place for the most part through heterogeneous
freezing, and that at these temperatures heterogeneous deposition nucleation is not
relevant [Prenni et al., 2009, De Boer et al., 2011, Westbrook and Illingworth, 2011].
Therefore ice nucleation at temperatures warmer than -25°C can, for the most
part, only occur in MPCs, and only via liquid-dependent pathways [Westbrook and
Illingworth, 2011, Hande and Hoose, 2017]. Heterogeneous freezing can take place
via a number of pathways, e.g., due to a supercooled droplet coming into contact
with an IN (contact freezing), or due to the presence of an inactivated IN in its
volume, which is then activated (immersion freezing) [e.g., Kanji et al., 2017].

2.1.2 Depositional growth

The initial stages of growth of a newly nucleated ice particle are determined by
depositional growth: if saturation with respect to ice is achieved, water molecules
in the vapor phase deposit on the ice particle by forming hydrogen bonds and
contribute to the growth of the ice crystal lattice. Considering in first instance
the simplified scenario of a stationary crystal in stationary air, the rate at which
depositional growth takes place is solely determined by molecular diffusion of water
molecules in the vapor phase towards the crystal, and transport of the consequently
released latent heat away from it. Fick’s laws of diffusion [Fick, 1855] can be
therefore applied to the diffusion of water vapor and heat in presence of an ice
particle to obtain the rate of increase (or decrease in sub-saturated conditions) of
the particle’s mass [Lamb and Verlinde, 2011, Eq. 8.40]:

dmp

dt
= 4πCsi

[
RT∞

MwD′
vei(T∞)

+
ls

Mwk′
TT∞

(
ls

RT∞
− 1

)]−1

, (2.1)

where C is a particle-specific constant named capacitance, si is the supersaturation
with respect to ice, R is the universal gas constant, T∞ is the air temperature at a
large distance from the crystal, ls is the latent heat of sublimation of water per
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unit mass, Mw is the molecular weight of water, D′
v is the diffusivity of water vapor

in air, and k′
T is the heat conductivity of air. In Eq. 2.1 the terms in the square

bracket are thermodynamic terms, the first related to latent heat release and heat
diffusion, and the second related to vapor diffusion. The capacitance C for particles
belonging to a given habit can be approximated as [Westbrook et al., 2008]:

C = f(α) · a, (2.2)

and is therefore only a function of particle size a, defined as half the maximum
span across the basal crystal face, and of the aspect ratio α, defined, in the case
of an ice crystal, as the ratio between the maximum span across the basal crystal
face, and the span of the crystal along the direction perpendicular to the basal face.
Westbrook et al. [2008] showed that for ice aggregates C reaches the asymptotic
value of 0.25-0.28.

The depositional growth rate in Eq. 2.1 displays a wide range of magnitudes:
e.g., Takahashi et al. [1991] have shown in a laboratory study that at liquid water
saturation individual crystals grown for 15 minutes at varying temperatures reach
masses of 5 · 10−7 g at -2°C, 10−6 g at -8°C and 10−5 g at -15°C and decrease back
to 10−6 g at -20°C. At liquid water saturation a peak in depositional growth is
observed between -13 and -15°C [Takahashi, 2014], which is closely linked with
the maximum in the difference between liquid and ice saturation vapor pressures
observed at -12°C [e.g., Murphy and Koop, 2005]. Depositional growth rate and
saturation pressure difference are respectively displayed in Fig. 2.2c and Fig. 2.2a.
This is especially relevant in mixed-phase clouds, where saturation with respect to
liquid is reached, and will be a central topic of Study 1. In addition to growth rate,
ice particles grow according to different habits depending on temperature and ice
supersaturation: the temperature region between -10 and -20°C is characterized by
the growth of plate-like particles, and in particular dendrites, stellar particles and
sectored plates at water saturation, while the temperature regime between -10 and
-8°C is characterized by isometric particles, and at temperatures warmer than -8°C
columnar particles are found, which may grow into needles at high supersaturations
[e.g., Bailey and Hallett, 2009]. The dependence of the aspect ratio of ice particles
grown at water saturation on temperature is displayed in Fig. 2.2b.

The depositional growth rate in Eq. 2.1 applies under the assumption of a
stationary crystal in still air. If the crystal is sedimenting, the transport of vapor
towards the crystal and of latent heat away from the crystal is facilitated by
the relative motion between air and the crystal itself. This effect is typically
quantified via a ventilation factor f v, which multiplies the right-hand side of Eq.
2.1 [Pruppacher and Klett, 2012, Sec. 13.3.2]. The ventilation factor is typically
expressed as function of the particle’s Reynolds number Rep, and typically takes
on values between 1 and 2 [e.g., Pitter et al., 1974], with f v = 1 in the case of a
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stationary crystal in still air, and maximum values reaching up to f v ∼ 4, in the
case of broad-branch and plate crystals at Rep ∼ 100 [Ji and Wang, 1999].

2.1.3 Sedimentation

Cloud particles are subject to the gravitational force, and as such tend to sediment
towards the ground. Small particles might have negligible sedimentation velocities,
such as liquid droplets smaller than 30 µm [Lohmann et al., 2016, Sec. 7.2.3],
and might be prevented from sedimenting by updrafts. At the same time, large
snow particles may reach sedimentation velocities of 1 to 1.5 m s−1, while graupel
particles may reach velocities up to 3 m s−1 [e.g., Locatelli and Hobbs, 1974]. In
still air, the sedimentation velocity of particles is close to the theoretical terminal
velocity, computed by balancing the two forces acting on the particle, gravity and
drag. The topic of particles sedimenting in non-still air will be briefly addressed in
Section 2.2.3.

A particle sedimenting in still air is subject to the forces of gravity and drag,
which, respectively, take on the form:

Fgrav = mpg, (2.3a)

Fdrag =
1

2
ρaAv2TCD(Rep), (2.3b)

where the air density ρa in turn varies with temperature, pressure, and humidity.
In Eq. 2.3a g is the gravitational acceleration, while in Eq. 2.3b A is the particle’s
cross-sectional area perpendicular to the direction of gravity, vT its terminal velocity,
CD is the drag coefficient, which is only function of the particle’s Reynolds number
Rep [Pruppacher and Klett, 2012, Sec. 10.2.2.2]. The drag coefficient CD can
be obtained analytically only under very restrictive assumptions, and is typically
investigated experimentally or numerically. It is anyways instructive to look at the
behaviour of CD(Rep) in the limits of small particle Reynolds numbers (Rep << 1,
Stokes drag) and large particle Reynolds numbers (Rep >> 1, Newtonian drag), in
fact [e.g., Böhm, 1992]:

CD(Rep << 1) ∝ Re−1
p , (2.4a)

CD(Rep >> 1) ∝ 1. (2.4b)

Following Karrer et al. [2020] the latter dependencies can be combined with the
coefficients of mass-size and area-size relations for specific classes of ice particles,
as well as Eq. 2.3, to obtain:

vT (Rep << 1) ∝ Dbm−0.5−0.25·bA
max

dendrite∼ D1.3
max, (2.5a)

vT (Rep >> 1) ∝ D0.5·(bm−1.5−0.25·bA)
max

dend.aggr.∼ D0.1
max, (2.5b)
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where Dmax is the maximum dimension of the ice particle, and on the right-hand
side the exponents of the mass-size and area-size relations bm and bA were replaced
with the values reported for dendrites and dendrite aggregates by Karrer et al.
[2020]. Eq. 2.5a shows that the increase in terminal velocity with size at small Rep
(i.e., at small Dmax) is close to linear. As particle size increases, the increase of
vT with size slows down, and in the large Rep limit further increases of terminal
velocity with size are marginal (Eq. 2.5b).

Under the assumption of a rigid spherical particle in a Stokes flow (i.e., Rep <<
1), the drag coefficient can be computed analytically, and Eq. 2.3b takes on the
form [Pruppacher and Klett, 2012, Eq. 10.40]:

Fdrag = 6πaρaνvT , (2.6)

where ν is air kinematic viscosity, and a is the particle’s radius. For a sphere in a
Stokes flow, the terminal velocity can be easily computed by equating the latter
equation with the gravitational force in Eq. 2.3a:

vT =
mpg

6πaνρa
=

(
2

9

a2

ν

ρp
ρa

)

︸ ︷︷ ︸
τp

g. (2.7)

The content of the parentheses on the right-hand side of Eq. 2.7 is typically referred
to as the relaxation time of the particle τp, and will come in handy when studying
the dynamics of particles in a turbulent flow in Section 2.2.3. With the definition
of τp the terminal velocity can be simply expressed as vT = τpg.

2.1.4 Collisional growth

As depositional growth takes place, particles grow in size and their terminal velocity
increases. The development of relative velocities between particles then allows
for collisions between hydrometeors, which in turn lead to the formation of larger
particles. Collisions between ice particles leading to the formation of larger ice
particles are typically referred to as aggregation, and collisions between ice particles
and supercooled liquid droplets are typically referred to as riming. Aggregation
leads to the formation of aggregates, while riming leads to the formation of rimed
particles, or, in the case of higher degrees of riming, graupel. Aggregation and
riming are the dominant processes leading to precipitation formation in cold clouds
[Lohmann et al., 2016, Ch. 8].

Ice-ice collisions: aggregation

An ice particle population can be described by a distribution n(m, t): n(m, t)dm
represents the number of particles at a given time t with mass in the range m

20



Figure 2.2: Temperature dependence of a number of quantities related to ice
microphysics. Panel a displays the difference between water and ice saturation
pressures, computed with Eq. 7 and 10 in Murphy and Koop [2005]. Panels b and c
display, respectively, the aspect ratio and mass of ice particles grown in a laboratory
environment by depositional growth at water saturation for 10 minutes, based
on the results by Takahashi et al. [1991] and Takahashi [2014]. Panel d includes
the sticking efficiency parametrization proposed by Karrer et al. [2021]. Panel
e displays the frequency of occurrence of rimed particles in mixed-phase clouds,
based on in-situ airborne observations, adapted from Waitz et al. [2022]. Lastly,
panel e reports the number of ice crystals produced by collisional fragmentation
and rime-splintering. The collisional fragmentation curve was computed based on
the results reported in Takahashi et al. [1995], averaged in 2°C-wide bins. The
rime-splintering curve is based on the results by Heymsfield and Mossop [1984],
who measured the number of splinters associated with an increase in particle mass
of 1 milligram due to riming, in a laboratory study.



to m + dm. An aggregation event between two particles of masses mi and mj,
occurring over a time interval δt will lead to a change in n(m, t):

n(mi +mj, t+ δt)dm = n(mi +mj, t)dm+ 1, (2.8a)
n(mi, t+ δt)dm = n(mi, t)dm− 1, (2.8b)
n(mj, t+ δt)dm = n(mj, t)dm− 1. (2.8c)

Hence the aggregation process conserves the total mass of the particle population.
The same concept can be generalized to the whole particle population by introducing
an aggregation kernel Kagg(mi,mj), which represents the probability of particles
mi and mj to collide and stick to generate an aggregate. Kagg(mi,mj) needs to be
estimated for any particle couple in the particle population, and it can be expressed
in the form [Karrer et al., 2021]:

Kagg(mi,mj) =
(
A(mi)

0.5 +A(mj)
0.5
)2 |v(mi)− v(mj)|Ecoll(mi,mj)Estick(T ),

(2.9)
where A(m) and v(m) are the geometric cross section and velocity of particle m,
while Ecoll(mi,mj) and Estick(T ) are respectively the collection efficiency and the
sticking efficiency, and both are ≤ 1. The collection and sticking efficiencies reduce
the aggregation kernel obtained by purely geometrical considerations (i.e., only
the cross section and velocity terms in Eq. 2.9), since small particles might follow
the flow’s streamlines around large particles (hence Ecoll(mi,mj) ≤ 1), or particles
might collide but not stick to form an aggregate (hence Estick(T ) ≤ 1). The sticking
efficiency Estick(T ) is for the most part only dependent on temperature.

The introduction of the aggregation kernel allows for the formulation of a general
expression for the aggregation process, named the stochastic collection equation
[e.g., Pruppacher and Klett, 2012, Khain et al., 2015, Karrer et al., 2021]:

∂n(mi, t)

∂t

∣∣∣∣
agg

=
1

2

∫ mi

0

Kagg(mi −mj,mj)n(mj, t)n(mi −mj, t)dmj

−
∫ ∞

0

Kagg(mi,mj)n(mi, t)n(mj, t)dmj

(2.10)

The first term on the right-hand side of 2.10 is equivalent to 2.8a, as it increases
n(mi, t), while the second term is equivalent to 2.8b and 2.8c.

One of the main terms driving or inhibiting aggregation is the sticking efficiency
Estick(T ), which, upon collision, determines the probability that the two particles
stick together. Two temperature regions that particularly favor aggregation are
the dendritic growth zone (DGZ) between -20 and -10°C [Mitchell, 1988, Connolly
et al., 2012, Karrer et al., 2021] and the region close to 0°C [Lin et al., 1983,
Cotton et al., 1986, Karrer et al., 2021]. In the DGZ the dendrites’ ability to
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mechanically entangle their branches increases Estick(T ), and together with their
large cross-sectional area, favors a rapid formation of aggregates [Connolly et al.,
2012, Pruppacher and Klett, 2012, Sec. 14.7]. Close to the melting level the
presence of a quasi-liquid layer on the ice particles [Fletcher, 1962b, Fabry and
Zawadzki, 1995, Slater and Michaelides, 2019] is thought to also lead to an increase
in Estick(T ) and favor intense aggregation [Fabry and Zawadzki, 1995]. Recently,
Karrer et al. [2021] proposed a parametrization of the sticking efficiency which
takes into account these two enhanced aggregation regions, and is shown in Fig.
2.2d.

A number of studies have suggested that aggregation between ice crystals might
be further facilitated by electrostatic forces [Latham and Saunders, 1970, Saunders
and Wahab, 1975, Connolly et al., 2005, Stith et al., 2014, Korolev et al., 2020].
This process has been however poorly studied, and robust evidence of its occurrence,
and an accurate theoretical explanation are missing. This is mainly attributable to
the current lack of instrumentation capable of systematically observing this process
[Morrison et al., 2020].

Ice-liquid collisions: riming

Riming may be described in a similar fashion to the stochastic collection equation
introduced for aggregation in Eq. 2.10, by expanding said equation to a system of
two equations describing the reduction in the number of liquid droplets nliq(m, t)
and the increase in mass of ice particles nice(m, t). Note that the integral of
nice(m, t) is conserved by riming, as the number of ice particles does not change.
Under the realistic assumption of a high number of collisions between a single ice
crystal and liquid droplets, a simpler yet equally effective treatment of the problem
may be achieved by formulating the continuous growth equation [Lohmann et al.,
2016, Eq. 8.13]:

dmi

dt
= Ẽcoll(mi)A(mi)v(mi) LWC, (2.11)

where it is assumed that the velocity of supercooled droplets is negligible, and
droplets are treated as a continuum, with the mass of supercooled liquid per unit
volume given via the liquid water content (LWC). The collection efficiency Ẽcoll(mi)
associated with the ice particle mi is averaged across the droplet population
[Lohmann et al., 2016, Sec. 8.3.3.2]. Note that the sticking efficiency Ẽstick(mi) is
not included in Eq. 2.11, as supercooled droplets rapidly freeze upon impact with
an ice crystal, effectively rendering Ẽstick(mi) = 1 [Lamb and Verlinde, 2011, Sec.
9.4].

The collection efficiency Ẽcoll(mi) displays a dramatic dependence on the ice
particle’s Reynolds number Rep, which leads to the introduction of a riming cutoff.
Ice particles with size below the cutoff have effectively Ẽcoll(mi) ∼ 0, as droplets
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will follow the flow streamlines around the particle. The riming cutoff depends on
particle habit, and has been estimated to be 35 µm for columnar ice crystals, 110
µm for hexagonal plates, and 200 µm for broad-branch crystals (similar to stellar
or sectored plates) [Wang and Ji, 2000].

Riming has been reported to occur, for the most part, at temperatures close to
or warmer than -10°C, when accounting for all ice cloud types, with a frequency of
occurrence increasing with temperature, reaching a maximum of 6 to 13% close
to 0°C [Kneifel and Moisseev, 2020]. Recently Waitz et al. [2022] studied the
occurrence of riming in mixed-phase clouds, based on in-situ airborne observations,
reporting its occurrence at temperatures as cold as -30°C. They reported a frequency
of occurrence higher than 10% only at temperatures warmer than -15°C, with a
maximum close to 60% found at -7°C (see Fig. 2.2e).

2.1.5 Secondary ice production

In addition to the ice nucleation pathways illustrated in Section 2.1.1, the number
concentration of ice particles may be increased by a number of processes collectively
referred to as secondary ice production (SIP). Under a wide spectrum of conditions
the number concentration of ice particles has been in fact reported to be more than
an order of magnitude higher than the number concentration of INs [Crawford et al.,
2012, Crosier et al., 2011, Henneberger et al., 2013, Heymsfield and Willis, 2014,
Lawson et al., 2017]. The recent comprehensive review work by Korolev and Leisner
[2020] identified six main SIP processes: ejection of splinters by freezing droplets
during riming (typically referred to as rime-splintering), droplet shattering during
freezing (droplet shattering), fragmentation due to ice–ice collision (henceforth
simply collisional fragmentation), ice particle fragmentation due to thermal shock
during riming, fragmentation of sublimating ice, and activation of ice-nucleating
particles in transient supersaturation around freezing drops. Only the first three
processes will be here illustrated, as their role in cloud microphysics has been
demonstrated by a high number of studies [e.g., Rangno, 2008, Lasher-Trapp et al.,
2016, Lawson et al., 2017, Phillips et al., 2018, Luke et al., 2021, Georgakaki et al.,
2022].

Rime-splintering may occur during the riming process, as droplets collide with
ice crystals and freeze. Droplets freeze from the surface towards the inside, and as
the inner regions of the droplet freeze, pressure builds up, leading to bursting of the
frozen surface and the ejection of splinters [Heymsfield and Mossop, 1984]. Rime-
splintering requires specific conditions to take place, in particular temperatures
between -3 and -8°C, and the presence of droplets with diameters both smaller
than 13 µm, and larger than 24 µm [Hallett and Mossop, 1974, Mossop, 1976, 1978,
Choularton et al., 1980]. The number of ice crystals produced by rime-splintering,
associated with an increase of particle mass of 1 mg by riming, as reported in
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the laboratory study by Heymsfield and Mossop [1984] is displayed in Fig. 2.2f.
Rime-splintering is also referred to as Hallett-Mossop process, after Hallett and
Mossop [1974] who first determined the conditions required for its occurrence, and
reproduced it in a laboratory.

In contrast with rime-splintering, droplet shattering has been observed to occur
under a wide spectrum of temperatures, ranging from -30 to -5°C [e.g., Lauber et al.,
2018]. Droplet shattering involves the freezing of a droplet, and the subsequent
ejection of splinters or larger fragments. It has been reported to occur in the
case of droplets with diameters larger than 100 µm [Korolev et al., 2004, Lauber
et al., 2018, Wildeman et al., 2017]. Freezing typically occurs heterogeneously at
temperatures warmer than -38°C, hence at least one IN is required for each droplet
shattering event. A number of studies have suggested that droplet shattering may
be the dominant SIP process in MPCs [e.g., Rangno, 2008, Lauber et al., 2018].

Collisional fragmentation may occur upon collision between ice particles, as
such it is closely linked with aggregation. It has been reported by a number of
laboratory and field studies [e.g., Jiusto and Weickmann, 1973, Takahashi, 1993,
Takahashi et al., 1995, Schwarzenboeck et al., 2009], and has been suggested to
be especially relevant in the collisions of stellar and dendritic particles, due to
their fragile structure [Rangno and Hobbs, 2001, Schwarzenboeck et al., 2009,
von Terzi et al., 2022, Pasquier et al., 2022]. Moreover, Takahashi et al. [1995]
measured the number of fragments produced by graupel-graupel collisions in a
laboratory study, and reported a maximum at temperatures between -18 and -14°C,
in part compatible with dendritic growth. Their results are displayed in Fig. 2.2f.
Grzegorczyk et al. [2023] confirmed and expanded upon the results by Takahashi
et al. [1995], investigating the production of fragments in a laboratory study at
-15°C. They reported the formation of 150 to 600 fragments for a graupel-graupel
collision, with a large portion of fragments with maximum size close to 75 µm,
and 70 to 500 fragments for a graupel-dendrite collision, with half of the collisions
producing fragments with a bimodal size distribution, with maxima close to 400
µm and 50 µm. Recently Georgakaki et al. [2022] suggested that high rates of
collisional fragmentation may be achieved under conditions which favor intense
aggregation, and reported that collisional fragmentation can increase the ice number
concentration by up to three orders of magnitude.

2.2 Notions of turbulence
Most flows occurring in the atmospheric boundary layer are turbulent, and a
number of cloud types, including LLMPCs, are inherently turbulent phenomena
[Morrison et al., 2012, Barrett et al., 2020]. Turbulence can be thought of as
consisting of irregular swirls of motion, termed eddies, superimposed on a mean
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wind [Stull, 1988, Sec. 1.3]. As Tennekes and Lumley [1972] state, precisely
defining turbulence presents a significant challenge, instead, one can outline the
characteristics commonly found in turbulent flows. Among other characteristics,
they list: irregularity, or randomness, three dimensional vorticity fluctuations,
and dissipation, as turbulent flows always dissipate energy in the form of heat.
Irregularity in particular doesn’t allow for a deterministic description of turbulence,
and statistical methods are the only viable approach [Tennekes and Lumley, 1972,
Ch. 1].

2.2.1 Turbulent kinetic energy

Taylor [1938] first proposed that the treatment of turbulence can be simplified
by assuming it to be frozen; i.e., that advection doesn’t change the statistical
characteristics of a turbulent flow. This assumption is nowadays known as Taylor’s
frozen turbulence hypothesis, and is useful in cases when eddies evolve on time
scales much longer than the time needed for the flow to advect the eddies past the
sensor [Powell and Elderkin, 1974].

Air velocity can be decomposed as the sum of the velocity of a mean flow, and
the velocity of the turbulent fluctuations:

u =



ux

uy

uz


 =



ux + u′

x

uy + u′
y

uz + u′
z


 = u+ u′, (2.12)

where u is the air velocity in vector form, and ux, uy, and uz its orthogonal
components, with uz along the vertical direction. u and u′ indicate, respectively,
the mean wind and the turbulent fluctuations [Stull, 1988, Sec. 2.2, 2.3, 2.4].

The decomposition presented in Eq. 2.12 further allows to decompose the total
kinetic energy (KE) of the flow into a mean kinetic energy (MKE), and a turbulent
kinetic energy (TKE) [Stull, 1988, Sec. 2.5]:

KE =
1

2
u2 =

1

2
u2 +

1

2
u′2 = MKE+ TKE. (2.13)

The so-defined TKE is therefore the mean kinetic energy (per unit mass of air)
associated with the turbulent fluctuations in the averaging window.

The evolution of the TKE is described by the TKE budget equation [Stull, 1988,
Eq. 5.1a]:
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where Einstein’s summation notation is adopted, and the fluid is treated following
the Eulerian approach. The derivation of Eq. 2.14 can be found in e.g., Stull
[1988, Sec. 4.1, 4.3, 5.1]. On the left-hand side of Eq. 2.14, term I is the temporal
variation of TKE in the studied Eulerian volume, while term II describes the
advection of TKE by the mean wind. Term III quantifies the turbulent transport
of TKE, as TKE= 0.5u′2

i under the summation notation. Term IV describes the
production or consumption of TKE due to buoyancy: θv in fact represents the
virtual potential temperature, and gi is the gravitational acceleration in vector
form. This term is the main driver of turbulence production in the LLMPCs here
studied. Increasing radiative cooling with height in fact causes this term (and in
particular its vertical component) to be positive, contributing to an increase in
TKE [Deardorff, 1981]. Term V describes mechanical TKE production or loss due
to shear in the mean wind, described by the partial derivatives of the components
of u. Term VI describes the redistribution of TKE due to pressure perturbations.
Finally, term VII, is the so-called eddy dissipation rate (EDR), which is a sink term
quantifying the dissipation of kinetic energy into heat by viscous forces [Stull, 1988,
Sec. 5.1, 5.2].

2.2.2 The energy cascade and eddy dissipation rate

Turbulent flows dissipate kinetic energy by transferring it to eddies of decreasing
size, until at the smallest scales of the flow viscosity converts kinetic energy into heat.
This concept, named energy cascade, was first suggested by Richardson [1922], and
then theoretically expanded by Kolmogorov [1941a,b]. Although eddies cannot be
precisely defined, they can be conceived as turbulent motions which display at least
moderate coherence over a region of size ℓ. In turbulent flows at sufficiently high
Reynolds number, eddies are typically classified into two groups based on their size:
the energy-containing range, and the universal equilibrium range. Kolmogorov’s
hypothesis of local isotropy states that small-scale turbulent motions are statistically
isotropic: it follows that the demarcation size ℓEI between the two ranges can be
defined in such a way that eddies belonging to the universal equilibrium range
are isotropic. Larger anisotropic eddies are named energy-containing, as it can be
shown that the bulk of TKE is contained in this size range. The concept of energy
cascade frames the energy dissipation as a sequence of processes that pass on kinetic
energy to smaller and smaller isotropic eddies. As such the rate at which energy
is dissipated, i.e., the EDR, is determined by the first processes in the sequence.
These first processes occur at the interface between the energy containing range,
and the universal equilibrium range, and determine the magnitude of the EDR
[Pope, 2000, Sec. 6.1].

Kolmogorov, via his similarity hypotheses [Kolmogorov, 1941b], suggested that
the universal equilibrium range can be further subdivided into two eddy size ranges:
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Figure 2.3: Diagram illustrating the main concepts behind the structure of the
energy spectrum E(κ), and its subdivision into energy-containing range (κ < 2πℓ−1

EI),
the inertial subrange (2πℓ−1

EI < κ < 2πℓ−1
DI), and the dissipation range (2πℓ−1

DI <
κ < 2πη−1). Figure produced based on figures 6.1, 6.2, 6.11, and 6.12 in Pope
[2000].

the inertial subrange, and the dissipation range. In the inertial subrange viscous
forces are still negligible, and statistics of motions in this range depend solely on
the EDR ε. The dissipation range contains the smallest eddies, and the dissipation
of kinetic energy into heat takes place at these scales. Here viscous forces are
relevant, and statistics of motions depend on ε and kinematic viscosity ν. Via
simple dimensional consideration it can be shown that, in the inertial subrange,
the energy spectrum takes on the universal form [Pope, 2000, Sec. 6.1, 6.5]:

E(κ) = αKε
2/3κ−5/3, (2.15)

where αK is a universal constant, typically referred to as Kolmogorov constant,
with αK ∼ 0.5 [e.g., Sreenivasan, 1995], and κ = 2πℓ−1 is the wavenumber. Eq.
2.15 is fundamental to several approaches for the estimation of the EDR from lidar
and radar observations [e.g., Rogers and Tripp, 1964, Bouniol et al., 2004, O’Connor
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et al., 2005, Borque et al., 2016], including the approach used in this dissertation,
and described in Section 2.3.6. The dependence of the energy spectrum in Eq. 2.15
on ε alone in fact allows for a straightforward determination of ε from the variance
of a velocity time series. This is not as simple in the energy containing range
and in the dissipation range, due to anisotropy in the former, and the additional
dependence on viscosity in the latter.

In the dissipation range dimensional analysis allows for the characterization of
the characteristic scales of the motion, named Kolmogorov microscales:

η = ν3/4ε−1/4, (2.16a)

τη = ν1/2ε−1/2, (2.16b)

uη = ν1/4ε1/4. (2.16c)

So-defined η, τη, and uη are, respectively, the Kolmogorov length scale, time
scale, and velocity scale. The demarcation ℓDI between the inertial and dissipation
subranges can now be defined, and needs to satisfy ℓDI >> η [Pope, 2000, Sec. 6.1].
The concepts illustrated in the current section are summarized in the diagram in
Figure 2.3.

2.2.3 Heavy particle dynamics in turbulence

The dynamics of particles suspended in a turbulent flow are significantly altered by
the turbulent flow itself. Although this is still a developing field, especially in terms
of applications to cloud microphysics, a number of processes that lead turbulent
flows to increase collision rates between suspended particles [Pumir and Wilkinson,
2016, Sheikh et al., 2022], and enhance their settling velocity [Maxey, 1987, Wang
and Maxey, 1993, Siewert et al., 2014] have been identified.

Turbulence and collision rates

While the traditional theory of hydrometeor collisional growth, as illustrated in
Section 2.1.4, relies solely on gravity-induced differential settling velocities, and is
hence a one-dimensional process (i.e., can only occur along the vertical direction),
turbulence can further produce collisions in the horizontal plane, in addition to
enhancing collision rates along the vertical [Pumir and Wilkinson, 2016]. Turbulence
enhances the collision rates via different processes depending on the inertia of the
particles in relation to the inertia of the fluid. The inertia of a particle can be
quantified via its relaxation time τp. The particle’s relaxation time is the time
constant in the exponential decay of the particle velocity due to drag, it hence
quantifies the time a particle needs to reach terminal velocity in still air, or to
adjust its velocity to changing background air velocity. In the case of a spherical
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Figure 2.4: Diagram illustrating the Saffman-Turner mechanism under the simplified
scenario of a locally sheared flow. Blue arrows indicate air velocity, while ai and vi
indicate, respectively, the radius and velocity of the i-th particle. Figure produced
based on figures 4b and 5 in Pumir and Wilkinson [2016].

particle, with density much larger than air density, and subject to Stokes drag, τp
takes on the form (see Eq. 2.7; and additionally Maxey and Riley [1983], Pumir
and Wilkinson [2016]):

τp =
2

9

a2

ν

ρp
ρa

, (2.17)

where a is the particle’s radius, and ρp and ρa are, respectively, the density of the
particle, and of air. For particles smaller than the Kolmogorov length scale η, the
inertia of the fluid can be quantified via the Kolmogorov time scale τη [Wang and
Maxey, 1993, Aliseda et al., 2002]. Therefore, an adimensional quantity relating
the two time scales can be defined:

St =
τp
τη

=
1

18

ρp
ρa

(
2a

η

)2

. (2.18)

This is the so-called Stokes number [Pumir and Wilkinson, 2016]. The right-hand
side of Eq. 2.18 illustrates the dependence of this quantity on the flow and particle
characteristics: it scales linearly with particle density ρp, quadratically with particle
diameter 2a, it’s inversely proportional to air density ρa and to the squared size of
the smallest eddies η.

Under the condition that St << 1, particle inertia is negligible, and particles
act as tracers for the air motion [Stout et al., 1995]. When this condition is satisfied
collision rates are enhanced via the Saffman-Turner mechanism, named after the
seminal work by Saffman and Turner [1956]. They derived an analytical expression
for the collision rate within a bidisperse particle population in a turbulent flow,
under the assumption that both particle types closely follow the flow. Here, collisions
are only caused by gradients in the fluid velocity field. A diagram illustrating this
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Figure 2.5: Diagram illustrating the sling effect. Arrows indicate air (blue) and
particle (purple, orange) velocities, while dotted lines indicate particle trajectories,
and dashed lines indicate flow streamlines associated with idealized eddies. Figure
produced based on Fig. 1 in Falkovich and Pumir [2007].

mechanism is given in Fig. 2.4. The expression for the number of collisions per
unit time and unit volume in presence of the Saffman-Turner mechanism alone,
NS−T , takes on the form [Saffman and Turner, 1956]:

NS−T =

(
8π

15

)1/2
n′
1n

′
2(a1 + a2)

3

τη
, (2.19)

where n′
i and ai indicate the number concentration and radius of the two particle

types. Eq. 2.19 indicates that the collision rate is proportional to ε1/2.
When particles grow to large enough sizes that their inertia is no longer neg-

ligible, namely St ≳ 0.1, collision rates are further enhanced by two additional
processes: clustering in regions of the flow with low vorticity, henceforth referred to
simply as clustering [Maxey, 1987, Saw et al., 2008], and favored crossing between
particle trajectories, due to them being spun out of eddies by centrifugal forces;
this phenomenon is termed sling effect [Falkovich et al., 2002], and is illustrated
in the diagram in Fig. 2.5. These two processes will be here illustrated following
the simplified analytical treatment by Pumir and Wilkinson [2016], who obtained
relations for a monodisperse particle population. The same processes have been
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Figure 2.6: Values for the exponent 3−D2(St) of the power law in Eq. 2.22, as
function of the Stokes number St. The red line indicates the maximum. Data from
Bec et al. [2007].

shown to be relevant for bidisperse particle populations in direct numerical simula-
tion (DNS) studies, although the relative contributions of clustering and the sling
effect in this case, as well as their interaction with gravity, are still open questions
[Woittiez et al., 2009, Dhariwal and Bragg, 2018, Momenifar et al., 2019].

Maxey [1987] first suggested that centrifugal forces generated by eddies push
particles in regions of the flow with low vorticity, leading to a local increase in
number concentration in these regions. This phenomenon was then verified by a
number of studies, including experimental studies in liquid clouds and snowfall
[e.g., Squires and Eaton, 1991, Lehmann et al., 2007, Saw et al., 2008, Nemes et al.,
2017, Petersen et al., 2019, Bertens et al., 2021, Li et al., 2021a]. The increase of
collision rates due to clustering can be thought of as attributable to particle couples
that follow similar trajectories for a finite amount of time. Such component of the
collision rate for a given particle can be expressed as [Pumir and Wilkinson, 2016]:

Radv =

√
8π

15

n′(2a)3

τη
C(2a). (2.20)

Note that the latter equation expresses the collision rate for one particle, in contrast
with Eq. 2.19 which expresses the total number of collisions per unit volume and
unit time. In Eq. 2.20 C(∆r) is the so-called radial distribution function (RDF),
which describes how particle number concentration varies as a function of distance
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∆r from a reference particle. In Eq. 2.20 C(∆r) is evaluated at ∆r = 2a as two
particles will only collide if their separation is equal or smaller than the diameter
2a. If particles are distributed homogeneously in space C(∆r) = 1 for any value of
∆r, and therefore Eq. 2.20 is reduced to the Saffman-Turner scenario described by
Eq. 2.19:

RS−T =

√
8π

15

n′(2a)3

τη
. (2.21)

It can be shown that the radial distribution function C(∆r) takes on the approximate
power-law form [Pumir and Wilkinson, 2016]:

C(∆r) ∼
(
∆r

η

)D2(St)−3

, (2.22)

where the exponent D2(St)− 3 is a function of the Stokes number, and needs to
be investigated numerically. As an example, the values computed by Bec et al.
[2007] are displayed in Fig. 2.6. Bec et al. [2007] found the maximum in 3−D2(St)
at St ∼ 0.6, with 3−D2(0.6) ∼ 0.7. The term then rapidly goes to 0 as St both
decreases and increases. Therefore clustering is limited to particles with inertia on
the same order of that of the fluid, and C(∆r) ∼ 1 otherwise.

Collision rates are further enhanced by the sling effect, which facilitates the
intersection of particle trajectories by introducing large relative velocities between
particles. Such large velocities are produced by centrifugal forces that particles
are subject to when traversing eddies. The relevance of the sling effect has been
demonstrated by a number of studies, for the most part based on DNS, with a low
number of laboratory studies [e.g., Bewley et al., 2013, Saw et al., 2014, Voßkuhle
et al., 2014, Ravichandran and Govindarajan, 2015, Sheikh et al., 2022]. In contrast
with clustering, which increases concentration locally because particle subsets may
follow similar trajectories, the sling effect produces an increase in concentration
locally because particles follow vastly different trajectories. The sling effect in fact
locally increases concentration where (and when) particle trajectories cross. For
this reason, Pumir and Wilkinson [2016] argue that the contributions to collision
rate from clustering and the sling effect are essentially independent and additive.
They report an analytical expression of the form:

Rsling = K0
n′a2η

τη

√
St e−S0/St, (2.23)

where K0 and S0 are constants to be determined numerically. K0 determines the
asymptotic collision rate under the limit St → ∞, and S0 determines the St cutoff
value where the sling effect becomes relevant [Pumir and Wilkinson, 2016]. While
clustering has a maximum at St ∼ 0.6, Eq. 2.23 shows that the sling effect is
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Figure 2.7: Example of the dependence of the normalized collision rate R · R−1
S−T

given in Eq. 2.24 on the Stokes number St and the ratio of the densities of the
particle and the fluid ρp/ρa. The total collision rate R is decomposed into its
advective component Radv, which accounts for the Saffman-Turner mechanism and
clustering, and its component accounting for the sling effect Rsling. In Eq. 2.24
the values for D2(St) are taken from Bec et al. [2007], K0 is set to 50, following
Voßkuhle et al. [2015], and S0 is set to 1.7, following Falkovich and Pumir [2007].

relevant at any St above the cutoff value, and that for large St (St >> S0) the
collision rate is proportional to

√
St. Voßkuhle et al. [2015] showed that K0 ∼ 50,

while Falkovich and Pumir [2007] showed that, for particles with characteristics
similar to cloud droplets S0 ∼ 2.

Fig. 2.7 displays example of the dependence of the total turbulence-induced
collision rate R on St, and the ratio between the density of the particles and that
of air ρp/ρa. The collision rate is calculated by summing the advective component
Radv introduced in Eq. 2.20, which accounts for the Saffman-Turner mechanism
and clustering, together with the sling-effect component Rsling in Eq. 2.23. For
simplicity R is normalized by the value obtained in the Saffman-Turner limit RS−T ,
given in Eq. 2.21:

R ·R−1
S−T = (Radv +Rsling) · R−1

S−T =

(
18St

ρp
ρa

)(D2(St)−3)/2

+

√
5K0

16
√
3π

√
ρp
ρa

e−S0/St.

(2.24)
Such normalization allows for a simplified estimation of the collision rate, without
any assumptions on particle size or concentration, the only two required parameters
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being St and ρp/ρa. Fig. 2.7 displays the dependence of the normalized collision
rate on these two parameters. In Eq. 2.24 the values for D2(St) are taken from
Bec et al. [2007], K0 is set to 50, following Voßkuhle et al. [2015], and S0 is set
to 1.7, following Falkovich and Pumir [2007]. The figure elucidates the relevance
of inertial processes for the enhancement of collision rates. Clustering is relevant
at 0.1 ≲ St ≲ 2, and reaches its maximum at St ∼ 0.6, and the term tends to
the Saffman-Turner limit on both sides of this interval. In contrast, contributions
due to the sling effect increase monotonically with St: the sling effect becomes
non-negligible at St ≳ 0.5, and reaches the same magnitude as clustering at St ∼ 1.
At St > 2 the collision rate is dominated by the sling effect, and the normalized
collision rate then tends to an asymptotic value as St further increases. While St
is the main driver of the collision rate, the density ratio ρp/ρa further modulates
the collision rate, increasing it the denser the particles are with respect to the
fluid. Note that, even in absence of the normalization factor, the Saffman-Turner
contribution to the collision rate is independent of the density ratio, as particles
are assumed to be tracers.

Turbulence and settling: preferential sweeping

Maxey [1987] first suggested that the velocity of particles settling in a turbulent
flow is increased, due to particles being preferentially swept to regions of the eddies
with velocity aligned with the velocity of the particles (see sketch in Fig. 2.8). The
process can be easily understood by stating the equation of motion [Maxey and
Riley, 1983, Tom and Bragg, 2019]:

ẍp(t) =
1

τp
(u(xp(t), t)− ẋp(t)) + g, (2.25)

where xp(t), ẋp(t), ẍp(t), respectively indicate a particle’s position, velocity. and
acceleration at time t, and the fluid velocity u(xp(t), t) is calculated at the position
of the particle. By assuming identical particles, and performing an ensemble average
(indicated with angle brackets), i.e., an average across all particles, and taking only
the vertical component one obtains [Tom and Bragg, 2019]:

⟨vz(t)⟩ = ⟨ẋp
z(t)⟩ = ⟨uz(x

p(t), t)⟩+ τpg. (2.26)

In Eq. 2.26 the term τpg is simply the terminal velocity determined by drag and
gravity alone, as derived in Eq. 2.7. The average vertical velocity of particles equals
τpg when the average fluid velocity at the particle positions ⟨uz(x

p(t), t)⟩ is 0. The
simplest scenario that leads to ⟨uz(x

p(t), t)⟩ = 0 is when the fluid is still, as treated
in Section 2.1.3. Alternatively ⟨uz(x

p(t), t)⟩ = 0 is achieved when the particles are
distributed uniformly throughout the fluid, and sample descending and ascending
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Figure 2.8: Diagram illustrating the three regimes of motion of particles settling
in turbulence, including preferential sweeping (middle). If the particle’s Stokes
number St is much smaller than unity, the particle is suspended and follows the
flow. When St is close to unity, the particle is preferentially swept to the downward
regions of the flow. If St is much larger than unity the particle’s motion is only
marginally modified by the flow. Figure produced based on Fig. 1 in Stout et al.
[1995].

regions equally. Inertial particles in turbulence are however preferentially swept to
descending regions of the flow: as illustrated in Fig. 2.8, as a particle settles through
an eddy, it is pushed towards the descending region of the eddy itself [Maxey, 1987,
Stout et al., 1995]. Therefore more particles sample descending regions of the flow
than ascending ones, and ⟨uz(x

p(t), t)⟩ > 0, leading to ⟨vz(t)⟩ > τpg.
The magnitude of the settling velocity enhancement is still under debate, as a

number of factors have been shown to determine it. Aliseda et al. [2002], Monchaux
and Dejoan [2017], and Huck et al. [2018] have shown in laboratory and DNS
studies that, in addition to St, the magnitude of preferential sweeping is increased
both by particle volume fraction and number concentration: both contribute to the
formation of particle clusters in the descending regions of the flow, which in turn
drag the fluid downwards, which further enhances settling speeds. Tom and Bragg
[2019] further suggested that the magnitude of the velocity enhancement depends
dramatically on the Taylor-microscale Reynolds number Reλ (see e.g., Section 3.2
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in Tennekes and Lumley [1972] for a formal definition), which quantifies the range
of scales present in a turbulent flow. Tom and Bragg [2019] found that, as St
increases, particles are preferentially swept by an increasingly wider range of eddy
sizes, e.g., spanning close to 5 orders of magnitude at St ∼ 1. The applicability of
results available in the literature to real cloud microphysical scenarios is therefore
highly uncertain, as laboratory and DNS studies reached at most values of Reλ
on the order of 102 [e.g., Tom and Bragg, 2019], while in typical cloud conditions
Reλ can reach values on the order of 104 [Onishi and Seifert, 2016]. For this reason
most results on preferential sweeping available in the literature will not be reported
here.

Li et al. [2021a] and Li et al. [2021c] recently investigated preferential sweeping
in snowfall, and reported particle dynamics and distribution compatible with the
presence of the process. Both studies investigated preferential sweeping via particle
image velocimetry, which consists in the illumination of snowflakes close to the
ground with a vertically-aligned light sheet, and the capture of high-frequency
images with a camera. Li et al. [2021a] reported the presence of particle clusters:
they observed dramatically higher settling velocities compared to the average
velocity, up to 90% faster during an event characterized by ε = 0.031 m2 s−3, with
the velocity enhancement increasing with cluster size. Li et al. [2021c] reported,
during an event with ε = 0.035 m2 s−3, 18% higher particle concentration on the
downward size of eddies, and 52% higher fall velocities when comparing particles
in the downward and upward sides of eddies. They further observed particle
accelerations of 0.16 to 0.33 m s−2 on the downward sides of eddies, and -0.0065 to
-0.12 m s−2 on the upward sides.

2.3 Active microwave remote sensing
Active microwave remote sensing provides an invaluable tool to detect, characterize
and improve our understanding of precipitation and clouds. In particular Doppler
radars, with their ability to measure the power backscattered by targets, and
resolve the distance and velocity of targets along the radar beam, allow for the
characterization of the distribution and dynamics of precipitation and cloud particles.
Since the 1950s, centimeter-wavelength radars have in fact been used to detect
precipitation, and are now used operationally by weather services for monitoring and
short-term forecasting of precipitation. Starting in the 1990s, technical advances
have allowed for the developments of radars operating at millimeter wavelength,
which provide high sensitivity to cloud particles, as well as fine range, time, and
velocity resolution [e.g., Kollias et al., 2007].
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2.3.1 Basic principles of operation and the radar equation

The simplest radar observable is the so-called equivalent radar reflectivity factor
Ze (henceforth referred to simply as reflectivity). It quantifies the power of the
signal that targets scatter back to the radar. It depends on a number of factors,
first and foremost on the scatterers present in the radar sampling volume, typically
hydrometeors, but also on the instrument’s characteristics. One of the many
definitions of Ze is [Fabry, 2015, Ch. 2-3]:

Ze =
λ4

π5
|KW |−2

∫ ∞

0

N(σb, λ)σb, λ dσb, λ, (2.27)

where λ is the radar wavelength, and σb, λ is the backscattering cross section
of the targets in the radar sampling volume. The |KW |2 term in Eq. 2.27 is
typically referred to, in the weather and cloud radar communities, as dielectric
constant of liquid water [e.g., Fabry, 2015, Sec. 3.2]; confusingly, this quantity does
not coincide with the ϵW quantity typically referred to as dielectric constant, or
relative permittivity in electromagnetism (see e.g., Jackson [1975], Section 4.3, for
a definition). In the following, |KW |2 will be referred to as dielectric constant,
while ϵW will be referred to as complex relative permittivity. |KW |2 is computed
as [Fabry, 2015, sections 3.1, 3.2]:

|KW |2 =
∣∣∣∣
n2
W − 1

n2
W + 2

∣∣∣∣
2

=

∣∣∣∣
ϵW − 1

ϵW + 2

∣∣∣∣
2

, (2.28)

where nW = ϵ0.5W is the complex index of refraction of liquid water. The latter
equation is based on the Clausius-Mossotti relation [Mossotti, 1846, Clausius, 1879],
and |KW | is proportional to the induced electric dipole moment of a liquid water
sphere, whose size is much smaller than the radar wavelength [Doviak and Zrnić,
1984, Sec. 3.2.1]. The backscattering cross section σb, λ quantifies the fraction of
incident energy that a target scatters back in the direction of the incident wave.
Drawing a parallel with the concept of geometrical cross section, in qualitative
terms σb, λ can be thought of as the electric size of the scatterer. In Eq. 2.27
the integral is performed across all scatterers in the radar sampling volume, and
N(σb, λ) dσb, λ represents the number of scatterers with backscattering cross section
between σb, λ and σb, λ + dσb, λ. For simplicity, due to the extremely low values of
Ze, it is typically expressed in the non-SI units of mm6 m−3. Due to the wide range
of orders of magnitude spanned by this variable, it is also expressed in logarithmic
scale, in the dBZe units. Reflectivities expressed in linear and logarithmic units
are related by the formula:

Ze [dBZe] = 10 log10

(
Ze [mm6m−3]

1mm6m−3

)
. (2.29)
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For simplicity dBZe will be hereafter indicated simply as dBZ.
While the expression for σb, λ for an arbitrary particle is highly complex, under

the assumption of a spherical target with diameter D much smaller than the radar
wavelength, it reduces to [Bohren and Huffman, 1998, Eq. 5.9]:

σb, λ =
π5D6

λ4

∣∣∣∣
n2
t − 1

n2
t + 2

∣∣∣∣
2

, (2.30)

where nt is the target’s complex index of refraction. Note that the rightmost term in
Eq. 2.30 is equivalent to the dielectric constant in Eq. 2.28. The take-away message
from Eq. 2.30 is that, under the mentioned assumptions, the backscattering cross
section is proportional to D6λ−4. By plugging the latter equation in the definition
of reflectivity in Eq. 2.27, the dependence on λ is lost. If the target is an ice
particle with maximum dimension Dmax much smaller than the radar wavelength,
its backscattering cross section can be expressed with Eq. 2.30, with D equal to
the diameter of a sphere with the same volume as the ice particle, and nt equal to
the complex index of refraction of ice [e.g., Westbrook et al., 2006, Lu et al., 2013].

The equivalent radar reflectivity factor Ze, as introduced in Eq. 2.27, can be
used to state the so-called radar equation for distributed targets, which relates the
backscattered power measured by the radar to instrument, path, and scatterer
characteristics. Many variants of this equation exist, and here the one derived in
Fabry [2015] for radars with parabolic antennas will be illustrated. The received
power due to scatterers located at a range r can be calculated as [Fabry, 2015, Eq.
3.4]:

Pr =
1.2220.55210−18π7c

1024 ln(2)︸ ︷︷ ︸
constants

PtϑD
2
a

λ4︸ ︷︷ ︸
instrument

T (0, r)2

r2︸ ︷︷ ︸
path

|KW |2Ze︸ ︷︷ ︸
targets

, (2.31)

where the second term on the right-hand side contains instrument-specific param-
eters, the third term includes properties associated with the path between the
instrument and the targets, and the last term includes the scatterer characteris-
tics, via Ze. The instrument-specific parameters included in the equations are the
transmitted power Pt, the duration of the transmitted pulse ϑ, and the antenna
diameter Da.

The T (0, r) term in Eq. 2.31 is the transmittance of the atmosphere evaluated
along the path between the instrument and the targets, located at range r. If the
atmosphere is fully transparent to the radar signal, it follows that T (0, r) = 1, and
hence Ze can be easily estimated from Eq. 2.31 from the received power based
on instrument characteristics and range r alone. If this is not the case, the radar
signal is subject to attenuation, and the transmittance of the atmosphere along the
beam needs to be estimated. Typically, the process of estimating attenuation is
highly complex, as, especially at millimeter wavelengths, the radar signal can be
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attenuated both by atmospheric gases, in particular water vapor and molecular
oxygen, and by hydrometeors, both liquid and frozen. The topic is further discussed
in Section 4.8 of Study 2.

The estimate of reflectivity in Eq. 2.31 based on the received power Pr might
be further impaired by miscalibration in the measurement of Pr by the radar.
The received power might be in fact underestimated by the instrument, which
then leads to an underestimation of Ze. Approaches used to mitigate instrument
miscalibrations are discussed in Section 3.2.1 of Study 1 and Section 4.7 of Study
2.

2.3.2 Scattering regimes
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Figure 2.9: Normalized backscattering cross section of a single aggregate of dendrites,
as function of aggregate size and displayed at multiple radar frequencies. Data
taken from the snowScatt snowflake scattering database [Ori et al., 2021].

When commenting Eq. 2.30 it was highlighted that, under the assumption
of scatterers characterized by a size much smaller than the radar wavelength λ,
the backscattering cross section σb, λ is proportional to D6λ−4. When scatterers
have a size much smaller than λ it is said that they scatter according to the
Rayleigh regime. As scatterers reach sizes comparable to the radar wavelength
they transition into non-Rayleigh scattering, also referred to as Mie scattering if
the scatterers are spherical and characterized by uniform density. Under Rayleigh
scattering it can be assumed that each point of the scatterer is subject to the same
electric field; as such, the dipoles induced by the incident wave oscillate in phase
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throughout the whole volume of the scatterer. As scatterer size increases, entering
the non-Rayleigh regime, different regions of the scatterer are subject to varying
electric field magnitudes, and induced dipoles oscillate out of phase, leading to a
smaller backscattering cross section σb, λ compared to the theoretical value under
Rayleigh scattering [Bohren and Huffman, 1998, Fabry, 2015].

Fig. 2.9 illustrates the dependence of backscattering cross section on scatterer
size and radar frequency. A single aggregate of dendrites is here taken as scatterer,
and σb, λ is displayed for a number of radar frequencies; the specific particle type
and radar frequencies here chosen will be relevant for Study 1, Study 2, and
Study 3. The displayed values are taken from the scattering database by Ori
et al. [2021], who estimated scattering properties of snow particles using the self-
similar Rayleigh-Gans approximation [see e.g., Hogan and Westbrook, 2014]. The
figure illustrates how the normalized backscattering cross section (proportional
to Ze in linear units) varies with scatterer size: at sizes Dmax ≲ 1 mm all curves
overlap, the dendrite aggregate produces similar backscatter at all frequencies,
and the normalized backscattering cross section is a power law of size. Hence,
Rayleigh scattering is achieved at all displayed frequencies. As size increases, the
backscattering cross section deviates from the Rayleigh-regime power law, first
at higher frequencies. Such differential scattering at different frequencies under
non-Rayleigh scattering can be used to infer the characteristic size of the ice particle
population in the radar volume [e.g., Hogan et al., 2000, Liao et al., 2005, Kneifel
et al., 2015]. A commonly used variable for this purpose is the dual-wavelength
ratio (DWR), defined as the ratio between reflectivities measured at two separate
frequencies. Given two reflectivity measurements Ze, λ1 and Ze, λ2 at two separate
wavelengths λ1 > λ2, the DWR can be defined as (in linear units):

DWRλ1, λ2 = Ze, λ1 · Ze, λ2

−1. (2.32)

Since Ze, λ1 ≥ Ze, λ2 , it follows that DWRλ1, λ2 ≥ 1 in linear units, or DWRλ1, λ2

≥ 0 dB in decibels. In first instance, the DWR is mainly determined by the
characteristic size of the particle population. This means that the DWR is invariant
under multiplication of the particle size distribution (PSD) by a constant factor, as
such a factor would cancel out in the division in Eq. 2.32. However, the DWRs of
two particle populations with the same characteristic size, but different particle
shapes and PSD widths may be different [Battaglia et al., 2020]. The DWR variable
is further explained in Section 2 of Study 1, and examples of its dependence on
ice particle population characteristics are given in Appendix A of Study 1.

2.3.3 Radar polarimetry

Radars transmitting and receiving at different polarization directions can further
provide information on shape, size, and concentration of asymmetrical particles.
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Dual-polarization radars in fact leverage the non-spherical shape of targets on
the plane orthogonal to the beam direction. Upon impinging on a target, the
wave transmitted by the radar undergoes three main interactions: the forward-
propagating wave is partially attenuated, it is delayed, leading to an increase in
phase, due to the higher index of refraction of the target compared to air, and it is
partially scattered, with a possible change in phase of the scattered wave. If the
target is asymmetric, the magnitude of these interactions along the two polarization
directions will differ, leading to differences in amplitude and phase between the two
signals received along the two polarization directions. A number of variables can
be defined, based on these amplitude and phase differences, to express the effect
of differential backscattering and differential propagation on the received signal
[Fabry, 2015, Sec. 6.1]. In this section the most common polarimetric variables are
introduced in qualitative terms; their formal definitions are given in Section 3 of
Study 2.

The simplest dual-polarization observable is the so-called differential reflectivity
ZDR, which quantifies the difference in amplitude between the received signals at
horizontal and vertical polarization caused by differential backscattering. When
operating at low elevation, dual-polarization radars typically transmit and receive at
vertically and horizontally aligned polarization. As such, they measure a reflectivity
at horizontal polarization ZeH and a reflectivity at vertical polarization ZeV. ZDR

can be defined as:
ZDR = ZeH · ZeV

−1, (2.33)

where both reflectivities are expressed in linear units. ZDR is often expressed in
decibels, and in the case of an asymmetrical target with larger horizontal dimension,
ZeH > ZeV, and hence ZDR > 0 dB. Large positive ZDR values (in logarithmic scale)
are observed in presence of large raindrops or plate-like ice crystals, while negative
ZDR values (in logarithmic scale) are rarer, and typically observed in presence of
conical graupel [Fabry, 2015, Sec. 6.2.1]. Similarly to DWR, ZDR is invariant under
multiplication of the PSD by a constant factor.

Other polarimetric variables typically used in a low-elevation dual-polarization
instrument setup include the differential phase shift ΦDP between the received signals
at horizontal and vertical polarization, together with its range derivative, the specific
differential phase shift KDP. The phase difference ΦDP can receive contributions
from both differential backscattering and differential propagation. For instance, if
the radar beam travels through an asymmetrical particle population with the major
dimensions preferentially aligned horizontally, the signal at horizontal polarization
will be delayed more than that at vertical polarization. This scenario would lead
to ΦDP = ϕHH − ϕV V > 0°, where ϕHH and ϕV V are the phases of the received
signals at horizontal and vertical polarization. Another source of differential phase
is non-Rayleigh scattering, as targets scattering in this regime might introduce a
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phase difference δ between ϕHH and ϕV V [Fabry, 2015, Ch. 6]. It has however
been shown that at cloud radar wavelengths δ produced by dry ice particles is
negligible [Lu et al., 2015, von Terzi et al., 2022]. In absence of contributions from δ,
ΦDP is only determined by propagational effects, and, in presence of asymmetrical
particles with their major dimensions preferentially aligned horizontally, it increases
monotonically with range [Fabry, 2015, Sec. 6.2.3]. Under these conditions, KDP,
the half range derivative of ΦDP, can be related, in cold clouds, to the number
concentration of small asymmetric ice particles [Bechini et al., 2013, Schrom et al.,
2015]. KDP, being the range derivative of a phase quantity, is typically expressed
in the units of ° km−1. ΦDP and KDP have the advantage of not being affected by
attenuation [Fabry, 2015, Sec. 6.2.3].

A further variable derived from low-elevation dual-polarization observations is
the copolar correlation coefficient (or simply correlation coefficient) ρHV, related to
the diversity in shape and orientation of the particles in the radar volume. If the
radar volume contains identical Rayleigh targets, not necessarily spherical, each
target will equally contribute to the total measured difference in amplitude and in
phase between the received signals at horizontal and vertical polarization, leading to
identical signals at the two polarization directions, except for a constant amplitude
factor and a constant phase shift. In these conditions, the two signals are perfectly
correlated, and ρHV = 1. If the targets are not identical, they will introduce varying
amplitude and phase differences between the two polarizations leading to the
received signals at the two polarization directions having non-constant amplitude
and phase differences, and hence ρHV < 1. In the presence of non-Rayleigh targets,
the additional backscattering differential phase shifts (whose total contribution is
quantified by δ) will further lower ρHV [Fabry, 2015, Sec. 6.2.4].

Polarimetric configurations bring additional information on scatterers also when
operating at zenith, via the linear depolarization ratio (LDR). This variable is
typically measured in zenith by transmitting along one polarization direction, and
receiving at both directions. LDR is the ratio between the reflectivities measured
orthogonal and parallel to the transmit direction. It is hence sensitive to particles
which backscatter a portion of the polarized transmitted signal as unpolarized (i.e.,
they depolarize the signal). LDR is typically sensitive to prolate particles, such as
columns and needles [Oue et al., 2015, Li et al., 2021b].

2.3.4 Doppler observations, spectra, and moments

The received signal carries information on the scatterers’ velocities via the Doppler
effect. If a scatterer has non-zero velocity along the radar beam direction, it will
backscatter the transmitted wave at a different frequency, higher if it’s moving
towards the radar, and lower if moving away from the radar. Associated with a
change in frequency is a change in phase of the received signal. Phase of the signal
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backscattered by a target at range r can be in fact expressed as [e.g., Fabry, 2015,
Eq. 5.1]:

ϕ = −4πfnair

c
r, (2.34)

which can be differentiated with respect to time to obtain:

dϕ

dt
= −4πfnair

c

dr

dt
= −4πfnair

c
vD, (2.35)

where nair is the refractive index of air. Hence, measuring the change in phase ϕ
allows for an estimate of the along-beam component of the scatterer’s velocity vD.
This quantity is typically referred to as Doppler velocity. In practice, the received
signal contains a spectrum of Doppler frequency shifts, as hydrometeors in the radar
volume typically display a wide range of velocities. When processing observations,
the time series of the received signal typically undergoes Fourier analysis, to obtain
the so-called Doppler spectrum. The Doppler spectrum separates the contributions
to reflectivity from particles characterized by varying Doppler velocities [Kumjian,
2018, Sec. 6].

Information contained in Doppler spectra is typically condensed by calculating
a number of spectral moments Mn. The zeroth moment is the sum of all spectral
lines, and is hence simply reflectivity Ze. Moment 1 is computed as:

M1 = M0
−1

∫ vDmax

vDmin

vD · s(vD)dvD, (2.36)

where s(v) is spectral reflectivity, normalized with respect to Doppler-bin width,
and expressed in mm6 m−3 (m s−1)−1. It follows from the definition in Eq. 2.36 that
M1 is the reflectivity-weighted mean velocity of targets, and is therefore typically
referred to as mean Doppler velocity (MDV). The second moment is typically
computed as:

M2 =

[
M0

−1

∫ vDmax

vDmin

(vD −M1)
2 · s(vD)dvD

]0.5
. (2.37)

M2 can be interpreted as a reflectivity-weighted standard deviation of velocities,
and quantifies the spread of target velocity around the MDV. It is therefore
usually referred to as Doppler spectrum width, and is driven by broadening in the
hydrometeor fall velocity distribution (and hence broadening of the PSD), wind
shear within the radar beam, and turbulence, among other factors [Doviak and
Zrnić, 1984]. Lastly, the third moment is typically computed as:

M3 = M−1
0 M−3

2

∫ vDmax

vDmin

(vD −M1)
3 · s(vD)dv, (2.38)
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it quantifies the degree of symmetry of s(v) with respect to a Gaussian distribution
with zeroth, first and second moments matching those of s(v). It is typically
referred to as Doppler spectrum skewness, or simply skewness. It has applications
in the study of multimodal particle populations, such as for the detection of drizzle
formation [Kollias et al., 2011, Luke and Kollias, 2013, Acquistapace et al., 2019], or
the onset of ice formation from supercooled liquid [Gierens, 2021]. Higher moments
have limited applications, and will not be here introduced.

2.3.5 Bringing everything together: observational finger-
prints

The previous sections illustrated the physical mechanisms that link scatterer
properties with radar observables. However, none of the introduced radar variables
can be directly translated into the microphysical variables used in Section 2.1 to
characterize particle populations and how they evolve. Nonetheless, the many
observables here introduced provide valuable clues that, together with knowledge
of the microphysical processes, can be used to infer characteristics of the observed
particle populations. Hence the term observational fingerprints: similarly to a
detective at a crime scene, radar data can be searched for specific signatures which
signal the presence of specific hydrometeors and cue the way they evolve. This
approach will be key in inferring the results of Study 1, Study 2, and Study 3.

2.3.6 Retrieving the eddy dissipation rate

In addition to hydrometeor dynamics, Doppler velocity observations allow for
the retrieval of a number of variables characterizing the atmospheric flow. These
include in particular wind speed along the radar beam [e.g., Kollias et al., 2002,
Shupe et al., 2008b], as well as the EDR. In this section the approaches typically
used to retrieve the EDR are introduced, as they are relevant for Study 3. Most
approaches rely on the seminal work by Rogers and Tripp [1964]. They proposed
that, under the assumption that all scatterers in the radar beam act as tracers
for air motion, the TKE averaged over a time interval ∆t can be derived from
the variance of a time series of MDV and the mean of a time series of spectrum
width, with both time series recorded during the same time interval ∆t. Note that,
for the purpose of this section, ∆t will be referred to as averaging time, not to
be confused with the instrument’s integration time, or time resolution, δt. The
averaging time needs to be selected in such a manner that the MDV and spectrum
width time series contain a sufficient number of samples, namely ∆t >> δt. With
this premise, according to Rogers and Tripp [1964], the TKE can be decomposed
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into two components:

2 · TKE = (v2mD − vmD
2) + σ2

D = σ2
v + σ2

D, (2.39)

where vmD is the MDV, σD is the Doppler spectrum width, and the averaging
is performed over ∆t. The first term on the right-hand side of Eq. 2.39, σ2

v , is
the variance of the MDV time series, while the second term is the average of the
squared Doppler spectrum width time series.

The two variances σ2
v and σ2

D are determined by disjoint sets of eddies: these
two sets are separated by a length scale ℓ1, which is the length scale of the largest
eddies being advected through the radar volume during the integration time δt.
Therefore only eddies with length scale ℓ > ℓ1 contribute to σ2

v , while only eddies
with length scale ℓ ≤ ℓ1 contribute to σ2

D. Two additional length scales ℓ0 and ℓ2
can be defined, in such a way that: ℓ0 represents the length scale of the largest
eddies that contribute to σ2

v , ℓ1 is at the interface between the eddies contributing
to σ2

v , and those contributing to σ2
D, and ℓ2 represents the length scale of the

smallest eddies contributing to σ2
D. Similarly to ℓ1, ℓ0 is the length scale of the

largest eddies traveling through the radar volume during the averaging time ∆t
[Bouniol et al., 2004, O’Connor et al., 2005]. Therefore, ℓ0 and ℓ1 depend on the
mean horizontal wind speed Vh, which determines the sizes of the eddies being
advected through the radar volume during ∆t or δt. The two length scales ℓ0 and
ℓ1 can be expressed as [O’Connor et al., 2005]:

ℓ0 = ∆t · Vh + 2r sin(θ/2), (2.40a)
ℓ1 = δt · Vh + 2r sin(θ/2), (2.40b)

where θ is the half-power beamwidth, and r is range. Lastly, ℓ2 is simply the
smallest scale that can be probed by the Doppler radar, namely half the radar
wavelength λ/2 [Kollias et al., 2001].

The two variances σ2
v and σ2

D can hence be written in terms of the turbulent
energy spectrum E(κ), using k0, 1, 2 = 2πℓ−1

0, 1, 2 as integration extremes [Bouniol
et al., 2004]:

σ2
v =

∫ k1

k0

E(κ)dκ, (2.41a)

σD
2 =

∫ k2

k1

E(κ)dκ. (2.41b)

Under the assumption that the wavenumber interval [k0, k1] falls within the inertial
subrange, Eq. 2.41a can be combined with the expression for the energy spectrum
in the inertial subrange in Eq. 2.15 to obtain:

ε =

(
2

3
αK

)− 3
2

σ3
v

(
k
− 2

3
0 − k

− 2
3

1

)− 3
2 k0<<k1≈

(
2

3
αK

)− 3
2

σ3
v k0. (2.42)
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The formula in Eq. 2.42 has been used by a number of studies to retrieve the EDR,
including Bouniol et al. [2004], O’Connor et al. [2005], and Shupe et al. [2008a].

While a similar relation could in theory be derived to relate ε and σD based on
Eq. 2.41b, such relation is more nuanced, as it requires taking into account the
antenna illumination pattern. The contribution to σD by motions on scales both
small and large compared to the beam dimensions is in fact reduced [Srivastava
and Atlas, 1974]. Analytic expressions to obtain the EDR, as function of σD

and antenna parameters were derived by Frisch and Clifford [1974], and later on
improved by Labitt [1981]. Such relations are not included in this dissertation;
the reader can find them e.g., in Chapman and Browning [2001, Eq. 6-7]. The
Frisch-Clifford-Labitt relations have been used by a number of studies to derive the
EDR, including Chapman and Browning [2001], Fang et al. [2014], and Borque et al.
[2016]. The spectrum-width-based approach has the significant disadvantage that
it can only be applied in cases where the microphysical contribution to spectrum
width is negligible when compared to the turbulence-induced broadening of the
Doppler spectrum [Rogers and Tripp, 1964, O’Connor et al., 2005], and is hence
not suited for applications to precipitating clouds.

The velocity-variance approach as derived in Eq. 2.42 relies on the assumption
that the wavenumber interval [k0, k1] falls completely within the inertial subrange.
While the lower bound k0 can be tuned to match known values compatible with
the inertial subrange, the higher bound k1 is fixed and determined by the radar
measurement setup, and horizontal wind. Recently Borque et al. [2016] proposed
some improvements to this approach, only selecting wavenumber intervals com-
patible with the inertial subrange. This solves the issues of arbitrary choices of
k0, and of the possible inclusion of the low wavenumber portion of the dissipation
range, when k1 falls within this range. The approach by Borque et al. [2016] in
fact involves performing a fast Fourier transform (FFT) of the velocity time series
(hereafter indicated as S(κ)), and only calculating the variance associated with the
portion of the spectrum that fits the inertial subrange -5/3 power law. This is done
by performing a linear fit to the FFT output (brought to log-log scale), attempting
it in several wavenumber intervals [klow, khigh]; the EDR is then computed for all
intervals whose fit has a slope within -5/3 ± 1/3. Following this approach, the EDR
can be easily computed by integrating Eq. 2.15 between klow and khigh [Borque
et al., 2016]:

ε =

(
2

3αK

∫ khigh

klow

S(κ)dκ

)3/2 (
k
−2/3
low − k

−2/3
high

)−3/2

; (2.43)

or alternatively in terms of frequency f :

ε =
2π

Vh

(
2

3αK

∫ fhigh

flow

S(f)df

)3/2 (
f
−2/3
low − f

−2/3
high

)−3/2

. (2.44)
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Borque et al. [2016] then compute the final EDR value as the mean value across all
valid frequency intervals, and estimate the associated uncertainty as its standard
deviation.
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Chapter 3

Study 1: Assessing the relevance of
ice aggregation

Chellini, G., R. Gierens, and S. Kneifel (2022). Ice aggregation in low-level
mixed-phase clouds at a high Arctic site: Enhanced by dendritic growth
and absent close to the melting level. Journal of Geophysical Research:
Atmospheres, 127, e2022JD036860, https://doi.org/10.1029/2022JD036860.

The content of this chapter has been published under the Creative Commons
Attribution 4.0 International Public License.

Author contributions: GC and SK planned and structured the article. RG
processed the 94-GHz radar data, and GC calibrated all radar systems. GC further
combined and analyzed data from all sources, and prepared the visualization of the
results. All authors contributed to the interpretation of the results. GC drafted
the manuscript and reviewed it iteratively with RG and SK.
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1. Introduction
Low-level mixed-phase clouds (MPCs) are ubiquitous in the Arctic. They have been shown to occur widely and 
frequently (e.g., Mioche et al., 2015; Morrison et al., 2012) and to persist typically for several hours (de Boer 
et al., 2009; Shupe, 2011), with some recorded cases lasting up to several days (e.g., Zuidema et al., 2005). They 
are further known to introduce, on average, a strong positive surface radiative forcing (Shupe & Intrieri, 2004; 
Serreze & Barry, 2011; Matus & L’Ecuyer, 2017; Tan & Storelvmo, 2019). Arctic low-level MPCs display a char-
acteristic structure with one or multiple shallow liquid layers close to cloud top, from which ice particles form and 
precipitate (Shupe et al., 2006). Their persistence is due to a complex interplay of several processes (Morrison 
et al., 2012), and they have been found to occur under a variety of conditions, including both stable and unstable 

Abstract Low-level mixed-phase clouds (MPCs) occur extensively in the Arctic, and are known to 
play a key role for the energy budget. While their characteristic structure is nowadays well understood, the 
significance of different precipitation-formation processes, such as aggregation and riming, is still unclear. 
Using a 3-year data set of vertically pointing W-band cloud radar and K-band Micro Rain Radar (MRR) 
observations from Ny-Ålesund, Svalbard, we statistically assess the relevance of aggregation in Arctic low-level 
MPCs. Combining radar observations with thermodynamic profiling, we find that larger snowflakes (mass 
median diameter larger than 1 mm) are predominantly produced in low-level MPCs whose mixed-phase layer 
is at temperatures between −15 and −10°C. This coincides with the temperature regime known for favoring 
aggregation due to growth and subsequent mechanical entanglement of dendritic crystals. Doppler velocity 
information confirms that these signatures are likely due to enhanced ice particle growth by aggregation. 
Signatures indicative of enhanced aggregation are however not distributed uniformly across the cloud deck, 
and only observed in limited regions, suggesting a link with dynamical effects. Low Doppler velocity values 
further indicate that significant riming of large particles is unlikely at temperatures colder than −5°C. 
Surprisingly, we find no evidence of enhanced aggregation at temperatures warmer than −5°C, as is typically 
observed in deeper cloud systems. Possible reasons are discussed, likely connected to the ice habits that form at 
temperatures warmer than −10°C, increased riming, and lack of particle populations characterized by broader 
size distributions precipitating from higher altitudes.

Plain Language Summary Low-level mixed-phase clouds (MPCs), that is, shallow clouds 
containing both liquid droplets and ice crystals, form frequently in the Arctic region. Their characteristic 
structure—consisting of one or multiple liquid layers at sub-zero temperatures, from which ice crystals form 
and precipitate—is nowadays well understood. However, the processes that lead to the growth of ice crystals 
into snow have been overlooked. Using a 3-year data set of radar observations from Ny-Ålesund, in Svalbard, 
Norway, we are able to identify situations when the ice particle growth is dominated by aggregation of several 
individual crystals. Combining radar observations with temperature information, we find that larger snowflakes 
are only produced in MPCs if their liquid portion is at temperatures between −15 and −10°C. This coincides 
with the temperature regime known for favoring aggregation due to growth and subsequent entanglement of 
branched crystals. Surprisingly, we find no evidence of enhanced ice aggregation at temperatures warmer than 
−5°C, as is typically observed in deeper cloud systems. Possible reasons are discussed, likely connected to the 
ice crystal shapes that develop at temperatures warmer than −10°C, increased liquid droplet production, and 
lack of particles precipitating from higher altitudes.
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stratification, and under a wide spectrum of aerosol concentrations (Gierens et al., 2020; Jackson et al., 2012; 
Kalesse, de Boer, et al., 2016; Sotiropoulou et al., 2014; Young et al., 2016). Intense cloud-top radiative cooling 
caused by the supercooled liquid close to cloud top drives buoyant production of turbulence in the cloud layer, 
which, in turn, drives condensation and maintains the liquid layer (Shupe et al., 2008; Solomon et al., 2011).

Precipitation has been shown to strongly influence many properties of Arctic low-level MPCs. Precipitation, 
especially when deposited to the surface, withdraws moisture and ice nuclei from the MPC (Morrison et al., 2012; 
Solomon et al., 2014, 2015). Lower cloud fractions and faster dissipation have been in fact suggested for Arctic 
stratocumuli that develop precipitation (Harrington & Olsson, 2001; Simpfendoerfer et al., 2019). The mode-
ling experiments by Eirund et  al.  (2019) have shown that ice precipitation induces thinning and break-up of 
the organization in Arctic stratocumuli, by generating cold pools at the surface. This effect has been observed 
to play a role in the transition from mixed-phase stratocumuli to open-cellular convection in cold-air outbreaks 
(Abel et al., 2017). Avramov and Harrington (2010) further suggested, based on a model sensitivity experiment, 
that the phase partitioning of Arctic low-level MPCs is strongly sensitive to the assumptions on mass-size, and 
size-fall speed relations of ice particles, and thus on the ice habits included in the model. It can then be expected 
that in addition to cloud lifetime, phase-partitioning, and organization, precipitation further affects the radiative 
characteristics of the MPC (Avramov & Harrington,  2010; Eirund et  al.,  2019; Harrington & Olsson,  2001; 
Proske et al., 2021; Solomon et al., 2015; Tan & Storelvmo, 2019). Tan and Storelvmo (2019) have shown that in 
the Community Earth System Model (CESM) larger ice particles in Arctic MPCs lead to a stronger cloud-phase 
feedback, that in turn increases the magnitude of Arctic amplification. Gaining process-level understanding of 
precipitation formation in Arctic low-level MPCs is thus necessary for an accurate model representation of these 
clouds, including their radiative effects in climate models.

The role of individual ice-growth processes, such as aggregation and riming, in the formation of precipitation in 
Arctic low-level MPCs is still unclear. In-situ observations of ice particles in Arctic low-level MPCs reported in 
the literature vary largely: pristine ice crystals, aggregates, and rimed particles have all been observed (Avramov 
et  al., 2011; McFarquhar et  al., 2007; Mioche et  al., 2017; Wendisch et  al., 2019). McFarquhar et  al.  (2007) 
reported observing mostly irregular and rimed branched crystals at cloud base, from in-situ aircraft observations 
at Utqiaġvik, Alaska. At the same site, Avramov et al. (2011) observed dendrites and large aggregates. Mioche 
et al.  (2017) compiled in-situ observations from several aircraft campaigns above the Greenland and Norwe-
gian seas, reporting large fractions of rimed or irregular ice particles. Fitch and Garrett (2022) reported, based 
on long-term ground-based in-situ observations, that, at Oliktok Point, Alaska, 65% of all frozen precipitation 
displays some degree of riming, even with observed liquid water path (LWP) of less than 50 g/m 2.

Doppler radar observations at multiple wavelengths can constrain the microphysical processes that determine 
the formation of precipitation, by providing information on particle fall speed and size. Observations taken at 
multiple wavelengths can be combined to derive the mean particle size of the hydrometeor population based on 
their differential scattering properties (Battaglia et al., 2020). The dual-wavelength ratio (DWR), that is, the ratio 
of equivalent radar reflectivity factors at two separate frequencies, increases when particles grow in size and 
transition from the Rayleigh scattering regime into the non-Rayleigh scattering regime (e.g., Hogan et al., 2000; 
Liao et  al.,  2005). When combined with in-cloud temperature and filtering for intense riming using vertical 
Doppler velocity information, DWR information has been used to derive the typical temperature regions favoring 
aggregation for midlatitude clouds by, for example, Dias Neto et al. (2019) and Barrett et al. (2019). These authors 
observed a first noticeable increase in DWR at Ka-band and W-band to occur in the temperature interval from 
−15 to −10°C, consistently with early cloud chamber studies (e.g., Kobayashi, 1957). Said temperature region 
is part of the often-called dendritic-growth zone (DGZ), where several plate-like particle habits are preferen-
tially growing, including dendrites. The DGZ extends from −20 to −10°C, with enhanced depositional growth 
between −18 and −12°C (Takahashi, 2014; Takahashi et  al.,  1991). The dendrites' large cross-sectional area 
and ability to mechanically entangle their branches favor a rapid formation of aggregates (Connolly et al., 2012; 
Pruppacher & Klett, 2012, Section 14.7). A second enhanced aggregation zone close to 0°C is often observed as 
well, revealed by a further increase in DWR at several frequency combinations (W-band, Ka-band, Ku-band, and 
X-band) (Chase et al., 2018; Dias Neto et al., 2019; Tridon et al., 2019). Close to the melting level the presence 
of a quasi-liquid layer on the ice particles (Fletcher, 1962; Slater & Michaelides, 2019) is thought to favor intense 
aggregation (Fabry & Zawadzki, 1995).
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In this study, we investigate the significance of different ice-growth processes, with a focus on aggregation, for 
precipitation formation in low-level MPCs at the high Arctic site of Ny-Ålesund, Svalbard, Norway. We obtain 
a 3-year statistics of DWR in Arctic low-level MPCs, by combining radar observations from a W-band cloud 
radar and a K-band precipitation radar, and searching the data set for observational fingerprints of ice-growth 
processes. We combine radar observations with thermodynamic retrievals from a co-located microwave radi-
ometer, to further constrain the thermodynamic conditions that produce said fingerprints. This publication is 
thus structured as follows: essential theoretical aspects of dual-wavelength radar observations are explained in 
Section 2, the instruments and further techniques used are described in Section 3, results are shown and discussed 
in Section 4, and finally the main conclusions and questions raised by this study are summarized in Section 5.

2. Background: Dual-Wavelength Radar Approach
The equivalent radar reflectivity factor Ze (hereafter called reflectivity) for an ensemble of scatterers in the meas-
urement volume is defined as:

𝑍𝑍𝑒𝑒 =
𝜆𝜆4

𝜋𝜋5
‖𝐾𝐾𝑊𝑊 (𝜆𝜆)‖−2 ∫

∞

0

𝑁𝑁 (𝜎𝜎𝑏𝑏𝑏𝜆𝜆) 𝜎𝜎𝑏𝑏𝑏𝜆𝜆𝑑𝑑𝜎𝜎𝑏𝑏𝑏𝜆𝜆𝑏 (1)

where λ is the transmitted signal wavelength, ‖KW(λ)‖ 2 is the dielectric constant of liquid water, σb,λ is the 
wavelength-dependent backscattering cross-section of the individual scatterers, and N(σb,λ) its number distribu-
tion across the scatterer population (Fabry, 2018, chs. 2 and 3). Therefore, at a given wavelength, Ze depends on 
both size (through σb,λ) and concentration of particles (through N(σb,λ)), in addition to habit, phase, and orien-
tation, and does not provide unequivocal information on particle size. Following the definition of Ze, values 
measured at two wavelengths are equal if scattering from all particles and at both wavelengths can be approxi-
mated by Rayleigh scattering. If the particles increase in size, they first start to deviate from Rayleigh scatter-
ing at the shorter wavelength: this leads to a smaller Ze at the shorter wavelength compared to the longer one, 
where more particles are still in the Rayleigh scattering regime (Battaglia et al., 2020). As a result, quantities 
combining Ze values at both wavelengths can be related to the characteristic size of the underlying particle size 
distribution (PSD; Hogan et al., 2000; Kneifel et al., 2016; Liao et al., 2005; Matrosov et al., 2005; Szyrmer & 
Zawadzki, 2014; Tridon & Battaglia, 2015).

The most commonly used variable to quantify differential scattering of the radar beams at two separate wave-
lengths is the dual-wavelength ratio (DWR; sometimes named dual-frequency ratio, DFR), defined as:

𝐷𝐷𝐷𝐷𝐷𝐷𝜆𝜆1 ,𝜆𝜆2
=

𝑍𝑍𝑒𝑒,𝜆𝜆1

𝑍𝑍𝑒𝑒,𝜆𝜆2

, (2)

where 𝐴𝐴 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑖𝑖
 are the equivalent reflectivity factors in linear units and λ1 is commonly chosen to be larger than λ2. 

With this convention DWR = 0 dB if particles scatter according to the Rayleigh regime at both wavelengths 
and if their ‖KW(λ)‖ 2 (Equation 1) are identical or have been corrected for. DWR values increase as particles 
transition into non-Rayleigh scattering at the shorter wavelength, then reach a saturation value as non-Rayleigh 
scattering  is reached at both wavelengths. As a result, the DWR can be used as a proxy for the mean size of the 
sampled particle population (Hogan et al., 2000; Kneifel et al., 2016; Liao et al., 2005). The relation between 
DWR and particle size is, however, not univocal, and further depends on the particle shape and density (e.g., 
Matrosov et al., 2019) as well as on the PSD shape (Mason et al., 2019). Using the scattering database of Ori 
et al. (2021) and dendrite aggregates as well as a simple inverse exponential PSD, we find for example, a DWRK−W 
of 3 (6, 9) dB to correspond to a mass median diameter of 1.5 (2.4, 3.7) mm, respectively. The maximum DWR 
value for such modeled dendrite aggregates is 11.4 dB, obtained for a mass median diameter of 8.1 mm, while 
the saturation DWR value is 9.4 dB. The full dependency of DWR on mass median diameter for different particle 
types is shown in Appendix A.
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3. Data Sets and Methods
3.1. Measurement Site

The observations analyzed in this study were obtained at the observatory 
of the Arctic research base AWIPEV in Ny-Ålesund, Svalbard. Ny-Ålesund 
is located at 79°N, in the region where Arctic amplification is the most 
intense (e.g., Dahlke & Maturilli,  2017). The site is located 13  m above 
sea level close to the coast of the Kongsfjorden, a fjord with surrounding 
mountains with altitudes of 500–1,000  m. Similar to other locations in 
the Arctic, the lower troposphere above Ny-Ålesund is often stably strati-
fied. Temperature and humidity inversions have been found in respectively 
75% and 84% of the daily radiosondes launched between 1993 and 2014 
(Maturilli & Kayser, 2017). Mean monthly values of surface air temperature 
have been observed to range between 5.8°C in July and −12.0°C in March 
(Maturilli et al., 2013) and average yearly precipitation has been measured 
to be 564 mm/year with a large standard deviation of 444 mm/year, in the 
2012–2019 period (Mori et al., 2021). Furthermore, remote sensing observa-
tions of clouds at this location have already been analyzed in depth by previ-
ous studies, such as Nomokonova, Ebell, et al. (2019), Vassel et al. (2019), 
Nomokonova et al. (2020), Gierens et al. (2020), and Ebell et al. (2020).

The characteristics of low-level MPCs at Ny-Ålesund have been reported by previous studies, in particular by 
Nomokonova, Ebell, et al. (2019) and Gierens et al. (2020). Their statistics display similar low-level MPC char-
acteristics, compared to what has been observed at other Arctic sites, such as during the Surface Heat Budget of 
the Arctic Ocean (SHEBA) campaign (Shupe et al., 2006), at Utqiaġvik, Alaska (de Boer et al., 2009; Zhao & 
Wang, 2010), and at Eureka, Nunavut, Canada (de Boer et al., 2009). Nomokonova, Ebell, et al. (2019) observed 
a frequency of occurrence of 20.6% for single-layer MPCs (with no restriction on cloud depth or cloud-top 
height). They report an average LWP of 66 g/m 2, and average ice water path (IWP) of 164 g/m 2 for this cloud 
type. Gierens et al. (2020) estimated the occurrence of low-level MPCs lasting more than 1 hr to be 23%, with 
average LWP and IWP values of 35 and 12 g/m 2, respectively. The height of the liquid base of low-level MPCs 
ranges typically from 0.54 to 1.0 km, which is at or above the height of the surrounding mountaintops (Gierens 
et al., 2020).

3.2. Radar Systems

In this study, we calculate DWRs (K-band and W-band) of MPCs based on continuous zenith-pointing radar 
observations available from September 2017 to October 2018, and from June 2019 to February 2021. The W-band 
observations are obtained with 94-GHz frequency-modulated continuous wave (FMCW) Doppler cloud radars 
(RPG-FMCW-94-SP, manufactured by Radiometer Physics GmbH [RPG]; Küchler et al., 2017). Observations 
from two slightly different RPG-FMCW-94-SP radar systems have been combined: during the first time period, 
observations were collected with the MiRAC-A (Mech et al., 2019) which has a slightly larger beamwidth than 
the JOYRAD-94 (Küchler et al., 2017), used from June 2019 onwards. Both systems collected data with a tempo-
ral resolution of 2–3 s and vertical resolutions between 3 and 8 m depending on the range region (for technical 
details of the radars see Table 1, Küchler et al. (2017), and Gierens (2021)). The measurements were set up with 
a minimum and maximum range of 100 m and 12 km, respectively.

The W-band observations are complemented by observations from a K-band (24 GHz), zenith-pointing, FMCW 
Doppler Micro Rain Radar (MRR-2; Metek GmbH; Klugmann et al., 1996). Due to its economic and light-weight 
design, it has been frequently used to study snowfall in mountainous (Cha et al., 2009; Kneifel et al., 2011) and 
polar regions (Durán-Alarcón et al., 2019; Grazioli et al., 2017), evaluate satellite products (Maahn et al., 2014; 
Souverijns et al., 2018) and model performance (Scarchilli et al., 2020). We use the processing method developed 
by Maahn and Kollias (2012), which is fine-tuned for observations of frozen hydrometeors. The resolution in time 
(60 s) and range (30 m) is much coarser than the W-band cloud radars. Its average sensitivity for this measurement 
setup ranges between −13 and −6 dBZ, depending on range. Said sensitivity was calculated as the mean average 

JOYRAD-94 MiRAC-A MRR-2

Central frequency 94.0 GHz 94.0 GHz 24.23 GHz

Time res. 2–3 s 2–3 s 60 s

Integration time 0.5–0.6 s 0.5–0.6 s 60 s

Range res. 3.2–7.5 m 3.2–7.5 m 30 m

Min. range 100 m 100 m 30 m

Max. range 12 km 12 km 960 m

Sensitivity at 100 m −62 dBZ −64 dBZ −13 dBZ

Sensitivity at 900 m −50 dBZ −50 dBZ −6 dBZ

Beam width (half power) 0.5° 0.85° 1.5°

Note. Further information on the instruments can be found, respectively, in 
Küchler et al. (2017), Mech et al. (2019), and Klugmann et al. (1996).

Table 1 
Selected Technical Specifications of the Three Radar Systems Used in This 
Study: Two Cloud Radars, JOYRAD-94 and MiRAC-A, and A Precipitation 
Radar, MRR-2
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noise level times 1.2, as that is the lowest threshold for spectral reflectivity values to be considered as signal in 
the processing routine by Maahn and Kollias (2012).

To calculate DWRs, we averaged the W-band data to the MRR resolution. The reflectivity from the W-band cloud 
radars was averaged in linear scale, then converted to decibel. Note that during the study period, the MRR was set 
up to measure with a maximum range of 960 m. Calculated DWRs are therefore only available from the lowest 
W-band range gate (100 m) up to this height. DWR was not corrected for liquid attenuation, due to the typically 
low amounts of liquid observed in low-level MPCs in the Arctic. Only 24.2% of the MPC events detected by the 
MRR in fact displayed LWP higher than 150 g m −2 (see Section 4.1), which leads to a total two-way attenuation of 
approximately 1.2 dB at W-band, according to Tridon et al. (2020). Furthermore, in most of the analysis, we focus 
on the DWR value at the base of the liquid layer of the MPC, where the radar signal has undergone negligible 
attenuation. Mean Doppler velocity (MDV) was taken from the W-band cloud radars, and was also averaged to 
the same time and range resolution as the MRR. To analyze DWR and MDV in a consistent manner, MDV values 
above the maximum range of the MRR were ignored.

3.2.1. Radar Calibration Evaluation

Since the aim of our analysis is gaining information on particle size based on DWR calculated from Ze at K-band 
and W-band, evaluating the calibration (especially in a relative sense) of all radar systems involved is necessary. 
The radar calibration constant might change, for example, due to drifts, which can lead to biases in the measured 
Ze. In our analysis, we obtained calibration offsets for the MRR following a disdrometer-based approach (e.g., 
Dias Neto et al., 2019; Myagkov et al., 2020). The W-band radars were instead calibrated using a DWR-based 
approach, requiring that the DWR distribution for observations of Rayleigh targets only has its mode at 0 dB. All 
the derived offsets are reported in Table B1 in Appendix B.

At the AWIPEV site, a Parsivel disdrometer (Löffler-Mang & Joss, 2000) is installed, and data are available for 
the whole study period. Parsivel measures volume-equivalent sizes and fall speeds of particles that fall through 
its laser beam. It thus provides PSDs, and fall speed distributions of the particle population. A critical assessment 
of its performance can be found in Battaglia et al. (2010). The disdrometer-based calibration method consists 
in forward simulating Ze values from drop size distribution (DSD) observed by Parsivel during rain events. The 
simulated reflectivities were then compared with the observed ones, taken from the range gate between 120 and 
150 m. We selected the rain events based on the following criteria:

1.  The disdrometer detects liquid precipitation. If frozen precipitation is detected all liquid within 10 min is 
ignored.

2.  Only data from June through September are used, and only when surface temperature (from nearby weather 
station) is greater than 5°C, to exclude misclassified frozen or partially melted precipitation.

3.  Disdrometer data are only used if rain rate ≥0.1 mm/hr following the approach by Williams et al.  (2005). 
Additionally, only measurements containing at least 25 samples per minute are used. Both criteria are required 
in order for the disdrometer measurements to be representative of the drop population.

4.  DSDs from Parsivel must contain particles larger than 1  mm. This criterion was determined following 
Myagkov et al. (2020), so that evaporation of the drops between the chosen range gate and the ground does 
not affect the forward simulated Ze values.

5.  Events are required to last at least 1 hr, with gaps allowed for a total of one sixth of the duration of the event.

Reflectivity values were based on the observed DSDs, and forward simulated with the T-matrix method 
(Leinonen,  2014; Waterman,  1965), using a drop shape model from Thurai et  al.  (2007). Following Huang 
et al. (2008), the drops were assumed to have Gaussian distributed canting angles, with 0° mean value and a 10° 
standard deviation. Attenuation coefficients were calculated using the same approach, and were multiplied by 
twice the height of the used range gates. The path-integrated attenuation was then subtracted from the forward 
simulated reflectivity values. All Ze values below −10 dBZ and above 25 dBZ were excluded. It should be noted 
that we did not compare time series of observed and simulated Ze but rather compared the Ze distributions of 
the total rainfall event. This mitigates the issue of time delays between Ze observed at the lowest radar range 
gate and the surface observations. A single median reflectivity value was then obtained for all events in each 
June-through-September period, for both the observations and the forward simulation. In each period, the Ze 
offset was obtained by subtracting the two median values. In the periods from October to May, monthly Ze offset 
values were calculated by linearly interpolating the obtained values.
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We attempted to apply the same disdrometer-based approach to the calibration of the W-band radars, but we 
observed a strong dependence of the calculated offset values on the accumulated precipitation during the events 
(not shown). We hypothesize that this is due to deterioration of the coating of the radomes, leading to the radomes 
taking in some rain water, thus causing increasing attenuation of the signal. Although this phenomenon is not 
an issue for snowfall observations, it hampers the applicability of the disdrometer-based method to the W-band 
radars. For the MRR, we did not observe any attenuating effect due to wet antenna. Unlike the W-band radars, 
the MRR is not covered by a radome. Due to this reason, we used the calibrated MRR as our reference and esti-
mated the offsets of the W-band radars using a DWR-based approach in light snowfall. This approach using light 
snowfall is overall similar to relative calibration methods applied to cloud radar observations of low-reflectivity 
Rayleigh-scattering hydrometeors by Hogan et al. (2000), Dias Neto et al. (2019), and Tridon et al. (2020). The 
relative offset estimated with this approach uses the fact that, for observations of Rayleigh-scattering frozen 
hydrometeors only, the DWR is approximately 0 dB. Rayleigh-scattering hydrometeors are typically selected by 
requiring that the radar reflectivity at the longer wavelength is below a certain threshold: for example, Dias Neto 
et al. (2019) used a threshold of −10 dBZ in Ka-band reflectivity when calibrating a W-band radar. In our case, 
due to the low sensitivity of the MRR such a low threshold could not be used. Therefore, selecting MRR echoes 
of solely Rayleigh targets was not possible. Nonetheless, Matrosov et al. (2019) reported scattering calculations, 
as well as observations from the Arctic site of Oliktok point, Alaska, of DWR of frozen hydrometeors at Ka-band 
and W-band, showing that for Ka-band reflectivities between −5 and 0 dBZ, the DWR distribution has its peak 
close to 0 dB, and is thus associated with Rayleigh scattering. Therefore, the radar measurements used in the 
calibration were selected with the following criteria:

1.  Signal corresponds to ice-only clouds, based on the Cloudnet target classification (see Section 3.3).
2.  Ze from MRR is between −5 and 0 dBZ.
3.  If Parsivel detects liquid precipitation, all echoes within 10 min are ignored.

Monthly DWR distributions for observations satisfying these conditions were then obtained, and the mode of 
the distribution was taken as monthly Ze offset. Following the results by Matrosov et al. (2019), this calibration 
approach rests on the assumption that the monthly DWR distributions are characterized by a peak associated with 
Rayleigh scattering, and a tail on the right side of the peak, associated with non-Rayleigh scattering. The mode 
of the distribution was chosen as offset, so that, after applying the offset, the peak of the distribution is centered 
around a DWR value of 0 dB. The bins used to calculate the distributions are 0.5 dB wide. We estimated the 
uncertainty associated with this calibration approach by taking the left standard deviation of the monthly DWR 
distributions with respect to the mode. The root mean square value of such monthly uncertainties is 2.1 dB. An 
example further illustrating the DWR calibration and uncertainty calculation procedure is given in Appendix B.

3.3. Temperature Soundings and Hydrometeor Classification

Many microphysical processes are known to be strongly dependent on temperature (e.g., Pruppacher & 
Klett, 2012, chs. 9, 13, and 14), we thus investigate the dependence of DWR statistics on in-cloud temperature, as 
well as cloud-top and cloud-base temperature. Additional information on cloud phase is also needed, to properly 
identify MPC events. For these reasons, we use temperature profiles retrieved from a HATPRO (Humidity And 
Temperature PROfiler; Rose et al., 2005) microwave radiometer, and the Cloudnet target classification product 
(Hogan & O’Connor, 2004; Illingworth et al., 2007). The HATPRO is operated by the Alfred Wegener Institute 
(AWI) and measures on the same platform as the radar systems. In addition to temperature soundings, HATPRO 
observations are also used to retrieve LWP. To increase the accuracy of temperature profiles especially in the 
lowest 1 km, the observations at seven channels along the 60 GHz oxygen absorption band are obtained at vari-
ous elevation angles (Crewell & Lohnert, 2007). Elevation scans are regularly performed every 15–20 min. The 
profiles are linearly interpolated in time to the same resolution as the MRR (60 s). Gierens et al. (2020) assessed 
the uncertainty of these temperature retrievals in low-level MPCs against radiosondes (see their fig. 3c), and 
found an RMSE of 0.7K at the surface, that increases to 1.6K (2.0K) at the liquid base of the MPC (cloud top).

Observations from the W-band cloud radar, HATPRO, and a ceilometer (model Vaisala CL51; Maturilli 
and Ebell  (2018)), together with output from the ICOsahedral Nonhydrostatic weather model (ICON; Zängl 
et al. (2015)), in its global numerical weather prediction mode (ICON-IGLO), are operationally combined into 
the Cloudnet product (Hogan & O’Connor, 2004; Illingworth et al., 2007). In particular, we use the target clas-
sification product which classifies hydrometeors into: cloud droplets, supercooled cloud droplets, and cloud ice, 
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as well as drizzle or rain. The presence of liquid at sub-zero temperatures is mainly based on ceilometer obser-
vations. The ceilometer signal undergoes far greater attenuation when traversing a cloud layer containing cloud 
droplets, compared to an ice layer, because of the droplets' far higher number concentration. This leads to limi-
tations of the Cloudnet product if more than one liquid layer is present, as often the pulse is unable to penetrate 
the lowest liquid layer. We will henceforth use the term liquid base to refer to the base of the lowest liquid layer 
detected by the ceilometer. We will further refer to the portion of the MPC above the liquid base as mixed-phase 
layer (MPL). In this study, we use the Cloudnet target classification product to derive the height of the liquid 
base, and cloud-top height.

3.4. Selection of Mixed-Phase Cloud Events

Low-level MPC events were identified following an approach similar to that employed by Gierens et al. (2020). 
The events were detected using the following criteria:

1.  Cloud top is at or below 2,500 m.
2.  If multiple cloud layers are present below 2,500 m, they are considered as one if separated by 60 m or less, 

otherwise only the lowest layer is included in the analysis, and the remaining ones are excluded.
3.  Cloudnet indicates the presence of both liquid and ice in the cloud layer.
4.  Liquid and ice are present for at least 60 min, with gaps allowed for a total of one sixth the total duration of 

the event.

During intense precipitation events, snow might accumulate on the ceilometer aperture, thus leading to ceilom-
eter data not being available, and liquid layers not being identified in the Cloudnet target classification. Under 
these conditions, criterion three is not satisfied even though a low-level MPC is present. When the ceilometer 
signal is not available, the presence of liquid was evaluated using the LWP retrievals from HATPRO: an LWP 
threshold of 10 g/m 2 was used.

Using this approach, we identified a total of 1,605 low-level MPC cases, adding up to a total duration of 7,592 hr. 
Out of these, 1,042 cases, or 6,022 hr, were detected by the MRR. Out of all cases (cases detected by the MRR), 
23.6% (25.6%) were detected in winter, 15.4% (18.0%) in spring, 30.2% (23.0%) in summer, and 30.8% (33.4%) 
in autumn. We would like to highlight that different subsets of all detected events were used in different parts of 
the analysis. In Sections 4.3 and 4.4, the value of DWR at liquid base, and its maximum value below the liquid 
base are evaluated in each sample. When evaluating these quantities, only the subset of data where the ceilometer 
signal is available and the liquid base is within the MRR range was used. In Section 4.4, we only focus on MPC 
events detected by the MRR, and with surface temperature colder than 0°C: 508 cases satisfy these conditions.

4. Results and Discussion
A typical low-level MPC event observed from February 4 to 6, 2021 is displayed in Figure 1. The four panels 
depict Ze and MDV from the W-band cloud radar, DWR, and LWP. The figure also shows the height of the liquid 
base and temperature contours, derived from the ceilometer and HATPRO, respectively. The event depicted in 
the figure produced precipitation characterized by a wide range of DWR values. In particular, the MPC produced 
high DWR showers intermittently throughout its duration, highlighting the presence of large ice particles. These 
high DWR showers are alternating with regions characterized by lower DWR values, and even periods when the 
reflectivity was below the sensitivity of the MRR, and thus DWR values were not available. Figure 1 shows that 
most high DWR showers originate from within the mixed-phase layer. Interestingly, high DWR values are not 
necessarily linked to high reflectivity values, and vice versa.

4.1. Impact of MRR Sensitivity and Limited Maximum Range on Detected Cloud Characteristics

In the following analysis, we will focus only on MPC events detected by the MRR. The two limitations of the 
MRR are its maximum range (960 m), and lower sensitivity compared to the W-band cloud radars. To evalu-
ate the effect of these limitations on the data sampled for the analysis, characteristics of MPCs detected by the 
MRR, and MPCs detected only by the W-band cloud radars are shown and compared in Figure 2. Overall, MPCs 
detected by the MRR tend to last longer (median 4.0 hr) and display higher LWP values (median 69.1 g/m 2) 
compared to events not detected by the MRR (2.0 hr and 23.0 g/m 2, respectively). Figure 2f further shows that 
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MPC events detected by the MRR tend to have colder cloud-top temperature (CTT; median −9.8°C), compared 
to the events only detected by the W-band cloud radars (−8.2°C). Out of all events with CTT between −20 and 
−10°C, the MRR detects 84.8% of them, while it detects 75.6% of all events with CTT warmer than −10°C. 
Moreover, the number of MPC events with CTT colder than −20°C identified during the study period is very low 
(93), and 81.5% of these clouds are detected by the MRR. While 66.2% of MPCs detected by the MRR have their 
liquid base within the instrument's maximum range, only 12.4% have their top within it (as shown in Figures 2c 
and 2d). For this reason, the analysis reported in the following sections focuses on precipitation observed at, and 
below, the liquid base of MPCs. The limited range of the MRR does not appear to introduce a significant bias in 
the cloud-top height of the detected cases, as the median values for MPC events detected by the MRR is 1,431 m, 
while that for events not detected by the MRR is 1,341 m. This does not hold true for liquid-base height, as the 
median value for MPC events detected by the MRR is 791 m, while that for events not detected by the MRR is 
1,001 m. The mixed-phase layer depth distributions in Figure 2e, calculated as the difference between cloud-top 
height and liquid-base height, suggest that this discrepancy in liquid-base height can be mainly attributed to shal-
lower MPCs not being detected by the MRR. The median MPL depth for events detected by the MRR is in fact 
480 m, while that for events not detected by the MRR is 280 m.

In summary, the lower sensitivity of the MRR leads to the detection of events that produce higher reflectivities: 
these events appear to be characterized by a longer duration, higher LWP values, deeper MPLs, and colder CTTs. 
The limited range of the MRR seems to introduce a bias toward events with lower liquid-base height. Interest-
ingly, a similar bias is not observed in cloud-top height, suggesting that the MPCs causing said bias in liquid-base 
height are rather shallow, and likely characterized by a low reflectivity as well.

4.2. Characteristic Sizes and Fall Speeds of Precipitating Ice Particles in the Lowest 1 km

In Figure  3, we show long-term statistics of DWR and MDV (taken from W-band cloud radar) as function 
of temperature, in the detected low-level MPC events. This approach is similar to what has been applied to 

Figure 1. Example of low-level mixed-phase cloud event observed in Ny-Ålesund on February 4–6, 2021. Panels (a) and (b) display the reflectivity and mean Doppler 
velocity measured by the W-band cloud radar, respectively. Panel (c) depicts the dual-wavelength ratio obtained from Micro Rain Radar (MRR) and cloud radar 
observations. Panel (d) displays the liquid water path, retrieved from HATPRO microwave radiometer observations. In panels (a–c), contour lines indicate temperature 
(black) based on retrievals from HATPRO, and the liquid base height (pink dotted) from the Cloudnet target classification product. The horizontal dashed line in panels 
(a) and (b) indicates the maximum range of the MRR. Times indicated are in UTC.
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triple-wavelength observations in midlatitude clouds by Dias Neto et al. (2019) and Ori et al. (2020). The main 
difference in our study is that we focus on low-level MPCs and are restricted to the lowest 960 m, as well as 
clouds that produce large enough Ze signals to be detected by the MRR. The DWR and MDV statistics in Figure 3 
are displayed as contoured frequency by temperature diagrams (CFTDs; Yuter & Houze, 1995). Here, DWR and 
MDV values are matched with temperature (T) retrieved at the same height, and the figure displays joint histo-
grams of DWR and T (panel a), and MDV and T (panel b). These histograms are normalized to one at each chosen 
T level. Note that, unlike many other studies where CFTDs are employed, panels (a) and (b) in Figure 3 should not 
be interpreted as continuous profiles. Because of the limited depth of low-level MPCs, and the limited range of 
the MRR, each available profile only spans a portion of the displayed temperature range. The mean temperature 
difference between the lowest W-band cloud radar range gate (100 m), and the highest MRR range gate (960 m) 
is 5.2°C, with 1.8°C standard deviation. The total number of samples (Figure 3c) reveals that 90% (95%) of obser-
vations occur at temperatures higher than −12.7°C (−15.1°C), with maxima at −10 and 0°C.

Figure 3 displays that at temperatures colder than −15°C median DWR values are close to 1 dB, corresponding 
to median sizes smaller than 1 mm. Median DWR then rapidly increases to 4.1 dB between −15 and −12°C. 
These enhanced DWR signals can be found at temperatures as high as −6°C, with a distinct maximum between 
−12 and −8°C (5.6 dB). At temperatures close to 0°C, the median DWR decreases back to lower values, with 
a median of 2.7 dB between −5 and 0°C. Similarly, median MDV in Figure 3b has a relatively constant value 
of 0.6 m/s between −20 and −12°C, typical for small ice crystals (Barthazy & Schefold, 2006; Heymsfield & 
Westbrook, 2010; Kajikawa, 1972; Mitchell, 1996), grown most likely by vapor deposition. At the −13°C level 
where the DWRs increase, we also find the MDVs to increase. Interestingly, while the DWRs seem to remain 
almost constant between −12 and −8°C, the MDVs steadily increase, reaching values close to 1 m/s, which is a 
typical terminal velocity of larger aggregates (Brandes et al., 2008; Heymsfield et al., 2007; Karrer et al., 2020; 
Locatelli & Hobbs,  1974). A similar behavior in terms of both DWR and MDV can be noticed in the case 
study in Figure  1 as well. Combining DWR and MDV information, together with previous knowledge from 

Figure 2. Statistics of mixed-phase cloud characteristics in Ny-Ålesund. Probability density functions (PDFs) are shown 
for events detected by the Micro Rain Radar (MRR), and for events that were not detected by the MRR, and thus were 
only detected by the W-band cloud radar. The parameters shown are MPC event duration (a), liquid water path (LWP; b), 
liquid-base height (c), cloud-top height (d), mixed-phase layer depth (e), and cloud-top temperature (f). The dashed lines in 
panels c and d indicate the maximum range of the MRR. Bin sizes are respectively: 1 hr, 10 g m −2, 100 m, 100 m, 50 m, 1°C.
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midlatitude clouds, we thus hypothesize that aggregation might play an important role in the formation of the 
high DWR hydrometeors we observe between −15 and −5°C. The region of increasing DWR starting at −15°C 
is likely associated with rapid depositional growth of branched dendritic particles in the DGZ, which subse-
quently aggregate. An increase in DWR associated with enhanced aggregation in the DGZ has been previously 
observed in midlatitude clouds (Barrett et al., 2019; Dias Neto et al., 2019; Lamer et al., 2021; Ori et al., 2020; 
Oue et al., 2021). The presence of high DWR particles at temperatures warmer than −10°C in Figure 3a could 
be simply a result of particles that mainly aggregated in the DGZ and then sedimented to warmer temperatures, 
while continuing to aggregate.

The low fall velocities observed in Figure 3b at temperatures colder than −5°C are not indicative of severe riming 
that could explain the observed DWRs. However, we cannot rule out the possibility of light riming of the larger 
aggregates, as well as smaller rimed particles, as their terminal fall velocities could overlap with the fall velocity 
of larger, unrimed aggregates. Riming has in fact been observed to occur frequently in Arctic MPCs (Fitch & 
Garrett, 2022; McFarquhar et al., 2007; Mioche et al., 2017). However, the MDVs from 72.3% (82.7, 91.6%) of 
the observed echoes are slower than 1.0 m/s (1.2, 1.5 m/s) between −15 and −5°C, which corresponds to a rime 
mass fraction of 0.31 (0.47, 0.65) according to Kneifel and Moisseev (2020). It further appears unlikely that the 
DWR increase at −15°C is mainly driven by riming: first, we are not aware of any evidence that riming prefer-
entially occurs at −15°C. Second, in this temperature regime, the Wegener-Bergeron-Findeisen process has its 
maximum (Korolev & Mazin, 2003) and has been shown to hamper the formation and survival of liquid droplets 
(Silber et al., 2021).

Although the DWRs at temperatures warmer than −5°C decrease back to lower values (median of 2.7 dB between 
−5 and 0°C), the MDVs remain almost constant, close to 1 m/s (median of 1.1 m/s between −5 and 0°C). One 
potential explanation for this signature could be the higher terminal fall velocity of needle particles, which, 
together with columns, preferentially grow at temperatures higher than −10°C by vapor deposition (e.g., Bailey & 
Hallett, 2009). They can reach terminal velocities close to 1 m/s at smaller sizes compared to plate-like particles 

Figure 3. Contoured frequency by temperature diagram (CFTD) of dual-wavelength ratio (DWR; panel a) and mean Doppler 
velocity (MDV; panel b) in the detected mixed-phase cloud events. Panel (c) displays the number of samples available at 
each temperature level. MDV values are only included if Micro Rain Radar (MRR) echoes are available. Bin sizes are: 1 dB, 
0.05 m/s, and 0.5°C.
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(Kajikawa, 1972; Mitchell, 1996). Also, the presence of supercooled drizzle and potential enhanced riming of 
smaller ice particles with low DWR could explain the observed behavior. The likelihood for the formation of 
drizzle and intensified riming has been found to strongly increase at temperatures closer to the melting level 
(Cortinas Jr et  al.,  2004; Kneifel & Moisseev,  2020; Zhang et  al.,  2017). Overall, the DWR-MDV behavior 
found for MPCs at temperatures close to 0°C is significantly different from what is observed at the midlatitudes. 
Several studies observed a second and even stronger DWR increase from −5°C toward the melting level (Chase 
et al., 2018; Dias Neto et al., 2019; Ori et al., 2020; Tridon et al., 2019). Interestingly, we are able to find a similar 
behavior also in Ny-Ålesund in cloud systems that are deeper than 2.5 km, as shown in Appendix C. The lack of 
aggregation close to the melting level in the detected low-level MPC events is further explored in the next section.

4.3. Precipitation Formation in the Mixed-Phase Layer

In the previous section, we analyzed DWR values with respect to temperature retrieved at the same height. 
We can assume that in low-level MPCs, the main nucleation and initial depositional growth takes place in the 
mixed-phase layer (MPL), where on average saturation with respect to liquid water is reached. Therefore, we 
investigate how much the particles already aggregate in the MPL and how relevant the temperature of the MPL 
is for the occurrence of larger aggregates in the entire profile.

We analyze the DWRs observed at the liquid-base height, and relate it to the cloud-top and liquid-base temper-
atures in Figure 4. For a simpler interpretation, in panel a, we group the profiles into small particles (DWR at 
liquid base lower than 2 dB, corresponding to a mass median diameter of approximately 1.3 mm; see Figure A1 in 
Appendix A) and larger particles (DWR at liquid base equal or higher than 2 dB), that are most likely a result of 
aggregation and/or riming. The threshold of 2 dB was also chosen because of the estimated uncertainty on DWR 
of 2.1 dB. DWR values higher than 2 dB can thus confidently be attributed to non-Rayleigh scattering by hydro-
meteors. We also tested slightly different DWR thresholds but did not find a substantial impact on the results (not 
shown). Figure 4a thus shows the frequency of occurrence of DWRs at liquid base higher than 2 dB. Panels (b) 
and (c) in the figure display the mean DWR value at liquid base, and number of available samples, respectively, 
both as function of liquid-base temperature and CTT.

Figure 4a illustrates that large particles appear to mainly originate from mixed-phase layers with liquid-base 
temperature higher than −15°C and CTT lower than −10°C. In this temperature regime, 76.8% of the samples in 
fact display DWRs at liquid base of 2 dB or larger. The mean DWR value at liquid base (Figure 4b) also illustrates 
that even very thin MPLs on average generate particles with DWRs of 5 dB or higher, if they contain temperatures 
of −13 to −14°C. Interestingly, this overlaps with the −15.5 to −13.3°C interval, where the laboratory study by 
Takahashi (2014) observed the maximum growth rate of plate-like crystals. As expected, if the MPL is thicker 
(larger difference between cloud-top and liquid-base temperature), also the mean DWRs increase, because of the 
longer time particles can grow by deposition and subsequent aggregation.

Figure 4. Frequency of occurrence of dual-wavelength ratio (DWR) above 2 dB at liquid base (a), mean DWR at liquid base 
(b), and number of samples at liquid base (c) as function of cloud-top and liquid-base temperature. In panels (a) and (b), bins 
with less than 60 total samples are ignored. Bins are 1°C wide.
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Figure 4b shows that enhanced DWR values can also be found in MPLs at temperatures colder than −15°C (i.e., 
liquid-base temperature colder than −15°C in the figure), namely temperatures belonging to the colder portion 
of the DGZ, or colder than the DGZ completely. However, the mean DWR and overall frequency of occurrence 
are generally much lower than what we observe when temperatures between −15 and −10°C are observed in the 
MPL: this is clearly indicated by the low number of samples in Figure 4c for cases with liquid-base temperature 
colder than −15°C. Interestingly, for the events with liquid-base temperature colder than −15°C, the MPL also 
needs to be deeper (i.e., larger temperature difference between cloud top and liquid base) to produce enhanced 
DWRs.

The dependence of DWR and MDV at liquid base on LWP is shown in Figure 5, for two separate temperature 
regimes. Enhanced aggregation in the −10 to −15°C temperature region appears to occur already at relatively small 
LWP values. No substantial change in DWR is found for increasing LWP. This independence can be interpreted as 
a proof that the observed DWR signature is mainly caused by aggregation rather than riming as the latter would be 
expected to increase with LWP. However, Figure 5c shows that the MDV observed at the liquid base continuously 
increases with larger LWP. We suspect that, while riming is not the main mechanism that increases DWR, it is still 
contributing to the observed increasing particle fall speeds by increasing ice particle density.

4.3.1. Discussion: Rapid Depositional Growth and Subsequent Aggregation in the DGZ

The preferential growth of dendrites in the DGZ is thought to lead to a more efficient aggregation, compared to 
other temperature regions (Pruppacher & Klett, 2012, Section 14.7), although many details of these processes 
are still not thoroughly understood. We believe that the signatures found in this study are particularly valuable to 
better constrain the process of dendritic growth and subsequent aggregation. Unlike in deeper clouds, no particles 
from above enter the DGZ in the low-level MPCs that are the focus of this study. Instead, we can assume that all 
ice particles are nucleated and grown within the relatively narrow region of the mixed-phase layer. We can further 
assume that the majority of particles in the MPL grow in conditions that are close to liquid water saturation. 
This allows to compare and relate our results directly to recent laboratory experiments investigating depositional 
growth (Takahashi, 2014) or aggregation (Connolly et al., 2012) in the temperature regime of the DGZ.

A number of factors are known to be mainly responsible for the rapid formation of aggregates in the DGZ. 
Here, the maximum difference between liquid and ice saturation pressures is found (Pruppacher & Klett, 2012), 
and a maximum of the Wegener-Bergeron-Findeisen (WBF) process is observed (Korolev,  2007). At these 

Figure 5. Liquid water path (LWP) distribution (a, d), and joint LWP-DWR (b, e), and LWP-MDV (c, f) distributions for 
mixed-phase cloud (MPC) events in two distinct regimes. Panels (a–c) include MPC events whose mixed-phase layer is 
at least partly in the temperature interval between −15 and −10°C. Panels (d– f) include MPC events whose mixed-phase 
layer temperature does not exceed −2°C and does not succeed −10°C. The joint distributions in panels (b, c, e, and f) are 
normalized to one in each LWP bin. Bin widths are: 5 g/m 2, 0.5 dB, and 0.05 m/s.
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temperatures, if high enough ice supersaturations are reached, ice particles grow into dendritic shape (Bailey & 
Hallett, 2009; Pruppacher & Klett, 2012, Section 13.3), which is connected to enhanced capacitance (Westbrook 
et al., 2008; Pruppacher & Klett, 2012, Section 13.3) and ventilation coefficients (Takahashi et al., 1991). All 
these effects together lead to a maximum in the water vapor depositional growth on ice particles in this temper-
ature region (Takahashi, 2014; Takahashi et al., 1991). As already mentioned, Takahashi (2014) found that the 
depositional growth rate is maximized between −15.5 and −13.3°C (see their Figure 6). After a growth time of 
10 min, they observed particles reaching maximum sizes of 1.5–1.8 mm with preferentially stellar, dendritic or 
fern-like habits. This temperature region coincides with the MPL temperatures where we observed the largest 
DWRs in Figure 4b.

In addition to the very favorable depositional growth conditions, the slower terminal fall velocities of dendrites 
compared to other shapes with similar mass (e.g., Kajikawa, 1972; Mitchell, 1996) allow them to stay in the 
supersaturated layer of the cloud for a longer time compared to other ice habits. For example, a 1 mm dendrite 
falls at 0.3 m/s while the same sized column, which grows for example, at temperatures higher than −10°C, has 
a terminal velocity of 0.8 m/s (Mitchell, 1996). The rapid depositional growth will eventually lead to a suffi-
ciently large diversity of terminal velocities and particles sizes needed for collisions. Moreover, turbulent motions 
frequently observed in the MPL (e.g., Morrison et al., 2012) can be expected to further enhance the likelihood 
for particle collisions. Their unique shape allows them to stick to each other by mechanical entanglement of their 
branches (Connolly et al., 2012; Pruppacher & Klett, 2012, Section 14.7).

4.3.2. Discussion: On the Absence of Aggregation Close to the Melting Level

The question remains, why do we not observe major DWR increases due to particle aggregation close to the melt-
ing level in low-level MPCs? Figure 4 highlights that increases in DWR are indeed observed at the liquid base, 
when its temperature is between −2 and 0°C. Considering the 1.6–2.0K uncertainty of the temperature retrievals 
in the MPL, we cannot exclude that this signature is caused by melting particles. Even if melting particles are 
not responsible for the enhanced DWRs, the DWRs found close to 0°C in Figures 3 and 4 are still significantly 
smaller than those observed in previous studies in midlatitude clouds (Chase et al., 2018; Dias Neto et al., 2019; 
Ori et al., 2020; Tridon et al., 2019), and in deeper cloud systems in Ny-Ålesund as well (Appendix C).

In general, enhanced aggregation close to the melting level is thought to be caused by the thickening of a quasi-liquid 
layer on the snowflake surface (Fabry & Zawadzki, 1995; Fletcher, 1962; Slater & Michaelides, 2019). This 
quasi-liquid layer forms on any ice particle, whether being a single crystal, aggregate, or rimed particle, and 
it increases its aggregation efficiency by enhancing its sticking efficiency. In extreme scenarios, this can lead 
to the formation of snowflakes several centimeters in size (Lawson et al., 1998). The absence of this second 
enhanced aggregation zone could be related to lower ice number concentrations in low-level MPCs at tempera-
tures warmer than −10°C, compared to MPCs at dendritic-growth temperatures. However, the studies by Rangno 
and Hobbs  (2001) and Mioche et  al.  (2017) have shown otherwise. They reported, based on airborne in-situ 
observations, that MPC events with CTT between −10 and 0°C, and MPC events with CTT between −20 and 
−10°C display similar ice number concentrations. Furthermore, signatures of secondary ice processes have been 
observed in Arctic MPCs close to the melting level (Luke et al., 2021).

Although we cannot provide a conclusive answer to this question with our remote sensing observations alone, 
we discuss possible processes that could lead to the observed lack of aggregation. First, the depositional growth 
rate at temperatures higher than −10°C is at least 1 order of magnitude smaller than at −15°C (see e.g., fig. 4 in 
Takahashi et al. (1991)). Due to the higher terminal fall velocities of columns, needles, and isometric particles, 
which are often observed in this temperature regime, the time for the particles to grow by deposition is also much 
shorter than in the DGZ. Due to this effect, particle populations that are fully nucleated at temperatures warmer 
than the DGZ might not develop broad enough size distributions to aggregate as efficiently as particles nucleated 
in or above the DGZ, despite the increase in sticking efficiency at temperatures higher than −5°C. Although we 
are not aware of evidence in literature to fully support this claim, Field et al. (2005) did report on average broader 
ice PSDs in the −5 to −15°C range, compared to the +5 to −5°C temperature interval, in midlatitude strati-
form clouds, based on in-situ airborne observations. We thus hypothesize, that particle populations nucleated at 
temperatures compatible with dendritic-growth, or colder, are needed to trigger the typically observed enhanced 
aggregation close to the melting level. This is not the case in the low-level MPCs that are the focus of this study, 
as their limited depth often leads to CTT being warmer than −10°C when temperatures higher than −5°C are 
observed in the MPL.
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A more frequent occurrence of riming, which was found in Kneifel and 
Moisseev (2020) to rapidly increase from −12°C toward 0°C, could further 
enhance the particles' terminal velocities and limit their residence time in 
the MPL. A suppression of aggregation by riming has been in fact suggested 
by Li et al. (2020), who observed lower DWRs (at X-band and Ka-band) in 
rimed snow, compared to unrimed snow, close to the melting level of strat-
iform precipitation events at Hyytiälä, Finland. Increased riming is likely 
in warmer MPC events at Ny-Ålesund, as remote sensing observations of 
single-layer MPCs at the site have shown a liquid fraction above 0.9 in more 
than 90% (80%) of the cases, when CTT is higher than −5°C (between −10 
and −5°C) (Nomokonova, Ebell, et  al.,  2019). In contrast, liquid fractions 
for single-layer MPCs with CTTs between −15 and −10°C are below 0.8 
in approximately 50% of the cases (Nomokonova, Ebell, et al., 2019). The 
dependence of DWR and MDV on LWP for MPCs in this temperature regime 
displayed in Figures  5e and  5f is also compatible with increased riming. 
DWR values are in fact close to 0 dB for LWP values larger than 15 g/m 2, 
and MDV values tend to increase with increasing LWP.

4.4. Further Aggregation Below the Mixed-Phase Layer

While the growth of dendritic branches from ice particles is likely to mostly 
take place in the mixed-phase layer of the MPC, as it requires high supersat-
urations with respect to ice (Pruppacher & Klett, 2012, Section 2.2), aggre-
gation of ice particles can be expected to continue below it. Further increases 
in DWR below the MPL are in fact observed in the case study shown in 
Figure 1, for example, on February 4, 2021 between 7 and 11 UTC or between 
22 and 24 UTC on the same day. In this section, we evaluate the further DWR 

increase below the MPL and how strong this increase is in relation to the aggregation signal at the liquid base. We 
restrict the analysis to profiles where the liquid-base temperatures are higher than −15°C and the CTTs are lower 
than −10°C as this is the region where we find the majority of large DWR signatures at liquid base. Connecting 
processes at different heights in one vertical profile is challenging, as the particles are advected by changing hori-
zontal winds often causing complex fall streaks in the radar time-height display (Kalesse, Szyrmer, et al., 2016; 
Pfitzenmaier et al., 2017, 2018). To avoid these difficulties, we do not directly compare DWR values measured at 
different heights in the same column. Instead in Figure 6, we analyze the distributions of DWR values observed 
at the liquid base, and of the maximum DWR values observed below the liquid base in each column. Note that 
in a given column, these two values can be the same, if the maximum DWR is at liquid base: this is observed in 
15.3% of the available samples. In order to avoid high DWR signals originating from melting particles, samples 
measured when surface temperature was warmer than 0°C are ignored in this analysis.

From Figure 6, it is clear that aggregation continues to increase mean aggregate size despite the likely sub-saturated 
air below liquid base (e.g., Shupe et al., 2008). The median (mean) of the largest DWRs observed below the MPL 
is 7.0 dB (6.9 dB), and is 43% (41%) larger than the median (mean) DWR of 4.9 dB (4.9 dB) at liquid base. Below 
the liquid base, we can attribute most of the DWR increase to aggregation, as riming cannot occur because of the 
absence of liquid water. The narrower distribution of the maximum DWR below liquid base is due to the fact  that 
the DWRs approach the saturation value, as the particle sizes grow. DWR saturation values for unrimed and 
lightly rimed aggregates have been estimated in Appendix A to be 10–11 dB for the 24 and 94 GHz combination.

4.5. Persistence of High DWR Signals

Several previous studies demonstrated that Arctic MPCs display a complex horizontal structure, and high spatial 
variability in terms of dynamics and hydrometeors (Eirund et  al.,  2019; Ruiz-Donoso et  al.,  2020; Schäfer 
et al., 2018; Shupe et al., 2008). It appears therefore interesting to investigate whether the observed high DWR 
signatures are restricted to limited regions of the MPC, as observed in Figure 1, or whether enhanced aggregation 
tends to occur uniformly across the cloud field.

Figure 6. Probability density functions (PDFs) for dual-wavelength ratio 
(DWR) values at and below the liquid base in low-level mixed-phase clouds 
(MPCs). The black line is relative to values observed at liquid base, while 
the red line is relative to the maximum DWR value observed in each column 
below the liquid base. Error bars display 0.1, 0.25, 0.75, and 0.9 quantiles 
of the two distributions, with diamonds representing the mean values, and 
squares representing the median values. The data used are only for MPC 
events with liquid base temperature higher than −15°C and cloud-top 
temperature lower than −10°C. Samples with surface temperature warmer than 
0°C are excluded. Bins are 0.5 dB wide.
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The vertically pointing radars used in this study do not resolve the complete 
horizontal structure of the cloud field but rather observe the variability of 
clouds that are advected over the measurement site. The observed variability 
is thus usually a combination of temporal and spatial variability, and spatial 
variability is only resolved along the wind direction (e.g., Shupe et al., 2008). 
We estimated the duration of DWR signals exceeding certain thresholds and 
related them to the total duration of the MPC event (detected by the more 
sensitive W-band cloud radar, see Section  3). The full distribution of this 
quantity, together with its values for the case study in Figure 1, is shown in 
Figure 7. Note that, unlike the statistics presented in Sections  4.2–4.4, all 
available samples during MPC events were analyzed, including those with 
no signal in the MRR data. We would like to also highlight that the statistics 
shown in Figure 7 are sensitive to the definition of MPC event, as this in turn 
affects the event duration.

For interpreting Figure 7, it might help to consider first the red curve which 
represents the distribution of DWR in relation to the event duration from the 
case study shown in Figure 1. We see that cloud regions where the maximum 
DWR in each column exceeds 5 dB appear for 43.1% of the total MPC dura-
tion. Higher DWR values, for example, exceeding 8 dB, are only observed for 
19.8% of the total duration of the event. The tendency of finding larger DWR 
values in shorter time periods of the cloud can also be observed when looking 
at the temporal DWR evolution shown in Figure 1c. High DWRs in the case 
study do not display a straightforward relation with features in the MDV (e.g., 
upward motions) or the reflectivity field.

Similarly to the case study, 50% of all MPC cases (median line) display DWR 
values larger than 5 dB for at least 43.8% of the event duration. For larger 
DWR thresholds, the quantile curves bend relatively quickly to decreas-

ing duration ratios. Again, this result highlights that high DWR particles appear to form in limited regions of 
the cloud layer and for a limited amount of time, when compared to the cloud overall extent and duration. In 
summary, Figure 7 reveals that 50% of the observed MPCs display DWR values equal or higher than 2 (5, 8) 
dB for at least 62.5% (43.8%, 17.5%) of the total cloud duration. At the same time, 25% of the observed MPCs 
display DWR values equal or higher than 2 (5, 8) dB for at least 84.5% (70.2%, 36.1%) of the total cloud duration.

The analysis shown in the previous sections strongly suggests that temperatures compatible with the DGZ are 
essential in order for MPCs to produce large aggregates. However, their occurrence in limited regions of the MPC 
indicates that temperature might not be the only driver. Previous studies have shown that dynamical processes 
are essential in producing ice precipitation in Arctic MPCs, and that precipitation is in turn intertwined with the 
organization of the stratocumulus deck (Eirund et al., 2019; Shupe et al., 2008). At the same time, aerosol concen-
trations, surface conditions, and surface coupling significantly affect the phase partitioning (Gierens et al., 2020; 
Griesche et  al.,  2021; Kalesse, de Boer, et  al.,  2016; Norgren et  al.,  2018; Solomon et  al.,  2018). While we 
highlighted the relevance of the DGZ for the formation of large aggregates in low-level MPCs at Ny-Ålesund, 
investigating the role of individual processes for the formation of said aggregates is out of the scope of this study.

5. Conclusions and Open Questions
Using a combination of remote sensing instruments, in particular, a 24-GHz precipitation radar and a 94-GHz 
cloud radar, we evaluated the significance of different ice-growth processes, with a focus on aggregation, for 
the formation of precipitation in low-level MPCs at the high Arctic site of Ny-Ålesund. The combination of 
equivalent reflectivity factors measured at two radar frequencies into the DWR was used to obtain information 
on the characteristic size of the particle population. The 3-year statistics of DWR, matched with MDV, thermo-
dynamic retrievals from a microwave radiometer, and phase information from the Cloudnet target classification, 
provided robust observational constraints for the microphysical processes leading to the formation of precipita-
tion in low-level MPCs at the site.

Figure 7. Distributions of the ratio between the duration of high 
dual-wavelength ratio (DWR) signals and the total duration of the mixed-phase 
cloud (MPC) event. The duration of high DWR signals is calculated as the 
total time during an MPC event that the maximum DWR in each column 
exceeds the value indicated on the x-axis. The curves indicate the mean, 
median, and quantiles of the duration ratio. Only MPC events with the 
mixed-phase layer at least partly at temperatures between −15 and −10°C are 
included. The red curve represents the case study observed on February 4–6, 
2021, illustrated in Figure 1. Note that the quantity indicated on the y-axis, 
being a ratio between time intervals, is unitless.
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This study revealed the unique role of the DGZ in the formation of precipitable ice particles in low-level MPCs 
at Ny-Ålesund, together with the absence of enhanced aggregation typically observed close to the melting level 
in deeper cloud systems. The main findings of this study are as follows:

1.  Enhanced DWR signatures occurred predominantly in low-level MPCs whose mixed-phase layer was, at least 
partly, at temperatures between −15 and −10°C. This feature is compatible with similar signatures observed at 
the midlatitudes (Barrett et al., 2019; Dias Neto et al., 2019). This signature is typically attributed to enhanced 
aggregation due to mechanical entanglement of ice particles with dendritic branches, which preferentially 
grow in this temperature region (Pruppacher & Klett, 2012, Sections 2.2 and 14.7). In particular, the highest 
DWR values at the liquid base of the MPC were observed in conjunction with temperatures of −13 to −14°C, 
in agreement with laboratory studies that reported the highest depositional-growth rates at these temperatures 
(Takahashi, 2014; Takahashi et al., 1991). While riming likely also plays a role, as confirmed by increasing 
MDV with LWP, we argue that the growth of the larger ice particles is to be mainly attributed to rapid depo-
sitional growth of plate-like particles, and subsequent aggregation. Moreover, the relevance of aggregation in 
low-level MPCs in this temperature region is further confirmed by the additional increase in DWR observed 
below the liquid base, where riming cannot take place.

2.  While our results demonstrate that mixed-phase layer temperatures compatible with dendritic growth are 
essential for the formation of large aggregates, these larger hydrometeors are only observed in limited regions 
of the cloud field. This suggests that dynamical processes might be at play in the formation of these larger 
aggregates. We reckon that further investigation is needed to understand the link between the growth of 
dendritic particles and their subsequent aggregation, and dynamics in low-level MPCs throughout the Arctic 
region.

3.  Typically a second enhanced aggregation zone close to 0°C is observed in midlatitude clouds (Dias Neto 
et al., 2019; Fabry & Zawadzki, 1995), and in deeper cloud systems in Ny-Ålesund as well. This is usually 
attributed to the increased sticking efficiency of melting ice particles. The lack of high DWR signals close 
to the melting level (−5 to 0°C) in low-level MPCs in Ny-Ålesund suggests that this process is absent in 
these clouds. Since low-level MPCs span a limited temperature range, particles sedimenting from colder 
temperatures, characterized by a broader size distribution, might be necessary to trigger the enhanced 
aggregation typically observed. As such, further investigating this temperature regime bears the potential 
to substantially improve our understanding of aggregation in general, not only limited to low-level MPCs. 
While we cannot provide a conclusive answer from the remote-sensing perspective, we speculate that specific 
ice habits and increased riming might contribute to the suppression of aggregation. Ice habits that grow at 
temperatures higher than −10°C typically have faster fall velocities and smaller cross sections than dendrites 
(Kajikawa, 1972; Mitchell, 1996; Pruppacher & Klett, 2012, Sections 2.2, 10.5). Additionally, lower depo-
sitional growth rates have been reported at temperatures warmer than −10°C, compared to dendritic-growth 
temperatures (Takahashi et al., 1991). MDV information, together with evidence of increased drizzle produc-
tion and riming reported in previous studies (Cortinas Jr et al., 2004; Kneifel & Moisseev, 2020; Nomokonova, 
Ebell, et al., 2019; Zhang et al., 2017), indicates that riming might also be relevant at these temperatures, and 
might suppress aggregation.

While it is reasonable to assume that similar microphysical processes occur in low-level MPCs throughout the 
whole Arctic region, because of the homogeneous characteristics that they display across different sites (de Boer 
et al., 2009; Gierens et al., 2020; Morrison et al., 2012; Nomokonova, Ebell, et al., 2019; Shupe, 2011; Shupe 
et al., 2006; Zhao & Wang, 2010), this hypothesis should be tested by looking for similar observational finger-
prints at other Arctic observatories. The multi-frequency and Doppler radar observations presented in this study 
provided strong observational constraints for the microphysical processes taking place in low-level MPCs at 
Ny-Ålesund, nevertheless the range of observational fingerprints can be substantially extended with polarimetric 
observations. The recent extension of the AWIPEV site with a polarimetric Ka-band radar will allow us to better 
constrain ice particle concentration and shape in the future. It will further enable us to obtain DWR profiles reach-
ing cloud top, as well as overcome the sensitivity limitations of the MRR. In this regard, dual-frequency cloud 
radar observations provide the unique opportunity to test and improve the representation of ice-growth processes 
in numerical models (Karrer et al., 2021; Ori et al., 2020), and this possibility will be in the future explored with 
the ICOsahedral Non-hydrostatic (ICON) modeling framework (Zängl et al., 2015), in its Large Eddy Model 
(LEM) version.
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Appendix A: Examples of DWR Dependence on Particle Size
Figure A1 illustrates examples of DWR dependence on ice particle shape and size. DWR values were computed 
using the scattering database developed by Ori et al. (2021). PSDs are assumed to be inverse exponential, and 
the figure shows the dependency of DWR on the mass median diameter D0. The chosen particle types are: 
unrimed dendrite aggregates, unrimed column and dendrite aggregates, and rimed column and dendrite aggre-
gates. Three values for the degree of riming have been chosen, indicated by the effective LWP (ELWP): 0.1, 0.2, 
and 0.5 kg/m 2. ELWP is defined as the LWP that produces the simulated amount of riming, assuming a riming 
efficiency of 100% (Leinonen et al., 2018; Leinonen & Szyrmer, 2015). The figure shows that DWR is 0 dB 
when D0 is 1 mm for all particle types, it then rapidly increases as D0 increases. It then reaches a saturation value 
between 10 and 11 dB for unrimed and lightly rimed (ELWP = 0.1, 0.2 kg/m 2) aggregates, when D0 is above 
10 mm. The saturation value is higher for higher degrees of riming.

Appendix B: Example of the Calibration Procedure and List of Derived Calibration 
Offsets
Figure B1 shows an example of the calibration procedure described in Section 3.2.1. The figure depicts a monthly 
histogram of DWR for the month of December 2020, before (a) and after (b) applying the calibration procedure. 
Only data observed during calibration events (see Section 3.2.1) are included. The calibration procedure consists 
in determining the mode of the uncalibrated DWR histogram (vertical line in panel a), which is then used as 
monthly offset for the W-band reflectivities. This approach thus relies on the assumption that the peak of the 
distribution is associated with Rayleigh scattering, and the tail on the right side of the peak is associated with 
non-Rayleigh scattering. The offset is then added to all W-band reflectivities, leading to the whole histogram 
being shifted so that its mode is now at 0 dB (panel b, dashed vertical line). The uncertainty on DWR is calculated 
by assuming that all DWR values on the left side of the peak are associated with Rayleigh scattering. The left-side 
standard deviation (i.e., only for calibrated DWR values lower than 0 dB) with respect to the mode is thus taken 
as uncertainty (dash-dotted line in panel b).

All derived monthly offsets for all radar systems are displayed in Table B1.

Figure A1. Calculation of dual-wavelength ratio (DWR) at K-band (24.2 GHz) and W-band (94.0 GHz) for different ice 
particle types, as function of the mass median diameter D0, obtained with the scattering database by Ori et al. (2021). The ice 
particles included are: unrimed dendrite aggregates, unrimed dendrite and column aggregates, and rimed dendrite and column 
aggregates. The degree of riming for the rimed aggregates is indicated by the effective liquid water path (ELWP, see text for 
definition).

 21698996, 2022, 16, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

036860 by B
ibl. der U

niversitat zu K
oln, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

CHELLINI ET AL.

10.1029/2022JD036860

18 of 23

Appendix C: DWR Signatures in Deep Cloud Systems in Ny-Ålesund
Similarly to Figure 3, Figure C1 displays CFTDs of DWR and MDV. All cloud systems with cloud-top height 
higher than 2.5 km detected during the study period were included in this figure, adding up to a total duration of 
2,941 hr. DWR and MDV values are matched with temperature (T) retrieved at the same height, and the figure 
displays joint histograms of DWR and T (panel a), and MDV and T (panel b).

In addition to the typical increase in DWR corresponding to the DGZ (Barrett et al., 2019; Dias Neto et al., 2019; 
Lamer et al., 2021; Ori et al., 2020; Oue et al., 2021), the figure displays a further increase in DWR close to the 
melting level, which is typically observed at the midlatitudes (Chase et al., 2018; Dias Neto et al., 2019; Ori 
et al., 2020; Tridon et al., 2019).

Month 09/2017 10/2017 11/2017 12/2017 01/2018 02/2018 03/2018 04/2018 05/2018 06/2018 07/2018 08/2018 09/2018 10/2018

MRR-2 −0.81 (−0.87) (−0.92) (−0.98) (−1.04) (−1.10) (−1.15) (−1.21) (−1.27) −1.33 −1.33 −1.33 −1.33 (−1.35)

MiRAC-A −0.75 2.75 3.25 3.75 2.25 4.75 2.25 2.75 2.75 1.25 0.75 0.75 1.25 2.75

Month 06/2019 07/2019 08/2019 09/2019 10/2019 11/2019 12/2019 01/2020 02/2020 03/2020 04/2020 05/2020 06/2020 07/2020

MRR-2 −1.57 −1.57 −1.57 −1.57 (−1.61) (−1.64) (−1.68) (−1.71) (−1.74) (−1.78) (−1.81) (−1.85) −1.88 −1.88

JOYRAD-94 1.75 −0.25 −0.25 −0.25 0.75 1.25 2.25 2.25 1.75 0.75 0.75 5.25 0.25 −0.25

Month 08/2020 09/2020 10/2020 11/2020 12/2020 01/2021 02/2021 – 06–09/2021

MRR-2 −1.88 −1.88 (−1.88) (−1.89) (−1.89) (−1.89) (−1.90) – −1.91

JOYRAD-94 −0.25 1.25 −0.25 3.25 1.75 1.25 1.25 – –

Note. Values indicated in parentheses were obtained by linear interpolation.

Table B1 
Monthly Calibration Offsets Obtained for the Three Radar Systems Used in the Study, Expressed in dB

Figure B1. Monthly dual-wavelength ratio (DWR) histograms for the month of December 2020 before (panel a) and after 
(panel b) applying the calibration procedure. Only DWR values observed during calibration events are included in the 
histogram. The dashed vertical lines in panels (a) and (b) indicate the mode of the distribution, while the dash-dotted vertical 
line in panel (b) indicates the left-side standard deviation with respect to the mode. See text for more details. Bins in both 
histograms are 0.5 dB wide.
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Data Availability Statement
Microwave radiometer retrievals are available in Nomokonova, Ritter, and Ebell  (2019) (for the 2017–2018 
period), and in Ebell and Ritter (2022) (for the 2019–2021 period). The Cloudnet target classification product 
can be downloaded from https://cloudnet.fmi.fi/. The processed DWR and MDV data are available in Chellini 
et al. (2022). Although not necessary to reproduce the results reported in this study, the MRR and 94-GHz cloud 
radar original data will be published in the near future on the PANGAEA archive (https://pangaea.de).
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Figure C1. Contoured frequency by temperature diagram (CFTD) of dual-wavelength ratio (DWR) and mean Doppler 
velocity (MDV) in clouds with cloud-top height above 2.5 km. All clouds with cloud-top height above 2.5 km that are 
detected by the Micro Rain Radar (MRR) during the study period at sub-zero temperatures are included. Panel (c) displays 
the number of samples available at each temperature level. Since MDV is obtained from the W-band cloud radar, MDV values 
are only included if MRR echoes are available. Bin sizes are: 1 dB, 0.05 m/s, 0.5°C.

 21698996, 2022, 16, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

036860 by B
ibl. der U

niversitat zu K
oln, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

CHELLINI ET AL.

10.1029/2022JD036860

20 of 23

Brandes, E. A., Ikeda, K., Thompson, G., & Schönhuber, M. (2008). Aggregate terminal velocity/temperature relations. Journal of Applied Mete-
orology and Climatology, 47(10), 2729–2736. https://doi.org/10.1175/2008JAMC1869.1

Cha, J.-W., Chang, K.-H., Yum, S. S., & Choi, Y.-J. (2009). Comparison of the bright band characteristics measured by Micro Rain Radar (MRR) at 
a mountain and a coastal site in South Korea. Advances in Atmospheric Sciences, 26(2), 211–221. https://doi.org/10.1007/s00376-009-0211-0

Chase, R. J., Finlon, J. A., Borque, P., McFarquhar, G. M., Nesbitt, S. W., Tanelli, S., et al. (2018). Evaluation of triple-frequency radar retrieval 
of snowfall properties using coincident airborne in situ observations during OLYMPEX. Geophysical Research Letters, 45(11), 5752–5760. 
https://doi.org/10.1029/2018GL077997

Chellini, G., Gierens, R., & Kneifel, S. (2022). Dual-wavelength radar observations of precipitation at Ny-Ålesund (1 Sep. 2017 - 9 Oct. 2018, 14 
June 2019 - 28 Feb. 2021). [Dataset]. PANGAEA. https://doi.pangaea.de/10.1594/PANGAEA.943550

Connolly, P., Emersic, C., & Field, P. (2012). A laboratory investigation into the aggregation efficiency of small ice crystals. Atmospheric Chem-
istry and Physics, 12(4), 2055–2076. https://doi.org/10.5194/acp-12-2055-2012

Cortinas, J. V., Jr., Bernstein, B. C., Robbins, C. C., & Walter Strapp, J. (2004). An analysis of freezing rain, freezing drizzle, and ice pellets 
across the United States and Canada: 1976–90. Weather and Forecasting, 19(2), 377–390. https://doi.org/10.1175/1520-0434(2004)019<03
77:aaofrf>2.0.co;2

Crewell, S., & Lohnert, U. (2007). Accuracy of boundary layer temperature profiles retrieved with multifrequency multiangle microwave radiom-
etry. IEEE Transactions on Geoscience and Remote Sensing, 45(7), 2195–2201. https://doi.org/10.1109/TGRS.2006.888434

Dahlke, S., & Maturilli, M. (2017). Contribution of atmospheric advection to the amplified winter warming in the Arctic North Atlantic region. 
Advances in Meteorology, 2017, 4928620. https://doi.org/10.1155/2017/4928620

de Boer, G., Eloranta, E. W., & Shupe, M. D. (2009). Arctic mixed-phase stratiform cloud properties from multiple years of surface-based 
measurements at two high-latitude locations. Journal of the Atmospheric Sciences, 66(9), 2874–2887. https://doi.org/10.1175/2009JAS3029.1

Dias Neto, J., Kneifel, S., Ori, D., Trömel, S., Handwerker, J., Bohn, B., et al. (2019). The TRIple-frequency and Polarimetric radar Experiment for 
improving process observations of winter precipitation. Earth System Science Data, 11(2), 845–863. https://doi.org/10.5194/essd-11-845-2019

Durán-Alarcón, C., Boudevillain, B., Genthon, C., Grazioli, J., Souverijns, N., van Lipzig, N. P., et al. (2019). The vertical structure of precipita-
tion at two stations in East Antarctica derived from micro rain radars. The Cryosphere, 13(1), 247–264. https://doi.org/10.5194/tc-13-247-2019

Ebell, K., Nomokonova, T., Maturilli, M., & Ritter, C. (2020). Radiative effect of clouds at Ny-Ålesund, Svalbard, as inferred from ground-based 
remote sensing observations. Journal of Applied Meteorology and Climatology, 59(1), 3–22. https://doi.org/10.1175/JAMC-D-19-0080.1

Ebell, K., & Ritter, C. (2022). HATPRO microwave radiometer measurements at AWIPEV, Ny-Ålesund (2019-2021). [Dataset]. PANGAEA. https:/ 
/doi.pangaea.de/10.1594/PANGAEA.943004

Eirund, G. K., Lohmann, U., & Possner, A. (2019). Cloud ice processes enhance spatial scales of organization in Arctic stratocumulus. Geophys-
ical Research Letters, 46(23), 14109–14117. https://doi.org/10.1029/2019GL084959

Fabry, F. (2018). Radar meteorology: Principles and practice. Cambridge University Press. https://doi.org/10.1017/CBO9781107707405
Fabry, F., & Zawadzki, I. (1995). Long-term radar observations of the melting layer of precipitation and their interpretation. Journal of the Atmos-

pheric Sciences, 52(7), 838–851. https://doi.org/10.1175/1520-0469(1995)052<0838:ltroot>2.0.co;2
Field, P., Hogan, R., Brown, P., Illingworth, A., Choularton, T., & Cotton, R. (2005). Parametrization of ice-particle size distributions for 

mid-latitude stratiform cloud. Quarterly Journal of the Royal Meteorological Society: A Journal of the Atmospheric Sciences, Applied Mete-
orology and Physical Oceanography, 131(609), 1997–2017. https://doi.org/10.1256/qj.04.134

Fitch, K. E., & Garrett, T. J. (2022). Graupel precipitating from thin arctic clouds with liquid water paths less than 50 g m −2. Geophysical Research 
Letters, 49(1), e2021GL094075. https://doi.org/10.1029/2021GL094075

Fletcher, N. H. (1962). Surface structure of water and ice. Philosophical Magazine, 7(74), 255–269. https://doi.org/10.1080/14786436208211860
Gierens, R. (2021). Observations of Arctic low-level mixed-phase clouds at Ny-Ålesund: Characterization and insights gained by high-resolution 

Doppler radar. (Doctoral dissertation, Universität zu Köln, Köln). Retrieved from https://kups.ub.uni-koeln.de/53900/
Gierens, R., Kneifel, S., Shupe, M. D., Ebell, K., Maturilli, M., & Löhnert, U. (2020). Low-level mixed-phase clouds in a complex Arctic envi-

ronment. Atmospheric Chemistry and Physics, 20(6), 3459–3481. https://doi.org/10.5194/acp-20-3459-2020
Grazioli, J., Madeleine, J.-B., Gallée, H., Forbes, R. M., Genthon, C., Krinner, G., & Berne, A. (2017). Katabatic winds diminish precipitation 

contribution to the Antarctic ice mass balance. Proceedings of the National Academy of Sciences of the United States of America, 114(41), 
10858–10863. https://doi.org/10.1073/pnas.1707633114

Griesche, H. J., Ohneiser, K., Seifert, P., Radenz, M., Engelmann, R., & Ansmann, A. (2021). Contrasting ice formation in arctic clouds: 
Surface-coupled vs. surface-decoupled clouds. Atmospheric Chemistry and Physics, 21(13), 10357–10374. https://doi.org/10.5194/
acp-21-10357-2021

Harrington, J. Y., & Olsson, P. Q. (2001). On the potential influence of ice nuclei on surface-forced marine stratocumulus cloud dynamics. Jour-
nal of Geophysical Research: Atmospheres, 106(D21), 27473–27484. https://doi.org/10.1029/2000JD000236

Heymsfield, A. J., Van Zadelhoff, G.-J., Donovan, D. P., Fabry, F., Hogan, R. J., & Illingworth, A. J. (2007). Refinements to ice particle mass 
dimensional and terminal velocity relationships for ice clouds. Part II: Evaluation and parameterizations of ensemble ice particle sedimentation 
velocities. Journal of the Atmospheric Sciences, 64(4), 1068–1088. https://doi.org/10.1175/JAS3900.1

Heymsfield, A. J., & Westbrook, C. (2010). Advances in the estimation of ice particle fall speeds using laboratory and field measurements. Jour-
nal of the Atmospheric Sciences, 67(8), 2469–2482. https://doi.org/10.1175/2010JAS3379.1

Hogan, R. J., Illingworth, A. J., & Sauvageot, H. (2000). Measuring crystal size in cirrus using 35-and 94-GHz radars. Journal of Atmospheric 
and Oceanic Technology, 17(1), 27–37. https://doi.org/10.1175/1520-0426(2000)017<0027:mcsicu>2.0.co;2

Hogan, R. J., & O’Connor, E. J. (2004). Facilitating cloud radar and lidar algorithms: The cloudnet instrument synergy/target categorization 
product. Cloudnet documentation, 14.

Huang, G.-J., Bringi, V. N., & Thurai, M. (2008). Orientation angle distributions of drops after an 80-m fall using a 2D video disdrometer. Journal 
of Atmospheric and Oceanic Technology, 25(9), 1717–1723. https://doi.org/10.1175/2008JTECHA1075.1

Illingworth, A., Hogan, R., O’connor, E., Bouniol, D., Brooks, M., Delanoë, J., et al. (2007). CLOUDNET: Continuous evaluation of cloud 
profiles in seven operational models using ground-based observations. Bulletin of the American Meteorological Society, 88(6), 883–898. 
https://doi.org/10.1175/bams-88-6-883

Jackson, R. C., McFarquhar, G. M., Korolev, A. V., Earle, M. E., Liu, P. S., Lawson, R. P., et al. (2012). The dependence of ice microphysics 
on aerosol concentration in arctic mixed-phase stratus clouds during ISDAC and M-PACE. Journal of Geophysical Research: Atmospheres, 
117(D15), D15207. https://doi.org/10.1029/2012JD017668

Kajikawa, M. (1972). Measurement of falling velocity of individual snow crystals. Journal of the Meteorological Society of Japan Ser. II, 50(6), 
577–584. https://doi.org/10.2151/jmsj1965.50.6_577

 21698996, 2022, 16, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

036860 by B
ibl. der U

niversitat zu K
oln, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

CHELLINI ET AL.

10.1029/2022JD036860

21 of 23

Kalesse, H., de Boer, G., Solomon, A., Oue, M., Ahlgrimm, M., Zhang, D., et al. (2016). Understanding rapid changes in phase partitioning 
between cloud liquid and ice in stratiform mixed-phase clouds: An arctic case study. Monthly Weather Review, 144(12), 4805–4826. https://
doi.org/10.1175/MWR-D-16-0155.1

Kalesse, H., Szyrmer, W., Kneifel, S., Kollias, P., & Luke, E. (2016). Fingerprints of a riming event on cloud radar Doppler spectra: Observations 
and modeling. Atmospheric Chemistry and Physics, 16(5), 2997–3012. https://doi.org/10.5194/acp-16-2997-2016

Karrer, M., Seifert, A., Ori, D., & Kneifel, S. (2021). Improving the representation of aggregation in a two-moment microphysical scheme with 
statistics of multi-frequency Doppler radar observations. Atmospheric Chemistry and Physics, 21(22), 17133–17166. https://doi.org/10.5194/
acp-21-17133-2021

Karrer, M., Seifert, A., Siewert, C., Ori, D., von Lerber, A., & Kneifel, S. (2020). Ice particle properties inferred from aggregation modelling. 
Journal of Advances in Modeling Earth Systems, 12(8), e2020MS002066. https://doi.org/10.1029/2020MS002066

Klugmann, D., Heinsohn, K., & Kirtzel, H. J. (1996). A low cost 24 GHz FM-CW Doppler radar rain profiler. Contributions to Atmospheric 
Physics, 69.

Kneifel, S., Kollias, P., Battaglia, A., Leinonen, J., Maahn, M., Kalesse, H., & Tridon, F. (2016). First observations of triple-frequency radar Doppler 
spectra in snowfall: Interpretation and applications. Geophysical Research Letters, 43(5), 2225–2233. https://doi.org/10.1002/2015GL067618

Kneifel, S., Maahn, M., Peters, G., & Simmer, C. (2011). Observation of snowfall with a low-power FM-CW K-band radar (Micro Rain Radar). 
Meteorology and Atmospheric Physics, 113(1), 75–87. https://doi.org/10.1007/s00703-011-0142-z

Kneifel, S., & Moisseev, D. (2020). Long-term statistics of riming in nonconvective clouds derived from ground-based Doppler cloud radar 
observations. Journal of the Atmospheric Sciences, 77(10), 3495–3508. https://doi.org/10.1175/JAS-D-20-0007.1

Kobayashi, T. (1957). Experimental researches en the snow crystal habit and growth by means of a diffusion cloud chamber. Journal of the Mete-
orological Society of Japan Ser. II, 35, 38–47. https://doi.org/10.2151/jmsj1923.35A.0_38

Korolev, A. (2007). Limitations of the Wegener–Bergeron–Findeisen mechanism in the evolution of mixed-phase clouds. Journal of the Atmos-
pheric Sciences, 64(9), 3372–3375. https://doi.org/10.1175/JAS4035.1

Korolev, A., & Mazin, I. P. (2003). Supersaturation of water vapor in clouds. Journal of the Atmospheric Sciences, 60(24), 2957–2974. https://
doi.org/10.1175/1520-0469(2003)060<2957:sowvic>2.0.co;2

Küchler, N., Kneifel, S., Löhnert, U., Kollias, P., Czekala, H., & Rose, T. (2017). A W-band radar–radiometer system for accurate and contin-
uous monitoring of clouds and precipitation. Journal of Atmospheric and Oceanic Technology, 34(11), 2375–2392. https://doi.org/10.1175/
JTECH-D-17-0019.1

Lamer, K., Oue, M., Battaglia, A., Roy, R. J., Cooper, K. B., Dhillon, R., & Kollias, P. (2021). Multifrequency radar observations of clouds 
and precipitation including the G-band. Atmospheric Measurement Techniques, 14(5), 3615–3629. https://doi.org/10.5194/amt-14-3615-2021

Lawson, R. P., Stewart, R. E., & Angus, L. J. (1998). Observations and numerical simulations of the origin and development of very large 
snowflakes. Journal of the Atmospheric Sciences, 55(21), 3209–3229. https://doi.org/10.1175/1520-0469(1998)055<3209:oansot>2.0.co;2

Leinonen, J. (2014). High-level interface to T-matrix scattering calculations: Architecture, capabilities and limitations. Optics Express, 22(2), 
1655–1660. https://doi.org/10.1364/OE.22.001655

Leinonen, J., Kneifel, S., & Hogan, R. J. (2018). Evaluation of the Rayleigh–Gans approximation for microwave scattering by rimed snowflakes. 
Quarterly Journal of the Royal Meteorological Society, 144(S1), 77–88. https://doi.org/10.1002/qj.3093

Leinonen, J., & Szyrmer, W. (2015). Radar signatures of snowflake riming: A modeling study. Earth and Space Science, 2(8), 346–358. https://
doi.org/10.1002/2015EA000102

Li, H., Tiira, J., von Lerber, A., & Moisseev, D. (2020). Towards the connection between snow microphysics and melting layer: Insights 
from multifrequency and dual-polarization radar observations during BAECC. Atmospheric Chemistry and Physics, 20(15), 9547–9562. 
https://doi.org/10.5194/acp-20-9547-2020

Liao, L., Meneghini, R., Iguchi, T., & Detwiler, A. (2005). Use of dual-wavelength radar for snow parameter estimates. Journal of Atmospheric 
and Oceanic Technology, 22(10), 1494–1506. https://doi.org/10.1175/JTECH1808.1

Locatelli, J. D., & Hobbs, P. V. (1974). Fall speeds and masses of solid precipitation particles. Journal of Geophysical Research, 79(15), 2185–
2197. https://doi.org/10.1029/JC079i015p02185

Löffler-Mang, M., & Joss, J. (2000). An optical disdrometer for measuring size and velocity of hydrometeors. Journal of Atmospheric and 
Oceanic Technology, 17(2), 130–139. https://doi.org/10.1175/1520-0426(2000)017〈0130:AODFMS〉2.0.CO;2

Luke, E. P., Yang, F., Kollias, P., Vogelmann, A. M., & Maahn, M. (2021). New insights into ice multiplication using remote-sensing observations 
of slightly supercooled mixed-phase clouds in the Arctic. Proceedings of the National Academy of Sciences of the United States of America, 
118(13), e2021387118. https://doi.org/10.1073/pnas.2021387118

Maahn, M., Burgard, C., Crewell, S., Gorodetskaya, I. V., Kneifel, S., Lhermitte, S., et al. (2014). How does the spaceborne radar blind zone 
affect derived surface snowfall statistics in polar regions? Journal of Geophysical Research: Atmospheres, 119(24), 13–604. https://doi.
org/10.1002/2014JD022079

Maahn, M., & Kollias, P. (2012). Improved Micro Rain Radar snow measurements using Doppler spectra post-processing. Atmospheric Measure-
ment Techniques, 5(11), 2661–2673. https://doi.org/10.5194/amt-5-2661-2012

Mason, S. L., Hogan, R. J., Westbrook, C. D., Kneifel, S., Moisseev, D., & von Terzi, L. (2019). The importance of particle size distribution and 
internal structure for triple-frequency radar retrievals of the morphology of snow. Atmospheric Measurement Techniques, 12(9), 4993–5018. 
https://doi.org/10.5194/amt-12-4993-2019

Matrosov, S. Y., Heymsfield, A., & Wang, Z. (2005). Dual-frequency radar ratio of nonspherical atmospheric hydrometeors. Geophysical 
Research Letters, 32(13), L13816. https://doi.org/10.1029/2005GL023210

Matrosov, S. Y., Maahn, M., & De Boer, G. (2019). Observational and modeling study of ice hydrometeor radar dual-wavelength ratios. Journal 
of Applied Meteorology and Climatology, 58(9), 2005–2017. https://doi.org/10.1175/JAMC-D-19-0018.1

Maturilli, M., & Ebell, K. (2018). Twenty-five years of cloud base height measurements by ceilometer in Ny-Ålesund, Svalbard. Earth System 
Science Data, 10(3), 1451–1456. https://doi.org/10.5194/essd-10-1451-2018

Maturilli, M., Herber, A., & König-Langlo, G. (2013). Climatology and time series of surface meteorology in Ny-Ålesund, Svalbard. Earth 
System Science Data, 5(1), 155–163. https://doi.org/10.5194/essd-5-155-2013

Maturilli, M., & Kayser, M. (2017). Arctic warming, moisture increase and circulation changes observed in the Ny-Ålesund homogenized radio-
sonde record. Theoretical and Applied Climatology, 130(1), 1–17. https://doi.org/10.1007/s00704-016-1864-0

Matus, A. V., & L’Ecuyer, T. S. (2017). The role of cloud phase in Earth’s radiation budget. Journal of Geophysical Research: Atmospheres, 
122(5), 2559–2578. https://doi.org/10.1002/2016JD025951

McFarquhar, G. M., Zhang, G., Poellot, M. R., Kok, G. L., McCoy, R., Tooman, T., et al. (2007). Ice properties of single-layer stratocumulus 
during the Mixed-Phase Arctic Cloud Experiment: 1. Observations. Journal of Geophysical Research: Atmospheres, 112(D24), D24201. 
https://doi.org/10.1029/2007JD008633

 21698996, 2022, 16, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

036860 by B
ibl. der U

niversitat zu K
oln, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

CHELLINI ET AL.

10.1029/2022JD036860

22 of 23

Mech, M., Kliesch, L.-L., Anhäuser, A., Rose, T., Kollias, P., & Crewell, S. (2019). Microwave Radar/radiometer for Arctic Clouds (MiRAC): First 
insights from the ACLOUD campaign. Atmospheric Measurement Techniques, 12(9), 5019–5037. https://doi.org/10.5194/amt-12-5019-2019

Mioche, G., Jourdan, O., Ceccaldi, M., & Delanoë, J. (2015). Variability of mixed-phase clouds in the Arctic with a focus on the Svalbard 
region: A study based on spaceborne active remote sensing. Atmospheric Chemistry and Physics, 15(5), 2445–2461. https://doi.org/10.5194/
acp-15-2445-2015

Mioche, G., Jourdan, O., Delanoë, J., Gourbeyre, C., Febvre, G., Dupuy, R., et  al. (2017). Vertical distribution of microphysical properties 
of Arctic springtime low-level mixed-phase clouds over the Greenland and Norwegian seas. Atmospheric Chemistry and Physics, 17(20), 
12845–12869. https://doi.org/10.5194/acp-17-12845-2017

Mitchell, D. L. (1996). Use of mass-and area-dimensional power laws for determining precipitation particle terminal velocities. Journal of the 
Atmospheric Sciences, 53(12), 1710–1723. https://doi.org/10.1175/1520-0469(1996)053<1710:uomaad>2.0.co;2

Mori, T., Kondo, Y., Ohata, S., Goto-Azuma, K., Fukuda, K., Ogawa-Tsukagawa, Y., et al. (2021). Seasonal variation of wet deposition of black 
carbon at Ny-Ålesund, Svalbard. Journal of Geophysical Research: Atmospheres, 126, e2020JD034110. https://doi.org/10.1029/2020JD034110

Morrison, H., de Boer, G., Feingold, G., Harrington, J., Shupe, M. D., & Sulia, K. (2012). Resilience of persistent Arctic mixed-phase clouds. 
Nature Geoscience, 5(1), 11–17. https://doi.org/10.1038/ngeo1332

Myagkov, A., Kneifel, S., & Rose, T. (2020). Evaluation of the reflectivity calibration of W-band radars based on observations in rain. Atmos-
pheric Measurement Techniques, 13(11), 5799–5825. https://doi.org/10.5194/amt-13-5799-2020

Nomokonova, T., Ebell, K., Löhnert, U., Maturilli, M., & Ritter, C. (2020). The influence of water vapor anomalies on clouds and their radiative 
effect at Ny-Ålesund. Atmospheric Chemistry and Physics, 20(8), 5157–5173. https://doi.org/10.5194/acp-20-5157-2020

Nomokonova, T., Ebell, K., Löhnert, U., Maturilli, M., Ritter, C., & O’Connor, E. (2019). Statistics on clouds and their relation to thermodynamic 
conditions at Ny-Ålesund using ground-based sensor synergy. Atmospheric Chemistry and Physics, 19(6), 4105–4126. https://doi.org/10.5194/
acp-19-4105-2019

Nomokonova, T., Ritter, C., & Ebell, K. (2019). HATPRO microwave radiometer measurements at AWIPEV, Ny-Ålesund (2016-2018). [Dataset]. 
PANGAEA. https://doi.pangaea.de/10.1594/PANGAEA.902183

Norgren, M. S., Boer, G. D., & Shupe, M. D. (2018). Observed aerosol suppression of cloud ice in low-level Arctic mixed-phase clouds. Atmos-
pheric Chemistry and Physics, 18(18), 13345–13361. https://doi.org/10.5194/acp-18-13345-2018

Ori, D., Schemann, V., Karrer, M., Dias Neto, J., von Terzi, L., Seifert, A., & Kneifel, S. (2020). Evaluation of ice particle growth in ICON using 
statistics of multi-frequency Doppler cloud radar observations. Quarterly Journal of the Royal Meteorological Society, 146(733), 3830–3849. 
https://doi.org/10.1002/qj.3875

Ori, D., von Terzi, L., Karrer, M., & Kneifel, S. (2021). snowScatt 1.0: Consistent model of microphysical and scattering properties of rimed and 
unrimed snowflakes based on the self-similar Rayleigh-Gans Approximation. Geoscientific Model Development, 14(3), 1511–1531. https://
doi.org/10.5194/gmd-14-1511-2021

Oue, M., Kollias, P., Matrosov, S. Y., Battaglia, A., & Ryzhkov, A. V. (2021). Analysis of the microphysical properties of snowfall using scanning 
polarimetric and vertically pointing multi-frequency Doppler radars. Atmospheric Measurement Techniques, 14(7), 4893–4913. Retrieved 
from https://amt.copernicus.org/articles/14/4893/2021/

Pfitzenmaier, L., Dufournet, Y., Unal, C. M., & Russchenberg, H. W. (2017). Retrieving fall streaks within cloud systems using Doppler radar. 
Journal of Atmospheric and Oceanic Technology, 34(4), 905–920. https://doi.org/10.1175/JTECH-D-16-0117.1

Pfitzenmaier, L., Unal, C. M., Dufournet, Y., & Russchenberg, H. W. (2018). Observing ice particle growth along fall streaks in mixed-phase clouds 
using spectral polarimetric radar data. Atmospheric Chemistry and Physics, 18(11), 7843–7862. https://doi.org/10.5194/acp-18-7843-2018

Proske, U., Ferrachat, S., Neubauer, D., Staab, M., & Lohmann, U. (2021). Assessing the potential for simplification in global climate model 
cloud microphysics. Atmospheric Chemistry and Physics Discussions, 22, 4737–4762. https://doi.org/10.5194/acp-2021-801

Pruppacher, H. R., & Klett, J. D. (2012). Microphysics of clouds and precipitation: Reprinted 1980. Springer. https://doi.org/10.1007/978- 
94-009-9905-3

Rangno, A. L., & Hobbs, P. V. (2001). Ice particles in stratiform clouds in the Arctic and possible mechanisms for the production of high ice 
concentrations. Journal of Geophysical Research: Atmospheres, 106(D14), 15065–15075. https://doi.org/10.1029/2000JD900286

Rose, T., Crewell, S., Löhnert, U., & Simmer, C. (2005). A network suitable microwave radiometer for operational monitoring of the cloudy 
atmosphere. Atmospheric Research, 75(3), 183–200. https://doi.org/10.1016/j.atmosres.2004.12.005

Ruiz-Donoso, E., Ehrlich, A., Schäfer, M., Jäkel, E., Schemann, V., Crewell, S., et al. (2020). Small-scale structure of thermodynamic phase 
in Arctic mixed-phase clouds observed by airborne remote sensing during a cold air outbreak and a warm air advection event. Atmospheric 
Chemistry and Physics, 20(9), 5487–5511. https://doi.org/10.5194/acp-20-5487-2020

Scarchilli, C., Ciardini, V., Grigioni, P., Iaccarino, A., De Silvestri, L., Proposito, M., et al. (2020). Characterization of snowfall estimated by in 
situ and ground-based remote-sensing observations at Terra Nova Bay, Victoria Land, Antarctica. Journal of Glaciology, 66(260), 1006–1023. 
https://doi.org/10.1017/jog.2020.70

Schäfer, M., Loewe, K., Ehrlich, A., Hoose, C., & Wendisch, M. (2018). Simulated and observed horizontal inhomogeneities of optical thickness 
of Arctic stratus. Atmospheric Chemistry and Physics, 18(17), 13115–13133. https://doi.org/10.5194/acp-18-13115-2018

Serreze, M. C., & Barry, R. G. (2011). Processes and impacts of arctic amplification: A research synthesis. Global and Planetary Change, 
77(1–2), 85–96. https://doi.org/10.1016/j.gloplacha.2011.03.004

Shupe, M. D. (2011). Clouds at Arctic atmospheric observatories. Part II: Thermodynamic phase characteristics. Journal of Applied Meteorology 
and Climatology, 50(3), 645–661. https://doi.org/10.1175/2010jamc2468.1

Shupe, M. D., & Intrieri, J. M. (2004). Cloud radiative forcing of the Arctic surface: The influence of cloud properties, surface albedo, and solar 
zenith angle. Journal of Climate, 17(3), 616–628. https://doi.org/10.1175/1520-0442(2004)017<0616:crfota>2.0.co;2

Shupe, M. D., Kollias, P., Persson, P. O. G., & McFarquhar, G. M. (2008). Vertical motions in Arctic mixed-phase stratiform clouds. Journal of 
the Atmospheric Sciences, 65(4), 1304–1322. https://doi.org/10.1175/2007JAS2479.1

Shupe, M. D., Matrosov, S. Y., & Uttal, T. (2006). Arctic mixed-phase cloud properties derived from surface-based sensors at SHEBA. Journal 
of the Atmospheric Sciences, 63(2), 697–711. https://doi.org/10.1175/JAS3659.1

Silber, I., McGlynn, P. S., Harrington, J. Y., & Verlinde, J. (2021). Habit-dependent vapor growth modulates Arctic supercooled water occurrence. 
Geophysical Research Letters, 48(10), e2021GL092767. https://doi.org/10.1029/2021GL092767

Simpfendoerfer, L. F., Verlinde, J., Harrington, J. Y., Shupe, M. D., Chen, Y.-S., Clothiaux, E. E., & Golaz, J.-C. (2019). Formation of Arctic 
stratocumuli through atmospheric radiative cooling. Journal of Geophysical Research: Atmospheres, 124(16), 9644–9664. https://doi.
org/10.1029/2018JD030189

Slater, B., & Michaelides, A. (2019). Surface premelting of water ice. Nature Reviews Chemistry, 3(3), 172–188. https://doi.org/10.1038/
s41570-019-0080-8

 21698996, 2022, 16, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

036860 by B
ibl. der U

niversitat zu K
oln, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

CHELLINI ET AL.

10.1029/2022JD036860

23 of 23

Solomon, A., Boer, G. d., Creamean, J. M., McComiskey, A., Shupe, M. D., Maahn, M., & Cox, C. (2018). The relative impact of cloud conden-
sation nuclei and ice nucleating particle concentrations on phase partitioning in Arctic mixed-phase stratocumulus clouds. Atmospheric Chem-
istry and Physics, 18(23), 17047–17059. https://doi.org/10.5194/acp-18-17047-2018

Solomon, A., Feingold, G., & Shupe, M. D. (2015). The role of ice nuclei recycling in the maintenance of cloud ice in Arctic mixed-phase 
stratocumulus. Atmospheric Chemistry and Physics, 15(18), 10631–10643. Retrieved from https://acp.copernicus.org/articles/15/10631/2015/

Solomon, A., Shupe, M. D., Persson, O., Morrison, H., Yamaguchi, T., Caldwell, P. M., & de Boer, G. (2014). The sensitivity of springtime Arctic 
mixed-phase stratocumulus clouds to surface-layer and cloud-top inversion-layer moisture sources. Journal of the Atmospheric Sciences, 71(2), 
574–595. https://doi.org/10.1175/jas-d-13-0179.1

Solomon, A., Shupe, M. D., Persson, P.  O. G., & Morrison, H. (2011). Moisture and dynamical interactions maintaining decoupled Arctic 
mixed-phase stratocumulus in the presence of a humidity inversion. Atmospheric Chemistry and Physics, 11(19), 10127–10148. https://doi.
org/10.5194/acp-11-10127-2011

Sotiropoulou, G., Sedlar, J., Tjernström, M., Shupe, M. D., Brooks, I. M., & Persson, P. O. G. (2014). The thermodynamic structure of summer 
Arctic stratocumulus and the dynamic coupling to the surface. Atmospheric Chemistry and Physics, 14(22), 12573–12592. https://doi.
org/10.5194/acp-14-12573-2014

Souverijns, N., Gossart, A., Lhermitte, S., Gorodetskaya, I. V., Grazioli, J., Berne, A., et al. (2018). Evaluation of the CloudSat surface snowfall 
product over Antarctica using ground-based precipitation radars. The Cryosphere, 12(12), 3775–3789. https://doi.org/10.5194/tc-12-3775-2018

Szyrmer, W., & Zawadzki, I. (2014). Snow studies. Part IV: Ensemble retrieval of snow microphysics from dual-wavelength vertically pointing 
radars. Journal of the Atmospheric Sciences, 71(3), 1171–1186. https://doi.org/10.1175/JAS-D-12-0286.1

Takahashi, T. (2014). Influence of liquid water content and temperature on the form and growth of branched planar snow crystals in a cloud. 
Journal of the Atmospheric Sciences, 71(11), 4127–4142. https://doi.org/10.1175/JAS-D-14-0043.1

Takahashi, T., Endoh, T., Wakahama, G., & Fukuta, N. (1991). Vapor diffusional growth of free-falling snow crystals between −3 and −23°C. 
Journal of the Meteorological Society of Japan Series II, 69(1), 15–30. https://doi.org/10.2151/jmsj1965.69.1_15

Tan, I., & Storelvmo, T. (2019). Evidence of strong contributions from mixed-phase clouds to Arctic climate change. Geophysical Research 
Letters, 46(5), 2894–2902. https://doi.org/10.1029/2018GL081871

Thurai, M., Huang, G. J., Bringi, V. N., Randeu, W. L., & Schönhuber, M. (2007). Drop shapes, model comparisons, and calculations of polar-
imetric radar parameters in rain. Journal of Atmospheric and Oceanic Technology, 24(6), 1019–1032. https://doi.org/10.1175/JTECH2051.1

Tridon, F., & Battaglia, A. (2015). Dual-frequency radar Doppler spectral retrieval of rain drop size distributions and entangled dynamics varia-
bles. Journal of Geophysical Research: Atmospheres, 120(11), 5585–5601. https://doi.org/10.1002/2014JD023023

Tridon, F., Battaglia, A., Chase, R. J., Turk, F. J., Leinonen, J., Kneifel, S., et al. (2019). The microphysics of stratiform precipitation during 
OLYMPEX: Compatibility between triple-frequency radar and airborne in situ observations. Journal of Geophysical Research: Atmospheres, 
124(15), 8764–8792. https://doi.org/10.1029/2018JD029858

Tridon, F., Battaglia, A., & Kneifel, S. (2020). Estimating total attenuation using Rayleigh targets at cloud top: Applications in multilayer and 
mixed-phase clouds observed by ground-based multifrequency radars. Atmospheric Measurement Techniques, 13(9), 5065–5085. https://doi.
org/10.5194/amt-13-5065-2020

Vassel, M., Ickes, L., Maturilli, M., & Hoose, C. (2019). Classification of Arctic multilayer clouds using radiosonde and radar data in Svalbard. 
Atmospheric Chemistry and Physics, 19(7), 5111–5126. https://doi.org/10.5194/acp-19-5111-2019

Waterman, P. (1965). Matrix formulation of electromagnetic scattering. Proceedings of the IEEE, 53(8), 805–812. https://doi.org/10.1109/
PROC.1965.4058

Wendisch, M., Macke, A., Ehrlich, A., Lüpkes, C., Mech, M., Chechin, D., et al. (2019). The Arctic cloud puzzle: Using ACLOUD/PASCAL 
multiplatform observations to unravel the role of clouds and aerosol particles in arctic amplification. Bulletin of the American Meteorological 
Society, 100(5), 841–871. https://doi.org/10.1175/BAMS-D-18-0072.1

Westbrook, C. D., Hogan, R. J., & Illingworth, A. J. (2008). The capacitance of pristine ice crystals and aggregate snowflakes. Journal of the 
Atmospheric Sciences, 65(1), 206–219. https://doi.org/10.1175/2007jas2315.1

Williams, C. R., Gage, K. S., Clark, W., & Kucera, P. (2005). Monitoring the reflectivity calibration of a scanning radar using a profiling radar 
and a disdrometer. Journal of Atmospheric and Oceanic Technology, 22(7), 1004–1018. https://doi.org/10.1175/JTECH1759.1

Young, G., Jones, H. M., Choularton, T. W., Crosier, J., Bower, K. N., Gallagher, M. W., et al. (2016). Observed microphysical changes in Arctic 
mixed-phase clouds when transitioning from sea ice to open ocean. Atmospheric Chemistry and Physics, 16(21), 13945–13967. https://doi.
org/10.5194/acp-16-13945-2016

Yuter, S. E., & Houze, R. A., Jr. (1995). Three-dimensional kinematic and microphysical evolution of Florida cumulonimbus. Part II: Frequency 
distributions of vertical velocity, reflectivity, and differential reflectivity. Monthly Weather Review, 123(7), 1941–1963. https://doi.
org/10.1175/1520-0493(1995)123<1941:tdkame>2.0.co;2

Zängl, G., Reinert, D., Rípodas, P., & Baldauf, M. (2015). The ICON (ICOsahedral Non-hydrostatic) modelling framework of DWD and MPI-M: 
Description of the non-hydrostatic dynamical core. Quarterly Journal of the Royal Meteorological Society, 141(687), 563–579. https://doi.
org/10.1002/qj.2378

Zhang, D., Wang, Z., Luo, T., Yin, Y., & Flynn, C. (2017). The occurrence of ice production in slightly supercooled Arctic stratiform clouds as 
observed by ground-based remote sensors at the ARM NSA site. Journal of Geophysical Research: Atmospheres, 122(5), 2867–2877. https://
doi.org/10.1002/2016JD026226

Zhao, M., & Wang, Z. (2010). Comparison of arctic clouds between European Center for Medium-Range Weather Forecasts Simulations and 
Atmospheric Radiation Measurement Climate Research Facility long-term observations at the North Slope of Alaska Barrow site. Journal of 
Geophysical Research: Atmospheres, 115(D23), D23202. https://doi.org/10.1029/2010JD014285

Zuidema, P., Baker, B., Han, Y., Intrieri, J., Key, J., Lawson, P., et al. (2005). An Arctic springtime mixed-phase cloudy boundary layer observed 
during SHEBA. Journal of the Atmospheric Sciences, 62(1), 160–176. https://doi.org/10.1175/JAS-3368.1

 21698996, 2022, 16, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

036860 by B
ibl. der U

niversitat zu K
oln, W

iley O
nline L

ibrary on [20/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Chapter 4

Study 2: Development and first
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dual-frequency polarimetric Doppler
cloud radar observations
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Abstract. We present a comprehensive quality-controlled 15-month dataset of remote sensing observations of low-level mixed-

phase clouds (LLMPCs) taken at the high Arctic site of Ny-Ålesund, Svalbard, Norway. LLMPCs occur frequently in the Arctic

region, and extensively affect the energy budget. However, our understanding of the ice microphysical processes taking place in

these clouds is incomplete. The dual-wavelength and polarimetric Doppler cloud radar observations, which are the cornerstones

of the dataset, provide valuable fingerprints of ice microphysical processes, and the high number of cases included allows for the5

compiling of robust statistics for process studies. The radar data are complemented with thermodynamic retrievals from a mi-

crowave radiometer, liquid base height from a ceilometer and wind fields from large-eddy simulations. All data are quality con-

trolled, especially the cloud radar data, which are accurately calibrated, matched, and corrected for gas and liquid-hydrometeor

attenuation, ground clutter and range folding. We finally present an analysis of the temperature dependence of Doppler, dual-

wavelength, and polarimetric radar variables, to illustrate how the dataset can be used for cloud microphysical studies. The10

dataset has been published in Chellini et al. (2023) and is freely available at: www.doi.org/10.5281/zenodo.7803064.

1 Introduction

Clouds are an essential component of the Earth system, considerably impacting the energy budget and driving the hydrological

cycle (Wallace and Hobbs, 2006). As such, they are thought to play a role in the enhanced warming observed in the Arctic region15

in the past decades, termed Arctic Amplification (Shupe and Intrieri, 2004; Serreze and Barry, 2011; Matus and L’Ecuyer, 2017;

Tan and Storelvmo, 2019). Clouds in the Arctic display features unique to this region, in particular the widespread and frequent

occurrence of low-level mixed-phase clouds (LLMPCs) (Morrison et al., 2012; Mioche et al., 2015; de Boer et al., 2009; Shupe,

2011). Arctic LLMPCs are typically characterized by a shallow liquid layer at cloud top, where ice crystals form and grow

into precipitation (Shupe et al., 2006; Morrison et al., 2012; Chellini et al., 2022). The liquid layer sustains itself from the20

continuous mass loss due to precipitation via turbulence-driven condensation; turbulence and updrafts being in turn produced

buoyantly by cloud-top radiative cooling (Solomon et al., 2011; Morrison et al., 2012).

1
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A variety of questions on the macro- and microphysical processes determining the radiative and thermodynamic characteris-

tics, as well as the organization, phase-partitioning, and precipitation intensity of Arctic LLMPCs remains unanswered (Shupe

et al., 2022; Wendisch et al., 2023) In particular, ice microphysical processes and their interaction with the liquid phase and25

turbulence are expected to affect precipitation, and therefore to determine the mass sink of the cloud layer (Morrison et al.,

2012; Solomon et al., 2014, 2015). Harrington and Olsson (2001) and Simpfendoerfer et al. (2019) have in fact suggested

lower cloud fractions and faster dissipation for Arctic mixed-phase stratocumuli that develop precipitation. It is speculated

that precipitation-induced cold pools at the surface lead to thinning and break-up of the organization in Arctic stratocumuli

(Abel et al., 2017; Eirund et al., 2019). Moreover, model sensitivity experiments have shown that the phase partitioning of30

Arctic LLMPCs is strongly sensitive to the assumptions on the habits of the ice particles, via mass-size, and size-fall speed

relations (Avramov and Harrington, 2010). Sotiropoulou et al. (2022) recently showed that a more realistic representation of

secondary ice production and ice aggregation processes in the NorESM2 climate model leads to an improvement in the degree

of agreement with observations, especially ice water content (IWC) retrievals. Furthermore, the magnitude of Arctic Ampli-

fication itself in the Community Earth System Model (CESM) has been showed to be sensitive to the size of ice particles in35

Arctic LLMPCs; owing to a stronger cloud-phase feedback the larger the ice particles (Tan and Storelvmo, 2019). Achieving

a complete understanding of ice microphysical processes in Arctic LLMPCs is therefore necessary in order to reach a correct

representation of these unique clouds, together with their radiative effect, in climate models.

Millimeter-wavelength radars can effectively provide robust observational fingerprints to constrain cloud microphysical

processes (e.g., Kollias et al., 2007; von Terzi et al., 2022). Cloud radars with Doppler capabilities have been widely used40

to gain insights into macrophysical characteristics (Shupe et al., 2006; Nomokonova et al., 2019), precipitation characteristics

(Zhao and Garrett, 2008; Schoger et al., 2021), phase partitioning (De Boer et al., 2011; Kalesse et al., 2016; Griesche et al.,

2020; Gierens, 2021), and dynamics and turbulence (Shupe et al., 2008; Mages et al., 2023) in Arctic clouds. The addition of

polarimetric and multi-frequency capabilities can further expand the spectrum of obtainable fingerprints. Linear depolarization

and dual polarization observations can in fact provide strong constrains for the shape and concentration of ice particles (Oue45

et al., 2015; von Terzi et al., 2022). At the same time, millimeter-radar observations at multiple wavelengths provide robust

constraints for the size of ice particles: the ratio of the radar reflectivities measured at two separate wavelengths, named the

dual-wavelength ratio (DWR), can be related to the characteristic size of the ice particle population (Hogan et al., 2000;

Dias Neto et al., 2019). Furthermore, ice microphysical processes are highly sensitive to temperature (Pruppacher and Klett,

2012), hence matching radar observations with accurate thermodynamic information can further constrain the microphysical50

processes generating the radar fingerprints (Barrett et al., 2019; von Terzi et al., 2022).

Here, we present a quality-controlled dataset including dual-wavelength, polarimetric, Doppler cloud radar observations of

LLMPC events taken at the high Arctic site of Ny-Ålesund, Svalbard, Norway, from 10 October 2021 until 31 December

2022. Observations from a zenith-pointing 94 GHz cloud radar, and a 35 GHz dual-polarization scanning cloud radar are

complemented with thermodynamic retrievals from a microwave radiometer, cloud base height from a ceilometer and wind55

fields from large-eddy simulations. The objective is to provide a quality-controlled, ready-to-use, comprehensive dataset for

microphysical studies of LLMPCs, taken at a site where such observations were not available until now. To our knowledge,

2
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similar datasets featuring multi-frequency polarimetric Doppler cloud radar observations in the Arctic, coupled with thermo-

dynamic information, are only available at the site of Utqiaġvik (Verlinde et al., 2016), in the American high Arctic, and for

the MOSAiC expedition (Shupe et al., 2022), which took place in the central Arctic. We thus believe that this dataset will be60

a valuable addition to the already publicly available datasets, providing a tool for microphysical studies of Arctic LLMPCs in

the European high Arctic, where Arctic Amplification has been shown to be the most intense (Dahlke and Maturilli, 2017).

The dataset was published in Chellini et al. (2023) and is freely available at www.doi.org/10.5281/zenodo.7803064.

2 Measurement site and instruments

Observations were carried out at the observatory of the Arctic research station AWIPEV in Ny-Ålesund (Fig. 1), located at65

79°N along the coast of the Kongsfjorden, a fjord on the west side of Spitzbergen, the main island of the Svalbard archipelago.

The area features a mountainous terrain, with peaks reaching 700 m. The observatory is located at 11 meters above sea level,

within 500 meters from the sea and 2 km from the Zeppelin mountain (556 meters high). The Kongsfjorden is surrounded by

several glaciers, and the surface is of the tundra type. During the observational period the sea surface inside the fjord remained

for the most part ice-free.70

The orography often channels surface wind along the fjord axis, at 120° (southeasterly) (Beine et al., 2001; Esau and Repina,

2012; Graßl et al., 2022) . The surface wind layer thickness has been estimated to be comparable to the height of the surrounding

mountains, with a yearly cycle of 500 m in summer and 1000 m in winter (Esau and Repina, 2012). The free troposphere above

generally displays a westerly flow (Maturilli and Kayser, 2017).

Mean monthly surface air temperature peaks in July, at 5.8°C, and has its minimum in March at -12.0°C (Maturilli et al.,75

2013). Median monthly values of integrated water vapor (IWV) display a similar yearly cycle, with a March minimum of 3 kg

m−2 and a July maximum of 13 kg m−2 (Nomokonova et al., 2020). Temperature and moisture inversions are a frequent feature

of the lower troposphere at Ny-Ålesund, observed respectively in 75 and 84% of the daily radiosondes launched between 1993

and 2014 (Maturilli and Kayser, 2017).

Cloud characteristics at the site have been reported by a number of studies, including Nomokonova et al. (2019), Vassel80

et al. (2019), Koike et al. (2019), Nomokonova et al. (2020), Gierens et al. (2020), Ebell et al. (2020) and Chellini et al. (2022).

Nomokonova et al. (2019) reported a frequency of occurrence of 20.6% for single-layer MPCs, with no restriction on height,

while Gierens et al. (2020) estimated the occurrence of single-layer LLMPCs lasting more than 1 hour to be 23%. Chellini

et al. (2022) observed an occurrence of LLMPCs lasting more than 1 hour, with no restriction on the number of liquid layers,

of 30.7%.85

2.1 Cloud radars

Three cloud radar systems were used to collect the data included in the dataset. All systems are frequency-modulated continuous-

wave (FMCW) radars, manufactured by Radiometer Physics GmbH (RPG): JOYRAD-94 and MiRAC-A, which are 94 GHz

3
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Figure 1. Measurement set-up at the AWIPEV observatory in Ny-Ålesund. From left to right: JOYRAD-94, NyRAD-35, HATPRO.

Figure 2. Median profiles of the sensitivity limit of all radar systems and chirp programs used in the study.
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single-polarization zenith-pointing radars (model RPG-FMCW-94-SP, hereafter referred to as W-band), and NyRAD-35, a 35

GHz dual-polarization scanning radar (model RPG-FMCW-35-DP, hereafter referred to as Ka-band).90

Contrary to the more commonly used pulsed radars, FMCW radars transmit a continuous wave, which is modulated in

frequency around the central frequency (i.e. 35 or 94 GHz for the radars employed in this study). The signal is modulated in

a saw-tooth pattern, with each individual ramp step typically referred to as chirp. Multiple chirps are combined into a chirp

sequence, and target ranging is performed by determining the frequency difference between the transmitted and the received

chirp sequence, named intermediate frequency (IF). In practice, due to a limited IF bandwidth, a number of chirp sequences is95

required in order to sample the whole troposphere. The radar transmits the chirp sequences in succession, with the total time

resolution being determined by the sum of the sampling time needed for each chirp sequence. We refer to a group of chirp

sequences as chirp program, and the timestamp indicated in the files refers to the end of each execution of a chirp program.

The exact chirp program settings can be defined by the user, and the values used to collect the data are reported in Table 2. The

sensitivity profiles associated with the different chirp programs and instruments are displayed in Fig. 2.100

The Ka-band was operated throughout the whole dataset period, while JOYRAD-94 was operated until 22 June 2022, when it

was replaced by MiRAC-A. The technical characteristics of JOYRAD-94 are described in Küchler et al. (2017), while MiRAC-

A is described in Mech et al. (2019). The details regarding the processing of data from both W-band radars, in particular the

noise removal and Doppler aliasing correction, are presented in Küchler et al. (2017). The two W-band systems are similar

in most aspects, the major differences being the larger beam width of MiRAC-A (0.85°) compared to JOYRAD-94 (0.5°),105

and the longer time resolution of JOYRAD-94, which despite using the same chirp program settings as MiRAC-A during the

study period, needs an extra 0.4 seconds to reinitialize the measurements before the first chirp sequence of each chirp program.

Nonetheless, the effective integration time is the same for both instruments in a given chirp sequence, and ranges between 0.27

and 0.37 s. Data from both W-band radars have already been used in a number of studies, including Dias Neto et al. (2019),

Wendisch et al. (2019), Gierens et al. (2020), and Schween et al. (2022).110

Data from NyRAD-35, the Ka-band radar, are instead first used in this dataset, and more details on the instrument, as well as

the data processing will be given. NyRAD-35 is a dual-polarization simultaneous transmission simultaneous reception (STSR)

radar, with elevation-scanning capabilities. The scanner can perform full 180° scans in elevation, and is operated at a constant

azimuth of approximately 27°, i.e. along the north-north-east to south-south-west direction. STSR radars receive at horizontal

and vertical polarization, but transmit a signal that is linearly polarized along the 45° direction between vertical and horizontal115

directions. This allows both for linear depolarization ratio (LDR) observations in zenith and typical dual-polarization variable

observations at low elevations. The radar was set up to perform a scan cycle that includes zenith observations and lower

elevation observations (30°-40° elevation). For optimal matching with the W-band radars, the chirp program during zenith

observations was set up with the same range resolution as the W-band radars. Matching Ka- and W-band observations in zenith

allows for the calculation of the DWR, in order to obtain information on the characteristics size of the ice particle population.120

The slanted observations are instead used to obtain dual-polarization variables, such as differential reflectivity (ZDR) or specific

differential phase (KDP). A different chirp program is used for low elevation observations, with a constant range resolution of

29.8 m. Similarly to the W-band radars, the noise level is determined with the widely-used approach by Hildebrand and Sekhon

5
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JOYRAD-94 MiRAC-A NyRAD-35

Central frequency 94.0 GHz 94.0 GHz 35.0 GHz

Time res. 2.4 s 2.0 s 6.0/4.0 s

Beam width (half power) 0.5° 0.85° 1.0°

Polarimetry single pol. single pol. dual pol. (STSR)

Orientation zenith only zenith only scanning

Data availability 10.10.21-22.06.22 23.06.22-31.12.22 10.10.21-31.12.22

Variables Doppler moments Doppler moments Doppler moments, LDR (zenith),

polarimetry (low elevation)

Aliasing corrected yes yes no
Table 1. Selected specifications of the three radar systems used in this study: two W-band cloud radars, JOYRAD-94 and MiRAC-A, and a

Ka-band cloud radar, NyRAD-35.

(1974). Aliasing is instead not corrected, since the Nyquist range is large enough not to produce aliasing in zenith observations

in most conditions (see Table 2), while velocity information is not of interest at lower elevations, since a radial component of125

the horizontal wind is present in the observed Doppler velocity. At low elevation Ka-band observations are affected by ground

clutter, namely artefacts caused by backscattering of the signal by the ground surface, and range folding, i.e. the incorrect

ranging of targets located beyond the maximum unambiguous range of the measurements. The correction of such artefacts is

described in detail in sections 4.3 and 4.4.

2.2 Microwave radiometer130

Radar observations are complemented with thermodynamic information from a Humidity and Temperature Profiler (HATPRO;

generation 2) microwave radiometer (Rose et al., 2005). HATPRO records brightness temperatures (BTs) in 14 channels,

6 located in the K-band close to the 22-GHz water vapour absorption line, one located in the Ka-band in the atmospheric

window at 31.4 GHz, and the remaining 7 in the V-band close to the 60-GHz oxygen absorption line. Liquid water path

(LWP), integrated water vapour (IWV) and temperature profiles are retrieved from BT observations using the multivariable135

linear regression approach described in Nomokonova et al. (2019). Temperature in particular is retrieved using the approach by

Crewell and Löhnert (2007), which exploits BTs observed at multiple elevations, so called boundary-layer scans, to improve

the accuracy of the retrieval, especially in the lowest 1 km. The accuracy of this technique was assessed by Gierens et al.

(2020) in single-layer LLMPCs at Ny-Ålesund against radiosondes, and they reported an RMSE of 0.7 K at the surface, that

increases to 1.6 K (2.0 K) at the base of the liquid layer (cloud top) of the LLMPC. HATPRO performs a 30-minute scan140

cycle, starting every hour at :00 and :30 past; it is composed of a full 360° azimuth scan at 30° elevation lasting 2-3 minutes,

followed by a boundary layer scan for the temperature retrieval, and zenith observations for the remaining part of the scan

cycle (ca. 23 minutes). During the zenith observations a second boundary layer scan is performed, approximately 15 minutes

after the previous one. The LWP and IWV values included in the dataset are recorded during the azimuth scans and the zenith
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W-band Ka-band zenith Ka-band off-zenith

Chirp Seq. 1:

Min range [m] 100 100 200

Max range [m] 400 400 1243

Range res. [m] 3.2 3.2 29.8

Nyquist range [m s−1] 5.1 23.3 28.4

Doppler res. [m s−1] 0.020 0.045 0.055

Integration time [s] 0.37 1.47 0.37

Tot. sampling time [s] 0.64 1.51 1.24

Chirp Seq. 2:

Min range [m] 400 400 1243

Max range [m] 1200 1200 3329

Range res. [m] 7.5 7.5 29.8

Nyquist range [m s−1] 5.1 22.0 19.1

Doppler res. [m s−1] 0.020 0.043 0.075

Integration time [s] 0.27 1.47 0.78

Tot. sampling time [s] 0.48 1.60 0.98

Chirp Seq. 3:

Min range [m] 1200 1200 3329

Max range [m] 3000 3000 6309

Range res. [m] 9.7 9.7 29.8

Nyquist range [m s−1] 3.2 10.8 9.7

Doppler res. [m s−1] 0.013 0.042 0.076

Integration time [s] 0.37 1.74 0.69

Tot. sampling time [s] 0.50 1.94 0.85

Chirp Seq. 4:

Min range [m] 3000 3000 6309

Max range [m] 13000 13000 14000

Range res. [m] 23.8 23.8 29.8

Nyquist range [m s−1] 3.2 8.1 4.7

Doppler res. [m s−1] 0.025 0.063 0.037

Integration time [s] 0.27 0.64 0.73

Tot. sampling time [s] 0.38 0.95 0.92
Table 2. Chirp program settings for the radar observations reported in this study: the chirp program reported for W-band was used both for

JOYRAD-94 and MiRAC-A. Two separate chirp programs were used for NyRAD-35 (Ka-band) depending on elevation.
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observations: off-zenith values are multiplied by the sine of the elevation angle to obtain the corresponding vertical value.145

The temperature profiles included in the dataset are only taken from the boundary layer scans, and interpolated to a finer time

resolution.

Retrievals from HATPRO are quality controlled via two separate approaches: by eliminating data points were rain was

recorded by the instrument’s weather station, and by using a spectral consistency check. The first approach consists in elim-

inating all data points when the weather station detected precipitation and temperature above 0°C, as rain depositing on the150

instrument’s radome might invalidate the BT observations. A further sanity check is performed by retrieving the BT for each

channel individually based on BTs observed by all other channels: if the simulated and observed BTs do not match within a

certain tolerance, the data point is assumed invalid and removed form the dataset. The exact criteria used to remove unreliable

data points were determined empirically, and are as follows:

– at K- and Ka-band the sum of the absolute differences between channels 2 through 7 is larger than 3 K,155

– at V-band the sum of the absolute differences between all channels is larger than 10 K,

– at V-band 4 or more channels have absolute differences larger than 2 K.

Data are removed if any of the listed criteria is satisfied. This approach is especially useful after periods of rain, when precipi-

tation has stopped, but the radome is still wet, thus effectively rendering the BTs unreliable.

2.3 Cloudnet target classification product160

In order to obtain cloud phase information, used to determine whether a certain cloud event is a LLMPC, and information

on the height of the liquid base of LLMPCs we use the Cloudnet target classification product (Hogan and O’Connor, 2004;

Illingworth et al., 2007). The product combines data from the W-band cloud radars, microwave radiometer, and a ceilometer

(model Vaisala CL51; Maturilli and Ebell (2018)), together with output from the ICOsahedral Nonhydrostatic weather model

(ICON; Zängl et al. (2015)), in its global numerical weather prediction mode (ICON-NWP), to classify the phase associated165

with radar and ceilometer echoes. It distinguishes between: cloud droplets, supercooled cloud droplets, and cloud ice, as well

as drizzle or rain. The algorithm determines the presence of liquid at sub-zero temperatures based on ceilometer echoes, as

layers composed of liquid droplets produce intense backscattering of the ceilometer signal. We employ the phase information

in the Cloudnet product to determine the presence of LLMPCs, as described in section 4.2. Additionally, we extract from the

Cloudnet product the height of the base of the lowest liquid layer in LLMPCs, and include it in the dataset.170

2.4 ICON-LEM setup

Additional meteorological variables not obtainable via our observations were needed in the dataset, especially humidity and

pressure profiles, necessary to correct the radar data for attenuation. For these purposes we extract background thermodynamic

profiles, as well as wind fields, from the output of the ICON model, ran in its large-eddy version (ICON-LEM; Dipankar et al.,

2015; Schemann et al., 2020). ICON-LEM uses a 3D Smagorinsky turbulence scheme, and is ran in a circular domain with175
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110 km diameter centered around Ny-Ålesund, 600 m horizontal resolution and 100 vertical levels. The domain of the LEM

is nested in a larger domain, where ICON is run in the numerical weather prediction (ICON-NWP) mode, which is used as

forcing. The full details on the model set-up can be found in Schemann and Ebell (2020) and Kiszler et al. (2023). Compared

to their set-up a slight modification in the microphysical scheme was applied, which does not significantly impact the variables

used in this dataset. Kiszler et al. (2023) in particular validated the model output against radiosondes and HATPRO retrievals180

and found strikingly good agreement between simulated and observed wind and humidity fields. Wind fields from ICON-LEM

are interpolated to the same range and time resolution as the radar data, and included in the dataset. The wind data from the

first three hours after the start of each simulation (daily at midnight) are not included, as they might not be reliable.

3 Derivation of polarimetric variables from STSR-mode cloud radars

STSR cloud radars are still not largely used, and the derivation of certain polarimetric variables, especially the correlation185

coefficient between the received signals at horizontal and vertical polarization ρHV and the linear depolarization ratio (LDR),

can be approached with a variety of methods. Hence, in this section we provide a brief summary of how we derive typical

polarimetric variables from STSR radar observations. Cloud radars operating at STSR mode (also called hybrid mode) measure

the so-called coherency matrix B. The calculation of the coherency matrix follows Eq. 3.146 in Bringi and Chandrasekar

(2001), given for the processing of a pulse train in weather radars. In contrast, cloud radars compute the coherency matrix190

for each spectral line of a Doppler spectrum. For a spectral line at a given range the coherency matrix B can be expressed as

function of the received electric field:

B = ⟨EE†⟩ =


 ⟨EhE∗

h⟩ ⟨EhE∗
v ⟩

⟨EvE∗
h⟩ ⟨EvE∗

v ⟩


 , (1)

where E is a column vector that indicates the complex amplitude of the received electric field, and Eh and Ev respectively

its horizontal and vertical components. The complex conjugate is indicated with ∗, the conjugate transpose with †, and the ⟨·⟩195

brackets indicate averaging across multiple samples. The elements of the spectral coherency matrix can then be expressed as:

B =


 Bhh Ḃhv

Ḃ∗
hv Bvv


 , (2)

where Bhh and Bvv are real numbers proportional to the power received at horizontal and vertical polarization, respectively;

Ḃhv is instead the complex covariance between the two received components. Here all components of B are rescaled to have

the typical units of the equivalent radar reflectivity factor in linear scale, i.e. mm6 m−3.200

Before radar variables are calculated, spectral lines containing signal have to be detected. For the detection we use the

approach described in (Görsdorf et al., 2015, see Sec. 3.3. therein). For the threshold we used 6 standard deviations of noise

above the mean spectral noise level. In this dataset the mean spectral noise level determination is performed with the algorithm

by Hildebrand and Sekhon (1974). In the following B̃hh and B̃vv indicate a spectral line exceeding the threshold and having the

mean spectral noise level subtracted in the horizontal and vertical channel, respectively. Reflectivity at horizontal and vertical205
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polarization directions can be expressed as:

ZeH =
∑

B̃hh, ZeV =
∑

B̃vv, (3)

where
∑

indicates summation over all spectral lines detected in a Doppler spectrum. Differential reflectivity can be expressed

as:

ZDR =
∑

B̃hh∑
B̃vv

=
ZeH

ZeV
. (4)210

Following von Terzi et al. (2022) we include in the dataset the maximum spectral ZDR as well:

sZDRmax = max(sZDR) = max

(
B̃hh

B̃vv

)
, (5)

where the maximum is calculated across all Doppler spectral lines with B̃hh,vv > 0. Similarly to von Terzi et al. (2022), in order

to reduce the noise-induced variance of the variable we calculate the maximum in eq. 5 only across spectral lines with spectral

signal-to-noise ratio (sSNR) higher than 10 dB in both polarimetric channels. Here sSNR is defined as the ratio of B̃hh,vv over215

the corresponding mean spectral noise level, i.e. the total noise power divided by the number of Doppler bins. Furthermore, in

order to achieve higher consistency between different chirp sequences sZDR = B̃hh/B̃vv is linearly interpolated (in log-scale)

on a common Doppler resolution of 0.1 m s−1 before calculating the maximum.

The phase shift between the horizontal and vertical components of the received electric fields can be expressed as:

ΦDP = phase
(∑

Ḃ∗
hv

)
.= arctan

(
Im(
∑

Ḃ∗
hv)

Re(
∑

Ḃ∗
hv)

)
, (6)220

where Re(z) and Im(z) indicate the real and imaginary parts of the complex number z. Note that here the summation is

performed only over spectral lines where the signal is detected at both polarizations. By calculating the half range derivative

of ΦDP one obtains the specific differential phase KDP. KDP typically displays large noise-induced fluctuations (e.g. Trömel

et al., 2013), hence additional processing needs to be performed in order to reduce its variance. Here we calculate ΦDP by

including a sSNR threshold of 10 dB in the summation in eq. 6, and KDP is further smoothed by applying a moving average225

in range (10 range gates, or 298 m) and time (5 minutes), similarly to von Terzi et al. (2022).

3.1 Correlation coefficient calculation

The correlation coefficient between the horizontal and vertical components of the received electric field ρHV is typically

computed with the formula (Bringi and Chandrasekar, 2001, eq. 6.110a):

ρHV =
|∑Ḃhv|√

(
∑

Bhh) · (∑Bvv)
. (7)230

Note that here the summation is performed only over spectral lines where the signal is detected at both polarizations. According

to Bringi and Chandrasekar (2001, Eq. 6.122 therein) ρHV calculated this way is prone to a bias due to the signal-to-noise ratio
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(SNR). This often leads to apparent signatures in ρHV which are not caused by cloud microphysics but rather by a low SNR.

One possible solution to this problem is to subtract the corresponding mean noise level from the power estimates in the

denominator of Eq. 7:235

ρHV =
|∑Ḃhv|√

(
∑

B̃hh) · (∑B̃vv)
. (8)

Myagkov and Ori (2022) noted however that this approach often leads to inaccurate ρHV values, due to the removed noise

level being an estimate which might not exactly correspond with the true noise power. In some occasions ρHV values computed

with eq. 8 might in fact exceed 1. Here we propose a modification to eq. 8 that has the potential to circumvent the effects of an

incorrect noise level estimation on ρHV. We use eq. 7 instead of eq. 8, and only perform the summation on spectral lines where240

ρHV is not strongly affected by noise contributions. We approach this by searching for spectral lines where the contributions

from non-coherent antenna coupling (Myagkov et al., 2015) as well as particle depolarization exceed contributions from noise.

We decompose the coherency matrix B into non-coherent and fully coherent components following Born and Wolf (1975,

Sec. 10.8 therein):

B = 0.5AI+C, with det(C) = 0, (9)245

where A is the non-coherent power, I is a 2× 2 unity matrix, C is the coherency matrix of the fully coherent component, and

det is the matrix determinant.

Following Myagkov and Ori (2022, Sec. 3.1 therein) we represent the measurements in the basis in which the coherency

matrix is diagonal, i.e. the orthogonal linear components of the received signal are not correlated:

D =


 Dcc 0

0 Dxx


= 0.5AI+ tr(C)


 1 0

0 0


 , (10)250

where tr is the matrix trace. The elements Dcc and Dxx can be computed as the eigenvalues of the coherency matrix B.

As can be seen from Eq. 10, the element Dxx contains only the non-coherent component. The non-coherent component in

general includes contributions by noise, by depolarization by cloud particles, and by the presence of non-coherent antenna

coupling. By determining the spectral lines with signal in Dxx (same procedure as for Bhh and Bvv), we identify spectral lines

with considerable contribution from non-coherent antenna coupling and depolarization by cloud particles. The correlation255

coefficient is then calculated as in Eq. 7 with the summations performed only over spectral lines where Dxx exceeds the

threshold over the noise level.

We calculate the linear depolarization ratio (LDR) in zenith from ρHV following the approach given in Galletti and Zrnic

(2011) and Galletti et al. (2011). Assuming the reflection symmetry (Nghiem et al., 1992) and that ZDR is equal to 1 (in linear

units), which is typically the case at vertical elevation, LDR can be computed by combining Eq. 12 in Galletti and Zrnic (2011)260

with Eq. 10 in Galletti et al. (2011), to obtain:

LDR =
1− ρHV

1 + ρHV
. (11)
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Figure 3. LLMPC event detected on 19-20 April 2022. Panels respectively display: reflectivity from W-band radar with temperature contours

overlayed (a), dual-wavelength ratio (b), mean Doppler velocity from W-band radar (c), differential reflectivity (d), correlation coefficient

(e), liquid water path (f). All radar variables were recorded at zenith elevation, except for differential reflectivity and correlation coefficient

that were recorded at 30° elevation. The dotted magenta line on panels a through e indicates the base height of the lowest liquid layer.

We found that Eq. 11 at times produces LDR values below the integrated cross-polarization ratio (ICPR) of the instrument,

which is the minimum LDR value that the radar can measure (Chandrasekar and Keeler, 1993; Myagkov et al., 2015). The

radar manufacturer in fact declares that the ICPR is between -30 and -35 dB, and eq. 11 at times produces values below -35 dB,265

which is likely attributable to the uncertainty in the approximation given by Eq. 11. This uncertainty is caused by the signal

variability due to non-coherent scattering. This effect is however is not an issue, since it is widely accepted in the cloud and

weather radar community that high quality LDR observations are obtained when the ICPR is close to or lower than -30 dB.

Therefore we set all LDR values below -30 dB obtained from eq. 11 to -30 dB.
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4 Data processing270

4.1 Dataset structure

The dataset is structured in the following way: each individual file contains data from all sources for one or multiple LLMPC

event; multiple LLMPC events are included in the same file if they are less than 4 hours apart. The criteria used to detect

LLMPC events are described in the next section. The variables include Doppler moments from W-band and Ka-band in zenith,

LDR in zenith from Ka-band, polarimetric variables from Ka-band at low elevation (30-40°), corrections applied to the radar275

data (calibration, liquid and gas attenuation), LWP, IWV and temperature profiles retrieved from HATPRO, liquid base height

from the ceilometer, and horizontal wind information from ICON-LEM. All variables except low-elevation observations of the

Ka-band radar are brought to the same time and range resolution of Ka-band zenith observations, for easier matching of data

from different instruments. All corrections have already been applied to the data, and are included in case the user is interested

in reconstructing the original uncorrected data. An example of an LLMPC event is given in Fig. 3, which displays a subset of280

the variables included in the dataset; the signatures displayed in the case study are further commented in section 5.

4.2 LLMPC event detection

LLMPC events were identified following the approach by Chellini et al. (2022), which is here summarized. A set of criteria

are applied to the data to determine whether a given cloud event is a LLMPC:

1. Cloud top is at or below 2500 m. If multiple cloud layers are detected, at least one needs to have its top at or below 2500285

m.

2. Cloudnet indicates presence of both liquid and ice in the cloud layer(s) with top below 2500 m.

3. Liquid and ice are detected by Cloudnet for at least 60 minutes with gaps allowed. The total duration of gaps in either

ice or liquid phase needs to be lower than one sixth of the total duration of the LLMPC event.

During intense precipitation events ceilometer data is not always available. This is due to snow accumulating on the ceilome-290

ter aperture and leading to complete attenuation of the signal. Under these conditions Cloudnet only detects ice clouds, and

criterion 2 is not satisfied even though a LLMPC might be present. These conditions are detected via the quality flags associated

with ceilometer observations in the Cloudnet product. Under these circumstances LWP retrievals from HATPRO are instead

used to determine the presence of the liquid phase, requiring that LWP is larger than 10 g m−2.

All data corresponding to a given LLMPC event are collected in the same file, together with the previous and following two295

hours, in order to provide information on the conditions leading to the onset and cessation of events. Two events are included

in the same file if the two hours following a given event overlap with the two hours preceding the next event.

13

https://doi.org/10.5194/essd-2023-157
Preprint. Discussion started: 6 June 2023
c© Author(s) 2023. CC BY 4.0 License.



Figure 4. Example of the ground clutter mitigation procedure applied to Doppler spectra recorded at 30° elevation on 15 October 2022 at

21:23:38 UTC. Panel a depicts the original Doppler spectrum, while in panel b the contour indicates the Doppler bins detected as affected by

ground clutter. Panel c displays the final spectrum after clutter removal.

4.3 Ka-band: ground clutter mitigation

We found the low elevation observations of the Ka-band radar to be contaminated with ground clutter, namely the presence

of artefacts caused by backscattering of the radar signal by the ground. We correct the data using an approach similar to that300

developed by Williams et al. (2018). Thanks to the lack of moving clutter-generating targets, all clutter signal is only found

either in the 0 m s−1 Doppler velocity spectral line, or in nearby lines. An example of a Doppler spectrum affected by ground

clutter is shown in Fig. 4 panel a, while panel c displays the same spectrum after clutter removal. Indicating the spectral

reflectivity in dBZ of the spectral line at 0 m s−1 as sZe(i0), the presence of clutter is determined when the two following

criteria are satisfied:305

1. sZe(i0)− 1
4 [sZe(i0 − 2) + sZe(i0 − 1) + sZe(i0 + 1)+ sZe(i0 + 2)] > 2 dB;

2. sZe(i0) < −15 dBZ.

The second criterion was determined empirically, since we never observed ground clutter characterized by a spectral reflectivity

higher than -15 dBZ. If ground clutter is identified, the three spectral lines i0−1, i0, and i0 +1 are removed, and replaced with

linearly interpolated values between sZe(i0−2) and sZe(i0 +2). This procedure is applied independently to B̃hh, B̃vv , and the310

modulus of the off-diagonal component |Ḃhv|. If clutter is identified in |Ḃhv|, the corresponding spectral lines in phase(Ḃhv)

are also removed, and replaced with the median value of phase(Ḃhv) across all spectral lines without clutter, and above the

noise level. In the lowest 20 range gates (i.e. from 200 to 796 m range) we found, at times, the criteria listed above not to be

sufficient, because in some cases ground clutter might also be present in the spectral lines i0 − 2 and i0 +2, and might display
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Figure 5. Reflectivity time-height display recorded at 30° elevation on 31 October 2022. Horizontal lines indicate boundaries between chirp

sequences. Panel a depicts the original reflectivity values, affected by range folding (in the two lowest chirp sequences), while panel b

displays reflectivity after the removal of range folding.

spectral reflectivity in the 0 m s−1 spectral line higher than -15 dBZ. After applying the criteria listed above, a second set of315

criteria is applied in the lowest 20 range gates, to detect possible residual clutter:

1. sZe(i0)− 1
4 [sZe(i0 − 3) + sZe(i0 − 2) + sZe(i0 + 2)+ sZe(i0 + 3)] > 2 dB.

2. sZe(i0) < 5 dBZ.

For range gates satisfying these criteria the interpolation is also extended to i0 − 3, i0 + 3.

4.4 Ka-band: range folding correction320

At low elevation angles, range folding was sometimes observed in the Ka-band data in the two lowest chirp sequences. Range

folding is the incorrect ranging of targets located at ranges larger than the maximum unambiguous range of the radar mea-

surements. The maximum unambiguous range for the two lowest chirp sequences is in fact 10000 m, which at 30° elevation

corresponds to a height of 5000 m, above which it is likely to observe clouds. In RPG FMCW radars the apparent range r of a

target affected by range folding is:325

1. r = Runamb − (R−Rmax), when the actual range R is Runamb < R < Runamb + Rmax −Rmin,

2. r = R− (Runamb + Rmax), when the actual range R is Runamb + Rmax + Rmin < R < Runamb + 2 ·Rmax,

where Rmax and Rmin are the maximum and minimum ranges of the chirp sequence, as indicated in table 2, and Runamb

is the maximum unambiguous range. We found that in the first folding scenario phase(Ḃhv) assumes unrealistic values, and

events displaying folding of this type are easily corrected by including a sanity check |phase(Ḃhv)| < 50°. Folding scenarios of330
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Figure 6. Differential reflectivity (ZDR) offset profile. Black lines indicate values obtained for chirp sequences number 1 to 3, while the

orange curve was extrapolated for chirp sequence 4. Dashed lines indicate the median value plus and minus one standard deviation.

the second type are more challenging to correct. We only observed folding of this type to occur in the first chirp sequence, and

echoes affected by range folding in the first sequence are captured without range folding in the fourth chirp sequence. Therefore

we developed the following procedure to remove range folding from the first chirp sequence when echoes are present in the

fourth sequence:

1. Spectra from the first chirp sequences are interpolated to the same Doppler resolution as the fourth chirp sequence.335

2. The interpolated spectra are then artificially brought to the same Nyquist range as the fourth chirp sequence by artificially

velocity-folding them, as the Nyquist velocity of the fourth chirp sequence is lower than that of the first chirp sequence.

3. Spectral reflectivity from the fourth chirp sequence is rescaled by r2 ·R−2 to match the reflectivity of the range folded

signal.

4. Spectra from the two chirp sequences are subtracted.340

5. The resulting spectra are interpolated back to the original Doppler resolution.

6. Possible residual values below sensitivity and isolated spectral lines are removed.

An example of an event with folding is shown in Fig. 5, before and after the correction.

4.5 Ka-band: ZDR and ΦDP calibration

Radar systems receiving at two polarization directions might display slight offsets in ZDR and ΦDP, due e.g. to differences in345

antenna gain along the two polarimetric directions, or in the waveguides and feedhorns of the two polarimetric channels. In
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FMCW systems such offsets might further display a dependency on range, as they might depend on the IF, as well as range

resolution. Here we evaluate such offsets by exploiting ZDR and ΦDP observations in zenith, as we can expect them to be

close to 0 dB and 0° respectively. Since such offsets can be dependent on the chirp program used, we evaluate them using the

same chirp program that is used for low-elevation observations. When switching elevation positions the Ka-band radar in fact350

performs RHI scans (not included in this dataset), that use the same chirp program. In order to derive the offsets, we compile

ZDR and ΦDP profiles recorded at elevations between 85 and 95°, and calculate median profiles. The ZDR offset obtained with

this approach is displayed in Fig. 6 in black: the values range between -0.31 and -0.17 dB, with a standard deviation of 0.06

dB, that is constant with range. Due to the low number of observations in zenith at range above 6 km, the offset profile for chirp

sequence number 4 could not be obtained. We instead used the ZDR offset profile from chirp sequence number 1, expressed355

it as function of IF, and then mapped it to chirp sequence number 4 by matching the IF to the range gates of chirp sequence

number 4. The result of this procedure is shown in red in Fig. 6. The complete offset profile was then subtracted from all ZDR

and sZDRmax data.

Contrary to ZDR, the offset for ΦDP was found not to vary with range, except for the lowest 8 range gates, and to vary with

season, reaching values close to -4.0° in winter, and close to -1.5° in the summer. The latter dependency is likely attributable360

to thermal expansion and contraction of components of the radar hardware. Due to the variability of the offset we decide not

to correct for it, as the absolute value of ΦDP is anyhow not of interest, but rather its change with range, expressed by KDP.

Nevertheless, we choose to remove ρHV and ΦDP (and hence KDP) data from the 8 lowest range gates, as it might contain

spurious signals.

4.6 Ka- and W-band: temporal matching365

In order to obtain reliable DWRs, accurate matching and calibration of the Ka- and W-band data needs to be performed. The

chirp programs of the W-band and the zenith observations of the Ka-band were set up to have the same vertical grid. Temporal

matching was performed by bringing the higher temporally-resolved W-band data to the same temporal resolution as the Ka-

band observations. The central time of each sample was calculated for each Ka- and W-band chirp sequence, and each Ka-band

sample was matched with the nearest available W-band sample, up to a maximum time difference equal to the time resolution370

of the W-band measurements. By performing this temporal matching we found indications of inconsistencies between the

timestamps of the two radars. We attributed them to slightly incorrect timestamps of the Ka-band radar due to errors in the

recording of the timestamps by the instrument software. Daily time offsets were determined by shifting the Ka-band data in

time, and selecting the time shift that minimized the variance in DWR. The attempted time shifts ranged from -120 seconds to

+60 seconds, in steps of 0.25 seconds.375

4.7 Ka- and W-band data: calibration

Biases in observed reflectivity might arise due to changes in the calibration constant of the instruments. Hence we evaluated

the calibration of all radar systems. While the Ka-band radar was recently calibrated by the manufacturer in August 2021 using

the technique from Myagkov et al. (2020, Sec. 4 therein), the W-band radars have not undergone any calibration in the recent
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years. We evaluated the calibration of the Ka-band radar with a widely adopted disdrometer-based approach (e.g., Williams380

et al., 2005; Myagkov et al., 2020), while the W-band radars were cross-calibrated against the Ka-band radar using a DWR-

based approach (Dias Neto et al., 2019; Chellini et al., 2022). Reflectivity from Ka-band zenith observations were compared

with forward-simulated reflectivities obtained from drop size distributions (DSDs) measured during rain events by a Parsivel

disdrometer (Löffler-Mang and Joss, 2000), which is located on the same platform as the radars, approximately 6 meters away

from them. The rain events used for calibration were selected in July, August and September 2022 based on the following385

criteria:

– Surface temperature (from nearby weather station) is higher than 5°C, and Parsivel detects liquid precipitation.

– In order for the disdrometer measurements to be representative of the drop population, rain rate ≥ 0.1 mm h−1 (following

Williams et al. (2005)), and measurements contain at least 25 samples per minute.

– DSDs contain particles larger than 1 mm. Such criterion was included so that possible evaporation of the drops between390

the chosen radar range gate and the disdrometer doesn’t affect the forward simulated reflectivities (following Myagkov

et al. (2020)).

– Rain events satisfying the previous criteria need to last at least 1 hour, with gaps allowed for a total of one sixth of the

duration of the event.

Reflectivities were forward simulated from the DSDs with the T-matrix method (Waterman, 1965; Leinonen, 2014), using a395

drop shape model from Thurai et al. (2007), with Gaussian distributed canting angles (with 0° mean value and a 10° standard

deviation), following Huang et al. (2008). Attenuation due to liquid was simulated as well, and was subtracted from the forward

simulated reflectivity values. The forward-simulated reflectivities were compared with observed reflectivities from the range

gates between 120 and 150 m. The comparison was performed by calculating the median observed and simulated reflectivity

across all calibration events. The calibration offset for the Ka-band radar was found to be -0.14 dB; since this value is well400

within the uncertainty associated with reflectivity measurements, we do not apply any corrections to Ka-band reflectivity, and

consider it already well-calibrated.

The W-band radars are instead cross-calibrated using the Ka-band as reference. The approach consists in exploiting obser-

vations of low-reflectivity ice clouds or light snowfall, to ensure the presence of mostly Rayleigh scatterers, which produce

similar reflectivities at Ka- and W-band (e.g., Dias Neto et al., 2019; Tridon et al., 2020). The data used in the cross-calibration405

were selected using the following criteria:

– Cloudnet indicates the presence of ice only clouds.

– LWP retrievals from HATPRO are lower than 10 g m−2.

– Reflectivity from the Ka-band is between -30 dBZ and -10 dBZ, to ensure the presence of mostly Rayleigh scatterers

(following Dias Neto et al. (2019)).410
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Date 12-Oct-2021 28-Oct-2021 14-Nov-2021 11-Dec-2021 07-Jan-2022 03-Feb-2022

Offset [dB] 0.7 ± 1.1 1.3 ± 1.2 0.5 ± 1.1 0.5 ± 1.0 0.4 ± 1.1 0.5 ± 1.1

Date 02-Mar-2022 29-Mar-2022 26-Apr-2022 20-May-2022 23-Jun-2022 21-Jul-2022

Offset [dB] 0.6 ± 1.3 0.5 ± 1.2 0.2 ± 1.0 0.7 ± 1.1 3.0 ± 1.1 3.3 ± 1.1

Date 19-Aug-2022 15-Sep-2022 12-Oct-2022 10-Nov-2022 05-Dec-2022 01-Jan-2023

Offset [dB] 2.7 ± 1.0 2.9 ± 1.1 2.4 ± 1.0 2.7 ± 1.1 1.9 ± 0.9 -
Table 3. Calibration offsets, and associated uncertainties, obtained for the W-band cloud radars. Positive values indicate an underestimation

of reflectivity by the radar. Each offset was computed for the period starting on the date indicated, and ending on the day before the date

indicated for the following offset. Values before 22 June 2022 refer to JOYRAD-94, while the remaining values refer to MiRAC-A.

DWR distributions for data points satisfying these criteria are compiled for a number of periods lasting approximately one

month, and the mode of each distribution is taken as W-band reflectivity offset for the corresponding period. All offsets,

together with the associated uncertainties, are indicated in Table 3. The uncertainty is calculated by taking the left-side standard

deviation of the distribution with respect to the mode, as the right side might be affected by non-Rayleigh effects.

4.8 Ka- and W-band: gas and liquid attenuation correction415

Millimeter-wavelength radar signal undergoes non-negligible attenuation due to atmospheric gases, especially molecular oxy-

gen and water vapour, and to hydrometeors. Typical path-integrated attenuation for ice and snow at W-band has been estimated

as 0.9 dB km−1 for ice water path (IWP) values of 1 kg m−2 (Nemarich et al., 1988): due to the typically far lower values of

IWP observed in LLMPCs at Ny-Ålesund, in 75% of cases below 60 g m−2 (Gierens et al., 2020), we deem attenuation due

to frozen hydrometeors negligible and do not correct for it. On the other hand attenuation due to liquid hydrometeors is highly420

relevant at millimeter wavelengths, especially at W-band (e.g., Tridon et al., 2020). Hence we estimate the liquid water content

(LWC) and correct the data for liquid attenuation.

Here we correct for gas attenuation using thermodynamic profiles from the ICON-LEM simulations, and simulating the

associated attenuation with the Passive and Active Microwave Transfer model (PAMTRA; Mech et al., 2020). PAMTRA

computes 2-way path-integrated attenuation profiles due to molecular nitrogen, molecular oxygen, and water vapour, taking425

temperature, humidity and pressure profiles as input.

Attenuation due to liquid hydrometeors is estimated using a combination of observational and model data. We derive a

theoretical scaled adiabatic LWC profile based on liquid base height and cloud top height from Cloudnet, LWP from the

microwave radiometer and thermodynamic profiles from the ICON-LEM output. LWC profiles close to scaled adiabatic have

been in fact reported in LLMPCs across the Greenland and Norwegian seas by Mioche et al. (2017). The procedure consists430

in calculating an adiabatic LWC profile starting at the liquid base, until cloud top, using the thermodynamic profiles from

ICON-LEM. The obtained adiabatic LWC profile is then rescaled by a vertically-constant factor to match the retrieved LWP.

Liquid attenuation is then simulated using the water dielectric constant model by Rosenkranz (2014) and assuming that liquid

droplets absorb in the Rayleigh regime, using eq. 5.18 in Bohren and Huffman (2008). This approach relies on the assumption
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Figure 7. Contoured Frequency by Temperature Diagrams of radar variables in low-level MPCs detected at Ny-Ålesund during the study

period. Solid lines indicate the median value in each temperature bin, while dashed lines indicate the 0.25 and 0.75 quantiles. The variables

included are: radar reflectivity at W- and Ka-band (a), dual-wavelength ratio (b), mean Doppler velocity at W- and Ka-band (c), differential

reflectivity and maximum spectral differential reflectivity (d), correlation coefficient (e), linear depolarization ratio (f), and specific differen-

tial phase (g). Temperature is obtained from HATPRO retrievals, temperature bins are 0.5°C wide.

that one continuous liquid layer is present between the liquid base indicated by the ceilometer and cloud top. This might not435

always be the case. Nonetheless, we deem this approach to be most sound possible with the information that we have available,

since the ceilometer only provides the base height of the lowest liquid layer. Additionally the correction is set to 0 dB if LWP

is below 20 g m−2. It needs to be highlighted that no liquid correction is applied if either the liquid base information or LWP

information are not available. Flags that indicate whether the liquid attenuation correction is available and has been applied

have been included in the files. We recommend that the user makes full use of these flags to exclude from quantitative analyses440

reflectivity values that have not been corrected for liquid attenuation. This is especially relevant when calculating the DWR.

5 Characterization of ice particle formation and growth in LLMPCs at Ny-Ålesund

In this section we present and discuss the case study shown in Fig. 3, as well as a statistical analysis of the temperature

dependence of observational fingerprints of microphysical processes obtained from radar measurements. Fig. 3 displays a

number of variables recorded during a LLMPC event observed on 19-20 April 2022. The panels of the Figure display radar445

reflectivity from the W-band radar (a), dual wavelength ratio (b) calculated by subtracting the W-band reflectivity from the

Ka-band reflectivity (both in log-scale), mean Doppler velocity from the W-band radar (c), differential reflectivity (d) and

correlation coefficient (e) from 30°-elevation Ka-band observations, and LWP (f) retrieved from HATPRO observations. Liquid

base height from the ceilometer is overlayed on all panels, while temperature contours are overlayed on panel a. From the onset

of the event until 17:30 on 19 April ZDR displays high values, above 2 dB, indicative of the presence of oblate ice particles.450

The temperature of the liquid layer, slightly colder than -10°C, is compatible with the growth of plate-like particles (e.g.,
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Figure 8. Same as in Fig. 7, but limited to only LLMPC events with cloud-top temperature warmer than -10°C.

Bailey and Hallett, 2009). Ice particles in fact nucleate in the liquid layer, hence their habit is strongly dependent on liquid

layer temperature (Myagkov et al., 2016; Chellini et al., 2022). ZDR decreases as particles sediment, and DWR increases,

indicating the onset of aggregation, which increases the size of the ice particles (which in turn enhances DWR), and renders

the particles more spherical (which in turn lowers ZDR). In this first period MDV displays values close to 1 m s−1, which455

are compatible with the presence of aggregates of plate-like particles (Locatelli and Hobbs, 1974; Heymsfield and Westbrook,

2010; Karrer et al., 2020). As already reported by Chellini et al. (2022) aggregation already onsets within the liquid layer of

the LLMPC. After 17:30 the characteristics of the LLMCP change dramatically: LWP increases from values lower than 100 g

m−2 to values close to 400 g m−2, and precipitation is mostly composed of small, fast-falling, symmetrical particles. This is

indicated respectively by MDV reaching values close to 2 m s−1, ρHV close to 1, and ZDR close to 0 dB. These factors together460

suggest the presence of rimed particles and/or drizzle. Interestingly this sudden change in precipitation regime is accompanied

by cloud-top temperatures (CTT) rising to values slightly warmer than -10°C, and a higher cloud with base at 1500 to 2000 m.

Temperatures between -10 and -8°C in particular have been associated with the growth of isometric particles with higher riming

efficiency (Fukuta and Takahashi, 1999; Myagkov et al., 2016), that might explain the dramatic change in radar signatures at

17:30. After 23:00 on April 19th, LWP decreases again and the LLMPC reduces to a thin layer a few hundred meters deep465

(after 01:00 on April 20th), which does not produce any precipitation, as indicated by the liquid base from the ceilometer being

close to the lowest range gates where radar reflectivity is displayed. The layer is likely composed mostly by liquid droplets, as

reflectivity is below -20 dBZ.

5.1 Statistical analysis: temperature dependence of radar signatures

Ice microphysics is greatly dependent on temperature (Pruppacher and Klett, 2012), as such we can expect that observational470

fingerprints of microphysical processes display characteristic temperature dependencies. In order to illustrate these depen-

dencies, in Fig. 7 we show contoured-frequency by temperature diagrams (CFTD; Yuter and Houze Jr, 1995) of most radar
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variables introduced in the previous sections. Such diagrams illustrate how distributions of observed variables vary as tempera-

ture changes. In the Figure, radar variables for the whole study period are matched with temperature from HATPRO retrievals,

and median and quantiles of each variable are then calculated in 0.5°C-wide temperature bins. In order to avoid contamination475

by other cloud types, only timestamps flagged as containing a LLMPC, and only range gates below the cloud top of the LLMPC

are included. The latter selection is performed by determining the lowest radar range gate without signal above the liquid base

in each column; all range gates above are ignored, so that higher clouds do not contribute to the statistics. Only data points

where the liquid attenuation correction is available are included in the reflectivity and DWR CFTDs.

As already noted by Myagkov et al. (2016) and Chellini et al. (2022), and highlighted when commenting the case study in480

Fig. 3, in LLMPCs the habit of the ice particles produced is fully determined by the temperature of the liquid layer, where

the ice particles nucleate and grow by depositional growth. This is in contrast to deeper cloud systems, where ice habits are

less predictable due to particles growing in a number of temperature regimes as they sediment. The first temperature regime

that we would like to highlight in Fig. 7 is the so-called dendritic-growth zone, namely the region between -20 and -10°C

where plate-like particles grow (e.g., Bailey and Hallett, 2009; Bechini et al., 2013; von Terzi et al., 2022): inside this regime485

stellar or fern-like dendritic particles are observed under liquid saturation conditions, and especially between -16 and -12°C

(Takahashi, 2014). Rapid growth and aggregation of dendritic particles in this temperature regime has been widely reported

(Takahashi, 2014; Barrett et al., 2019; Dias Neto et al., 2019). Dendritic particles in fact aggregate efficiently due mechanical

entanglement of their dendritic branches (Connolly et al., 2012). Fingerprints of dendritic growth and subsequent aggregation

can be especially inferred by examining the dual-wavelength, Doppler, and polarimetric radar variables in Fig. 7: DWR displays490

a steady increase starting at -15°C and peaking at -11°C, while MDV slightly increases in the same temperature region,

displaying median values close to -0.6 m s−1; ZDR and sZDRmax both start increasing and reach their maxima at a slightly

colder temperature than DWR (-16 and -12°C respectively), while KDP, especially its 0.75 quantile, starts increasing at colder

temperatures (-18°C), reaches its maximum at -15°C, then steadily decreases as particles fall towards warmer temperatures. In

agreement with Chellini et al. (2022), the observed DWR and MDV values are compatible with low-density dendrite aggregates495

(Locatelli and Hobbs, 1974; Heymsfield and Westbrook, 2010; Kneifel et al., 2015). Bands of enhanced KDP and ZDR at

dendritic-growth temperatures have been widely reported in mid-latitude deep precipitating systems (Bechini et al., 2013;

Schrom et al., 2015; Griffin et al., 2018; von Terzi et al., 2022). The maximum in KDP at -15°C can be in fact related to the

increase in number concentration of small asymmetric ice particles, and as such, a KDP increase has been suggested to be a

prerequisite for the onset of aggregation (Moisseev et al., 2015). The enhancement of ZDR is instead typically interpreted as500

originating from rapid growth of plate-like particles (Schrom and Kumjian, 2016; Griffin et al., 2018; von Terzi et al., 2022).

Interestingly, in typical mid-latitude systems the maximum in ZDR is observed above the maxima of KDP and DWR, and KDP

is found to increase steadily from the top of the dendritic-growth zone until its base (von Terzi et al., 2022), while Fig. 7 paints

a different picture. In the Figure the peak in KDP, and therefore ice number concentration, at -15°C, is followed by increases

in DWR and ZDR at slightly warmer temperatures. These discrepancies might be connected to the limited depths associated505

with Arctic LLMPCs, compared to mid-latitude deep precipitating systems. Moreover, fragmentation of dendritic and stellar

crystals has been widely suggested in literature (e.g., Rangno and Hobbs, 2001; Schwarzenboeck et al., 2009; von Terzi et al.,
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2022; Pasquier et al., 2022), and it might be associated with the increase in ice number concentration suggested by the sharp

enhancement in KDP at -15°C.

At CTT warmer than -10°C, LLMPCs at Ny-Ålesund typically produce smaller particles, characterized by DWR close to 0510

dB (Chellini et al., 2022). This is confirmed by Fig. 8, which displays CFTDs of the same radar variables included in Fig. 7, but

restricted to events with CTT warmer than -10°C. The Figure displays median DWRs lower than 1 dB, compatible with particles

with sizes close to or smaller than 1 mm (e.g., Ori et al., 2020), fall velocities that steadily increase from -0.4 m s−1 at -10°C

to -0.7 m s−1 at 0°C, typical for small ice crystals with low degree of riming. Prolate particles, such as columns and needles,

typically grow in this temperature regime (e.g., Bailey and Hallett, 2009; Myagkov et al., 2016), and can be easily detected515

via their enhanced LDR (Oue et al., 2015; Bühl et al., 2016; Li et al., 2021): panel f in Fig. 8 displays that LDR values higher

than -20 dB occurred less than 25% of the cases at temperatures between -4 and 0°C, with frequency dramatically decreasing

at colder temperatures. They do not seem to produce large aggregates, as DWR remains low. The increase in KDP between -6

and 0°C is compatible with the hypothesis of formation of needle particles in a portion of the cases, as it signals an increase in

number concentration of asymmetric particles. Interestingly we can draw a parallel between the increase in ZDR at dendritic520

growth temperatures, which is preceded by an increase in KDP, and the increase in LDR at column growth temperatures, also

preceded by an increase in KDP. This might be due to the time needed for small KDP-producing ice particles to grow either

into larger ZDR-producing plates or larger LDR-producing columns. At the same time, this second KDP enhancement region

could be an indication of secondary ice production, as it has been reported in Arctic LLMPCs at these temperatures (e.g., Luke

et al., 2021; Pasquier et al., 2022). This second KDP enhancement zone has in fact been observed in mid-latitude systems525

only in a limited fraction of cases by von Terzi et al. (2022), and to a far lesser extent, which supports the hypothesis that

the observed enhancement might be attributable to mixed-phase-related secondary ice production, such as droplet shattering

or rime splintering. The high fall velocities associated with the higher quartile in MDV could be indicative of riming (e.g.,

Kneifel and Moisseev, 2020), which is also compatible with low ZDR, as well as high ρHV, especially observed between -8

and -5°C.530

6 Conclusions

We present a comprehensive long-term dataset of remote sensing observations of low-level mixed-phase clouds (LLMPCs),

taken at the high Arctic site of Ny-Ålesund, Svalbard, Norway. The dataset in particular features dual-wavelength and polari-

metric Doppler cloud radars observations, which are especially suited for ice microphysical studies. Cloud radar observations

are complemented by thermodynamic retrievals from a microwave radiometer (temperature, liquid water path, and integrated535

water vapor), liquid base height from a ceilometer, and wind fields from large-eddy simulations. LLMPCs were detected using

criteria based on the persistence of ice and liquid phases, and only periods when LLMPCs were detected were included in the

dataset. All variables have undergone extensive quality control, especially the cloud radar observations, that were calibrated,

as well as corrected for attenuation, ground clutter, and range folding. Unreliable data from microwave radiometer retrievals

23

https://doi.org/10.5194/essd-2023-157
Preprint. Discussion started: 6 June 2023
c© Author(s) 2023. CC BY 4.0 License.



was also removed using precipitation information and a spectral consistency approach. All variables are brought to the same540

time and range grids, for easier matching of data originating from different instruments.

The large number of radar variables, coupled with thermodynamic, liquid base height and wind field data, included in the

dataset allows for a comprehensive characterization of microphysical, as well as macrophysical, properties of LLMPCs. Micro-

physical studies will especially benefit from the combination of this dataset with data from the Video In-Situ Snowfall Sensor

(VISSS; Maahn et al., 2023), which was operated at Ny-Ålesund during the same period. Additionally, the large number545

of events included in the dataset (more than 600) enables to compile robust statistics, especially for studies of ice micro-

physical processes. We demonstrate this by performing a brief statistical analysis of the temperature dependence of Doppler,

dual-wavelength and polarimetric radar variables. Expanding upon results from previous studies, we show that LLMPCs at

temperatures between -18 and -10°C display dual-wavelength and polarimetric signatures compatible with the rapid increase

in number concentration, growth and subsequent aggregation of plate-like particles. We further show fingerprints suggesting550

the formation of precipitating prolate particles at temperatures warmer than -5°C. The analysis highlighted that LLMPCs are

especially suited for process studies, as the ice habits involved can be easily inferred based on temperature, due to the limited

depth of such clouds. This makes the dataset an ideal testing environment for lagrangian particle models and microphysical

schemes.

7 Data availability555

The full dataset has been published in Chellini et al. (2023), and is available at: www.doi.org/10.5281/zenodo.7803064.
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Chapter 5

Study 3: Assessing the role of
turbulence in determining
precipitation characteristics

This study is composed of a main manuscript, a supplement to the manuscript,
and an additional analysis. The manuscript and supplement were submitted to a
scientific journal on September 27th, 2023. Minor formatting changes were made to
the manuscript and supplement for the inclusion in this dissertation. The additional
analysis was not included in the submitted version. The manuscript starts at page
110, the supplement starts at page 126, while the additional analysis can be found
in Section 5.1 at page 136. The details of the submitted manuscript are as follows:

Chellini, G., and S. Kneifel (2023). Turbulence as a key driver of ice
aggregation and riming in Arctic low-level mixed-phase clouds, revealed
by long-term cloud radar observations. Submitted to Geophysical Research
Letters.

The final peer-reviewed article has been published under the Creative Commons
Attribution 4.0 International Public License, and can be found at:

Chellini, G., and S. Kneifel (2024). Turbulence as a key driver of ice
aggregation and riming in Arctic low-level mixed-phase clouds, revealed
by long-term cloud radar observations. Geophysical Research Letters, https:
//doi.org/10.1029/2023GL106599.

Author contributions: GC planned and structured the article, with the super-
vision of SK. GC developed the EDR retrieval approach, combined and analyzed
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data from all sources, and prepared the visualization of the results. Both authors
contributed to the interpretation of the results. GC drafted the manuscript and
reviewed it iteratively with SK. The additional analysis in Section 5.1 was developed
independently by GC.
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Abstract

Turbulence in clouds is known to enhance the probability of particles to collide. While
this effect has been intensively studied for warm rain formation, a similar impact on ice
growth processes is expected but a solid observational basis is still missing.

A statistical analysis of long-term cloud radar observations allows for the first time to
quantify the impact of turbulence on ice aggregation and riming in Arctic low-level mixed-
phase clouds.

Higher eddy dissipation rate regimes are directly associated with the presence of larger
ice aggregates, together with signatures of increased ice particle concentration, likely caused
by fragmentation. In temperature regimes more favorable to riming, turbulence dramatically
enhances the particles’ fall velocity, demonstrating markedly higher degrees of riming. Our
findings thus reveal the key role of turbulence for the formation of precipitable ice, and
highlight the need for an improved understanding of turbulence-hydrometeor interactions
in cold clouds.

Plain Language Summary

Liquid and frozen precipitation mainly forms by collision and subsequent aggregation
of small particles. Collisions between cloud particles, such as droplets and ice crystals, are
thought to be increased by turbulence. While this effect has been intensively studied for
liquid-only clouds, the impact of turbulence on ice-ice collisional growth (aggregation) and
ice-liquid collisional growth (riming) is expected but has so far been poorly quantified. We
study the effect of turbulence on aggregation and riming based on a long-term remote-sensing
dataset of low-level clouds containing both ice and liquid particles, recorded at an Arctic
site. Cloud radar observations are used to retrieve the dissipation rate of turbulent kinetic
energy (i.e., the eddy dissipation rate; EDR), which is the relevant quantity driving increases
in collision rates, and to characterize ice particle properties. We find evidence that higher
EDR regimes enhance the aggregation of particles, and are associated with signatures of
increased ice particle concentration, possibly caused by the production of particle fragments
upon collision. In temperature regimes more favorable to riming, turbulence dramatically
enhances the particles’ fall velocity, denoting higher degrees of riming. Our findings thus
highlight a key role of turbulence for the formation of precipitable ice.

1 Introduction

Precipitation formation is for the most part determined by hydrometeor collisional
processes: in warm clouds, hydrometeors transition from cloud droplets into drizzle and
raindrops via the collision-coalescence process, while in cold clouds precipitation mainly
forms by aggregation, i.e., ice-ice collisions, and riming, i.e., collisions between ice particles
and supercooled droplets (Pruppacher & Klett, 2012). The role of turbulence in the initia-
tion of warm precipitation has been widely debated in the past century (e.g., Arenberg, 1939;
East & Marshall, 1954), but a consensus has been reached in recent decades on the key role
it plays (e.g., Shaw, 2003; Pumir & Wilkinson, 2016; Seifert & Onishi, 2016). Conversely,
the role of turbulence in collisional ice-growth processes has received little attention. A lim-
ited number of authors have suggested, based on case studies, that turbulence might induce
enhancements in ice collisional growth (e.g., Houze & Medina, 2005; Aikins et al., 2016),
and that increases in ice-ice collision rates might further affect precipitation by substan-
tially enhancing secondary ice processes, especially collisional fragmentation (Ramelli et al.,
2021; Billault-Roux et al., 2023). Consequently, turbulence represents a poorly-understood
pathway for the interaction between cloud dynamics and microphysics. Since most precip-
itation world-wide originates from the ice phase (Mülmenstädt et al., 2015; Heymsfield et
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al., 2020), a deeper understanding and quantitative estimate of the impact of turbulence on
ice microphysical process is likely to improve precipitation forecasts.

Theoretical fluid dynamics studies have shown dramatic increases in collision rates
between particles suspended in a fluid with increasing turbulence (e.g., Pumir & Wilkinson,
2016). When particle inertia is negligible with respect to the fluid’s inertia, particles act as
tracers for the fluid motion, and turbulence-induced velocity gradients in the fluid increase
collisions (Saffman & Turner, 1956). As particles grow, their inertia becomes comparable
to that of the fluid and particles are subject to so-called inertial effects. Particles tend to
cluster in regions of the flow with lower vorticity, and centrifugal forces generated by the
eddies enhance relative velocities between particles, leading to large relative velocities even
between particles of similar sizes (Squires & Eaton, 1991; Shaw et al., 1998; Voßkuhle et
al., 2014). The relevance of these effects for increasing collisions between ice particles, as
well as ice particles and supercooled droplets has been suggested by Naso et al. (2018) and
Sheikh et al. (2022), among others.

To our knowledge, these theoretical considerations have been poorly supported by ob-
servations in atmospheric clouds. Based on case studies, a handful of authors have identified
shear layers as regions of precipitation enhancement in orographic precipitation (Houze &
Medina, 2005; Grazioli et al., 2015; Medina & Houze, 2015; Aikins et al., 2016; Ramelli
et al., 2021; Gehring et al., 2022) and in warm conveyor belts (Gehring et al., 2020). Out
of the mentioned studies, Houze and Medina (2005) first suggested that shear leads to the
formation of overturning cells, and that subcellular motions might favour increasing differ-
ential settling velocities between hydrometeors, leading to enhanced aggregation and riming.
Recently, Fitch and Garrett (2022b) reported that in Arctic low-level mixed-phase clouds
graupel settling velocity and density increase with increasing turbulence.

Here, we present a new view on the subject of ice growth enhancement by turbulence,
investigating the topic in low-level mixed-phase clouds (LLMPCs) at the Arctic site of Ny-
Ålesund. Arctic LLMPCs are inherently turbulent, as the liquid layer typically located
close to cloud top drives radiative cooling, which in turn produces buoyant overturning and
turbulence throughout the cloud layer (e.g., Morrison et al., 2012). Ice is nucleated and grows
in the liquid layer, first by vapor deposition, then via collisional processes, both by riming
(Fitch & Garrett, 2022a; Maherndl et al., 2023), and by aggregation (Chellini et al., 2022).
Due to the limited depth of LLMPCs, information on cloud-top temperature (CTT) allows
us to constrain the ice habits that are nucleated (Myagkov et al., 2016; Bühl et al., 2016),
which makes these clouds ideal natural laboratories to test the dependence of the turbulence-
ice-growth interaction on ice habits. Furthermore, the wide spectrum of liquid water path
(LWP) values typically observed, from a few tens up to 400 g m−2 (Gierens et al., 2020;
Chellini et al., 2022) allows us to discriminate between scenarios with varying likelihood of
riming. Our choice of investigating turbulence-microphysics interactions in Arctic LLMPCs
is hence due to the wide spectrum of conditions that they provide. Therefore, we argue that
the results here reported are likely to be applicable to other cloud types in other geographical
areas as well.

2 Methods

We use the long-term dataset of ground-based remote-sensing observations presented in
Chellini et al. (2023), which includes dual-wavelength and polarimetric Doppler cloud radar
observations, as well as thermodynamic retrievals from a microwave radiometer. Millimeter-
wavelength cloud radars have been widely used to study Arctic cloud properties and pro-
cesses (e.g., Shupe et al., 2006; Zhao & Garrett, 2008; Kalesse et al., 2016; Griesche et
al., 2021; Luke et al., 2021). Additionally, dual-wavelength and polarimetric observations
respectively provide information on ice particle characteristic size and shape (e.g., Hogan et
al., 2000; Bringi & Chandrasekar, 2001), and similar datasets have been used in past studies
to investigate ice microphysical processes (e.g., Barrett et al., 2019; Dias Neto et al., 2019;
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Trömel et al., 2021; Tetoni et al., 2022; von Terzi et al., 2022). Doppler observations fur-
ther provide the unique opportunity to retrieve the eddy dissipation rate (EDR) (Rogers &
Tripp, 1964; Bouniol et al., 2004; Borque et al., 2016), which is the key turbulence variable
affecting hydrometeor collision rates (Vaillancourt & Yau, 2000; Pumir & Wilkinson, 2016).

The dataset was recorded at the AWIPEV observatory in Ny-Ålesund, located on the
western coast of Spitsbergen at 79°N. It spans a 15-month period from 10 October 2021 until
31 December 2022, and only includes LLMPC events. The events were selected by requiring
that ice and liquid phases, identified with the Cloudnet target classification (Illingworth
et al., 2007), coexist for at least one hour, and cloud top remains below 2500 m. The
two cornerstones of the dataset are a 94-GHz zenith-pointing single-polarization Doppler
radar (hereafter referred to as W-band; Küchler et al. (2017)), and a 35-GHz scanning
dual-polarization Doppler radar (hereafter Ka-band; Chellini et al. (2023)). The radar
data have undergone quality control and post-processing, including attenuation corrections.
Temperature profiles and LWP from a co-located microwave radiometer have been retrieved
following the approaches by Crewell and Löhnert (2007) and Nomokonova et al. (2020). For
further technical details on the dataset and the processing methods applied we refer the
reader to Chellini et al. (2023).

We use equivalent radar reflectivity factor (hereafter reflectivity) Ze and mean Doppler
velocity (MDV) observed by the W-band in zenith, while polarimetric variables are taken
from Ka-band observations at 30-40° elevation. Zenith reflectivities from the two systems
are combined into the dual-wavelength ratio (DWR). The DWR is the ratio (in linear scale)
between reflectivities observed at two separate frequencies, and is sensitive to the character-
istic size of the ice particle population in the size range where hydrometeor backscattering
is in the Rayleigh regime at the lower frequency, and non-Rayleigh at the higher frequency
(Battaglia et al., 2020). For the used frequency combination (35-94 GHz), DWR is sensitive
to mean particle sizes ranging from 0.5 to 5 mm approximately, and takes on increasing
values up to approximately 10 dB, where it saturates and is no longer sensitive to further
increases in size (e.g., Ori et al., 2020). As for polarimetric variables, we focus on differen-
tial reflectivity ZDR, mostly sensitive to the aspect ratio, density, and size of asymmetrical
particles (Schrom & Kumjian, 2016; Griffin et al., 2018), correlation coefficient ρHV, which
decreases with increasing diversity in shape and orientation of particles (Andrić et al., 2013),
and specific differential phase KDP, related to the number concentration of small asymmet-
ric ice particles (Bechini et al., 2013; Schrom et al., 2015). The EDR is retrieved via the
variance of velocity time series, using a modified version of the approach by Borque et al.
(2016). Further details are given in the Supplement.

3 Case study

Before we present and discuss the statistical analysis based on the long-term LLMPC
dataset (section 4), we shortly illustrate the typical structure of LLMPCs occurring over
Ny-Ålesund and introduce the most relevant observables in a case study (Fig. 1). We can
identify three main periods based on turbulence characteristics: a first period from 3:00 until
5:00 UTC, when EDR is below 10−4 m2 s−3 throughout the cloud layer, a second period
between 5:00 and 11:00 UTC when EDR increases at cloud top, reaching values between
10−4 and 10−3 m2 s−3, and a third period after 11:00 UTC when EDR at cloud top is close
to or higher than 10−3 m2 s−3, and high EDR values are found also below liquid base. The
three periods are accompanied by varying microphysical fingerprints in the radar data.

The first two periods are characterized by similar CTTs close to -13° and LWP values
mostly below 50 g m−2. During the first period of low turbulence at cloud top, we find
ZDR values reaching up to 4 dB, consistent with the expected growth of dendritic particles
within this temperature regime (e.g., Takahashi, 2014). As soon as turbulence at cloud top
increases (ca. 5 UTC), ZDR drops, and DWR below the liquid layer increases to values
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Figure 1. Case study of low-level mixed-phase cloud, detected on 5 May 2022. Panels respec-

tively display: reflectivity from W-band radar with temperature contours overlayed (a), Ka-W

dual-wavelength ratio (b), mean Doppler velocity from W-band radar, smoothed with a 2-min

rolling average (c; negative values indicate targets moving towards the radar), differential reflec-

tivity from Ka-band observations at 30° elevation (d), eddy dissipation rate (e), liquid water path

(f). The dotted magenta line on panels a through e indicates liquid base height from a ceilometer,

while the contours in panel a indicate temperature in °C retrieved from microwave radiometer data.

Vertical dash-dotted lines indicate the three periods identified in the text.

between 4 and 7 dB. The increase in DWR together with the overall small change in MDV
strongly suggests that the increasing turbulence fosters the formation of larger aggregates.

The third period with most intense turbulence seems to favor riming, likely alongside
aggregation: DWR increases further up to 8-10 dB, accompanied by MDV exceeding, in
some regions, values of 1.5 m s−1, and much higher LWP values ranging between 100-350
g m−2. The high MDV values are indicative of higher-density rimed particles (Mosimann,
1995; Kneifel & Moisseev, 2020), whose more spherical shape is consistent with ZDR values
being close to 0 dB. While the case study presented already establishes a potential connection
between turbulence and collisional ice-growth processes in LLMPCs, the presence of such
interaction can only be demonstrated via robust statistics based on a high number of events.
Such analysis is presented in the next section.

4 Results and discussion

In this section we test the sensitivity of ice growth processes to varying turbulence
conditions, discriminating the cases into various classes, based on ice habit (via CTT) and
availability of liquid (via LWP). We build upon the results by Chellini et al. (2022), who
observed that ice aggregation predominantly occurs in LLMPCs at Ny-Ålesund if the liquid
layer of the cloud is at temperatures compatible with growth of plate-like particles, i.e.,
between -20 and -10°C. They attributed this to the rapid growth of dendritic particles,
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Figure 2. Contoured frequency by altitude diagram of several radar variables in eddy dissipa-

tion rate (EDR) classes, for profiles with cloud-top temperature between -20 and -10°C (a-f) and

between -10 and -2°C (g-l). Solid lines indicate median values, dashed lines indicate lower and

upper quartiles. Panels respectively display: reflectivity from W-band radar (a, g), Ka-W dual-

wavelength ratio (b, h), mean Doppler velocity from W-band radar (c, i), differential reflectivity (d,

j), correlation coefficient (e, k), specific differential phase (f, l). The y-axis indicates the distance

from cloud top along the vertical direction. Profiles are classified based on the mean EDR across

the topmost 500 m of the cloud layer. EDR values in the legend are reported in m2 s−3, height

bins are 25 m wide.

favored by saturation with respect to liquid; dendrites then aggregate efficiently due to
their large cross sectional area and sticking efficiency (Pruppacher & Klett, 2012). Chellini
et al. (2022) then reported a dramatic decrease in occurrence of ice aggregates when CTT is
warmer than -10°C, hence the production of large, fast-falling particles in this temperature
regime can be predominantly explained by riming. Therefore, we here classify all available
profiles into either a dendritic-growth regime (CTT between -20 and -10°C), where both
aggregation and riming can occur, or a columnar regime (CTT between -10 and -2°C),
where predominantly riming can take place. In order to determine connections between
microphysics and turbulence we classify profiles based on the mean EDR calculated across
the layer between cloud top and 500 m below cloud top. The mean is computed in log-scale,
as EDR is typically thought to be log-normally distributed (e.g., Siebert et al., 2006). The
reasoning behind this approach is given in the Supplement, together with distributions of
uppermost-500-m averaged EDR. All available profiles are classified into three EDR classes:
EDR < 10−4 m2 s−3, EDR between 10−4 and 10−3 m2 s−3, and EDR > 10−3 m2 s−3. They
were determined based on the quartiles of the distribution of uppermost 500 m averaged
EDR throughout all events, which are: 10−4.2, 10−3.5, 10−2.9 m2 s−3.
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4.1 Dependence of radar observables on EDR

The signatures obtained in the dendritic-growth regime in Fig. 2a-f confirm that
the main ice-growth process in this temperature regime is aggregation. All median curves
display values close to 0.6-0.7 m s−1, compatible with low-density aggregates (Locatelli &
Hobbs, 1974; Karrer et al., 2020). Increasing DWR with increasing EDR in Fig. 2b suggests
that aggregation might be indeed enhanced by higher EDR. The three median DWR curves
especially diverge in the top 500 m, with median values at 500 m below cloud top of 1.0,
1.8, and 2.4 dB. ZDR in the low EDR class displays a vastly different behaviour compared to
the intermediate and high EDR classes: it increases from cloud top until 300-400 m below
cloud top, then decreases. This could be a signature of depositional growth. The absence of
such signature in the two remaining EDR classes likely originates from onsetting aggregation
already close to cloud top. Similar features were already observed when comparing the first
and second period in the case study in Fig. 1. Hence, we argue that the combined decrease
in ZDR and increase in DWR with EDR and height are a clear indication of increasing
aggregation with turbulence.

In the classical theory of aggregation, the process is considered one-dimensional, taking
place along the vertical axis, and driven by sedimentation velocity differences (e.g., Field
& Heymsfield, 2003; Westbrook et al., 2004). Turbulence can strongly enhance relative
velocities both in the vertical and horizontal component and also lead to locally enhanced
particle concentrations. Direct numerical simulations (DNS) by Sheikh et al. (2022) with
300-µm plate particles revealed that collision kernels display an approximate power law
dependence on EDR with exponent 0.5. In the case of inertial particles, they attributed
the collision rate increases to enhanced relative velocities generated by centrifugal forces.
The lack of a clear peak in ZDR in the intermediate and high EDR cases in Fig. 2d,
compared to the low EDR, suggests that such an enhancement in collision rate might already
be relevant close to cloud top. The enhanced KDP between 100 and 300 m below cloud
top might also be a consequence of an increase in collision rates, as it signals a higher
number concentration of small particles. One possible explanation for this signature might
be fragmentation of dendritic and stellar structures during particle collisions, which has
been frequently suggested in literature (e.g., Rangno & Hobbs, 2001; Schwarzenboeck et al.,
2009; von Terzi et al., 2022).

In the columnar regime, when CTT is higher than -10°C, aggregation is not dominant,
as evident from DWR for the most part being below 1 dB in Fig. 2h. Hence, the main
relevant ice-growth process is riming: MDV values in panel c are in fact compatible with
small high-density ice particles (Locatelli & Hobbs, 1974; Barthazy & Schefold, 2006), and
ZDR is close to 0 dB, indicative of the presence of spherical particles. Reflectivity and
MDV both display increasing median and quartile values with increasing EDR, while ρHV

displays values reaching closer to unity as particles sediment, and moving from the lower
EDR to the higher EDR class. All these signatures are compatible with increasing riming
with EDR, however, it cannot be clearly inferred from Fig. 2g-l whether these fingerprints
are generated by increased ice-liquid collision rates associated with increasing EDR, or by
increased liquid production associated with conditions that favor high EDR. In the next
section we disentangle the effects of increased liquid production and turbulence on the ice
microphysics.

In Fig. 2l KDP displays a similar behaviour in all EDR classes, with a maximum at
cloud top close to 0.1 ° km−1, then decreasing with height as particles sediment. Luke et
al. (2021) reported the occurrence of secondary ice production in less than 10% of cases
of MPCs in this temperature regime at the Arctic site of Utqiaġvik. Assuming a similar
frequency of occurrence of secondary ice production at Ny-Ålesund, we can attribute most
of the KDP signal in Fig. 2l to primary ice production. The maximum at cloud top is likely
associated with higher liquid water content (LWC) at cloud top (Mioche et al., 2017), as in
Arctic MPCs ice nucleation is thought to originate from the liquid phase (Prenni et al., 2009;
De Boer et al., 2011). Assuming that similar primary ice nucleation pathways are present
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Figure 3. Quartiles of W-band reflectivity (a), andW-band mean Doppler velocity (b), measured

at 500 m below cloud top, classified into liquid water path (LWP) and eddy dissipation rate (EDR)

classes, for profiles with cloud-top temperature between -10 and -2°C. The edges of the LWP classes

are indicated on the x-axis. Distributions belonging to the same LWP class, but different EDR

classes are shifted with respect to each other to facilitate the interpretation of the plot. Profiles are

classified based on the mean EDR across the topmost 500 m of the cloud layer. EDR values in the

legend are reported in m2 s−3.

above and below -10°C, the KDP maxima between 100 and 300 m below cloud top in the
dendritic regime in Fig. 2f can be indeed interpreted as generated by turbulence-induced
secondary ice production. Therefore, increasing collision rates with turbulence might lead
to higher number of fragments produced by collisions between plate-like particles. However,
we do not have an explanation for the higher values of KDP found in the intermediate EDR
class compared to those in the high EDR class.

4.2 Combined impact of LWP and EDR on riming

In this section we aim at disentangling the contributions from turbulence and LWP,
as in LLMPCs higher LWC has been reported in updrafts (Shupe, Kollias, Persson, &
McFarquhar, 2008; Khain et al., 2022), and stronger updrafts might in turn be associated
with higher EDR. In Figure 3 we display distributions of Ze, and MDV, taken at 500 m below
cloud top, classified based on LWP and uppermost-500-m averaged EDR, in the columnar
regime. A similar figure for the dendritic regime can be found in the Supplement.

As already mentioned, in this temperature regime we can assume that riming is the
dominant ice growth process. Ze and MDV display an increase with EDR in all LWP
classes with LWP > 100 g m−2. The increase in MDV being accompanied by an increase
in reflectivity indicates an enhancement in riming. Looking only at the lowest EDR class,
median Ze and MDV remain approximately constant throughout the whole range of LWP
values investigated. Even in the higher LWP classes (LWP > 200 g m−2), the values of Ze

and MDV shown in Fig. 3 suggest low degrees of riming when EDR < 10−4 m2 s−3. We
argue that this is a strong indication that turbulence is an essential component needed to
obtain riming, at least in the shallow liquid layers subject of this study. In the two lowest
LWP classes (i.e., LWP < 100 g m−2), reflectivities are similar across all EDR classes,
while MDV increases with EDR. This might in part be attributable to settling velocity
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enhancement by turbulence, via a process known as preferential sweeping (Maxey, 1987;
Aliseda et al., 2002; Li et al., 2021).

The riming intensification here reported might be attributed to higher EDR favoring
the formation of larger droplets, via collision-coalescence enhancement; riming has been in
fact shown to be sensitive to droplet size (Jensen & Harrington, 2015; Erfani & Mitchell,
2017). Erfani and Mitchell (2017) reported that for LWC of 0.05 g m−3 a doubling of the
mass-median diameter of droplets from 8 to 16 µm quadruples the riming rate. In warm rain
formation, the role of turbulence in favoring the formation of collision-coalescence initiators
has been suggested. These are droplets sufficiently large to initiate precipitation formation,
and are thought to be generated by cloud-top turbulence, which locally enhances collision-
coalescence (Small & Chuang, 2008). Similarly, in MPCs turbulence might favor the initial
formation of rimed crystals, which then collect droplets more and more efficiently as they
rime, due to the dramatic dependence of collection efficiency on the particle’s Reynolds
number Re, which in turn increases with size (Wang & Ji, 2000).

In addition to a collision-coalescence enhancement, inertial effects have also been sug-
gested to play a role in the enhancement of ice-liquid collision rates (Pinsky & Khain, 1998).
Furthermore, we speculate that turbulence might favor collisions between ice crystals and
droplets on the smaller side of the size distribution. Due to the small sizes and relatively
low inertia of droplets, modifications of the flow field by the ice particle play a large role
in riming. DNS studies have shown that if modifications of the flow by the collector are
neglected, collision rates between ice crystals and droplets are only marginally increased
under increasing EDR (Naso et al., 2018). In contrast, if the two-way interaction between
the collector and the flow is taken into account, an increase in collision efficiency for small
particles with EDR at constant collector Re has been suggested by Homann et al. (2016),
although their study didn’t look specifically at cloud microphysics applications.

5 Conclusions

In this study, we use state-of-the-art dual-frequency and polarimetric Doppler cloud
radar observations of Arctic low-level mixed-phase clouds to evaluate the role of turbulence
in the growth of precipitable ice particles. We perform a statistical analysis based on a large
number of events, which highlights the key role that turbulence plays in cold precipitation
formation. In particular, following previous studies, categorizing the events based on CTT
allows us to discriminate between cases where both aggregation and riming are relevant
growth processes (at CTT between -20 and -10°C, i.e., at dendritic-growth temperatures),
and cases where only riming is relevant (at CTT warmer than -10°C, i.e., at columnar-growth
temperatures). The main findings of this study are:

• At dendritic-growth temperatures higher EDR is associated with increasing size of
ice particles. We argue that such an increase is attributable to increasing collision
rates between ice particles, leading to larger aggregates. We suggest that, in this
temperature regime, increasing collision rates with EDR might lead to increasing
secondary ice production via fragmentation of dendritic structures, in addition to an
enhancement in aggregation.

• At temperatures warmer than -10°C, turbulence appears to increase riming rates.
Dramatic increases in MDV and reflectivity (up to 120% in MDV and 8 dB in Ze) with
increasing EDR and constant LWP are observed, suggesting that riming in shallow
liquid layers, such as those observed in the LLMPCs here studied, is a fundamentally
turbulent process. We discuss a number of possible processes that could lead to the
observed increased riming rates, however the remote sensing observations here used
don’t allow us either to pinpoint or exclude specific processes. We deem that further
work combining model experiments with remote-sensing observations is highly needed
in this regard to explain the riming rate enhancement here reported.
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We argue that turbulence is potentially a key component determining the characteristics
of precipitation. The current study only highlighted this key role in shallow clouds charac-
terized by low to intermediate EDR values, between 10−5 and 10−2 m2 s−3. Mid-latitude
frontal systems display similar values (Chapman & Browning, 2001), while deep convective
systems have been reported to produce EDR up to 10−0.5 m2 s−3 (Feist et al., 2019). There-
fore interactions between turbulence and ice growth might be at play in many cloud systems
that produce precipitation at the mid-latitudes. The inclusion of turbulence-dependent col-
lision kernels for collision-coalescence has been shown to produce large improvements in
warm rain formation in models (e.g., Seifert et al., 2010). We thus argue that fully quanti-
fying and parametrizing the impact of turbulence on snow and graupel growth is crucial to
improve model performance. Further efforts are hence needed to reach an understanding of
particle inertial effects in snow, as well as the processes leading to riming enhancement in
turbulence.

6 Open Research

The remote-sensing data used in this study have been published in Chellini et al.
(2023), and are available at: doi.org/10.5281/zenodo.7803064. The slow edge velocity,
needed as input for the EDR retrieval, together with the EDR retrieval output have been
published separately and are available at: doi.org/10.5281/zenodo.8325221.
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Chemistry and Physics, 20 (8), 5157–5173. doi: 10.5194/acp-20-5157-2020

Ori, D., Schemann, V., Karrer, M., Dias Neto, J., von Terzi, L., Seifert, A., & Kneifel, S.
(2020). Evaluation of ice particle growth in ICON using statistics of multi-frequency
Doppler cloud radar observations. Quarterly Journal of the Royal Meteorological So-
ciety , 146 (733), 3830–3849. doi: 10.1002/qj.3875

O’Connor, E. J., Hogan, R. J., & Illingworth, A. J. (2005). Retrieving stratocumulus
drizzle parameters using Doppler radar and lidar. Journal of Applied Meteorology ,
44 (1), 14–27. doi: 10.1175/JAM-2181.1

Pinsky, M. B., & Khain, A. P. (1998). Some effects of cloud turbulence on water–ice and
ice–ice collisions. Atmospheric Research, 47–48 , 69–86. doi: 10.1016/S0169-8095(98)
00041-6

Pope, S. B. (2000). Turbulent flows. Cambridge University Press.

Prenni, A. J., Demott, P. J., Rogers, D. C., Kreidenweis, S. M., Mcfarquhar, G. M., Zhang,
G., & Poellot, M. R. (2009). Ice nuclei characteristics from M-PACE and their relation
to ice formation in clouds. Tellus B: Chemical and Physical Meteorology , 61 (2), 436–
448. doi: 10.1111/j.1600-0889.2009.00415.x

Pruppacher, H. R., & Klett, J. D. (2012). Microphysics of clouds and precipitation:
Reprinted 1980. Dordrecht: Springer. doi: 10.1007/978-94-009-9905-3

Pumir, A., & Wilkinson, M. (2016). Collisional Aggregation Due to Turbulence. Annual Re-
view of Condensed Matter Physics, 7 (1), 141–170. doi: 10.1146/annurev-conmatphys
-031115-011538

Ramelli, F., Henneberger, J., David, R. O., Lauber, A., Pasquier, J. T., Wieder, J., . . .
Lohmann, U. (2021). Influence of low-level blocking and turbulence on the micro-
physics of a mixed-phase cloud in an inner-Alpine valley. Atmospheric Chemistry and
Physics, 21 (6), 5151–5172. doi: 10.5194/acp-21-5151-2021

Rangno, A. L., & Hobbs, P. V. (2001). Ice particles in stratiform clouds in the Arctic and
possible mechanisms for the production of high ice concentrations. Journal of Geophys-
ical Research: Atmospheres, 106 (D14), 15065–15075. doi: 10.1029/2000JD900286

Rogers, R., & Tripp, B. (1964). Some radar measurements of turbulence in snow. Journal of
Applied Meteorology and Climatology , 3 (5), 603–610. doi: 10.1175/1520-0450(1964)
003⟨0603:SRMOTI⟩2.0.CO;2

Saffman, P., & Turner, J. (1956). On the collision of drops in turbulent clouds. Journal of
Fluid Mechanics, 1 (1), 16–30. doi: 10.1017/S0022112056000020

Schemann, V., & Ebell, K. (2020). Simulation of mixed-phase clouds with the ICON large-

–14–



manuscript submitted to Geophysical Research Letters

eddy model in the complex Arctic environment around Ny-Ålesund. Atmospheric
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Voßkuhle, M., Pumir, A., Lévêque, E., & Wilkinson, M. (2014). Prevalence of the sling effect
for enhancing collision rates in turbulent suspensions. Journal of Fluid Mechanics,
749 , 841–852. doi: 10.1017/jfm.2014.259

Wang, P. K., & Ji, W. (2000). Collision efficiencies of ice crystals at low–intermediate
Reynolds numbers colliding with supercooled cloud droplets: A numerical study. Jour-
nal of the Atmospheric Sciences, 57 (8), 1001–1009. doi: 10.1175/1520-0469(2000)
057⟨1001:CEOICA⟩2.0.CO;2

Westbrook, C., Ball, R., Field, P., & Heymsfield, A. (2004). Theory of growth by differential
sedimentation, with application to snowflake formation. Physical Review E , 70 (2),
021403. doi: 10.1103/PhysRevE.70.021403

Zhao, C., & Garrett, T. (2008). Ground-based remote sensing of precipitation in the
Arctic. Journal of Geophysical Research: Atmospheres, 113 (D14). doi: 10.1029/
2007JD009222

Zhu, Z., Kollias, P., & Yang, F. (2023). Particle Inertia Effects on Radar Doppler Spectra
Simulation. Atmospheric Measurement Techniques, 16 (15), 3727–3737. doi: 10.5194/
amt-16-3727-2023

–16–



GEOPHYSICAL RESEARCH LETTERS

Supporting Information for “Turbulence as a key driver of

ice aggregation and riming in Arctic low-level mixed-phase

clouds, revealed by long-term cloud radar observations”

Giovanni Chellini1, and Stefan Kneifel2

1Institute for Geophysics and Meteorology, University of Cologne, Cologne, Germany

2Meteorological Institute, Ludwig-Maximilians-Universität in Munich, Munich, Germany

Contents of this file

1. Text S1 to S3

2. Figures S1 to S3

Introduction

The present Supplement includes three sections: section S1 presents the approach used to

retrieve the eddy dissipation rate (EDR) from cloud radar observations, section S2 presents

statistics of retrieved EDR and motivates the EDR classification approach used in the analysis,

section S3 presents statistics of the joint dependence of radar observables on EDR and liquid

water path (LWP) at dendritic-growth temperatures, similar to the analysis reported in section

4.2.
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S1: EDR retrieval

A variety of methods have been proposed to derive EDR estimates from cloud radar obser-

vations, with most of them focusing either on the Doppler spectrum width or on the variance

of mean Doppler velocity (MDV) time series (Rogers & Tripp, 1964; Brewster & Zrnić, 1986;

Kollias et al., 2001; Bouniol et al., 2004; Shupe et al., 2008; Borque et al., 2016; Griesche et al.,

2020). Spectrum-width-based methods rely on the assumption that the microphysical contribu-

tion to spectrum width is negligible when compared to the turbulence-induced broadening of the

Doppler spectrum (Rogers & Tripp, 1964; O’Connor et al., 2005; Borque et al., 2016), and is

hence not suited for applications in precipitating clouds. We therefore use a velocity time series

variance approach similar to that developed by Borque et al. (2016). Their approach consists in

performing a fast Fourier transform (FFT) of MDV time series at a given range gate, and fitting

a power law to the resulting spectrum with a fixed slope of -5/3 expected for vertical motions

belonging to the inertial subrange (e.g., Pope, 2000). A linear fit to the FFT output (brought to

log-log scale) is attempted in several frequency intervals [flow, fhigh], and the EDR is computed

for all frequency intervals whose fit has a slope within -5/3±1/3. Following this approach, the

EDR is then computed as (Borque et al., 2016, eq. 2):

EDR =
2π

Vh

(
2

3α

∫ fhigh

flow

S(f)df

)3/2 (
f
−2/3
low − f

−2/3
high

)−3/2
, (1)

where α is the Kolmogorov constant (here taken as 0.55), S(f) is the MDV power spectrum (i.e.,

the FFT output), and Vh is the horizontal wind speed. Borque et al. (2016) then compute the

final EDR value as the mean value across all valid frequency intervals. Compared to other MDV

time series variance approaches, e.g., those by Bouniol et al. (2004) and Shupe et al. (2008), this

approach has the advantage of computing the EDR only from the fraction of the MDV variance

that is attributable to the inertial subrange, instead of the total MDV variance. A variant of this

approach was validated against in-situ balloon-borne observations of EDR in Arctic LLMPCs
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by Griesche et al. (2020), who found agreement within a factor of 3 between the in-situ and

remote-sensing methods.

Here we apply some slight modifications to the retrieval approach by Borque et al. (2016), to

make it more suited to our data and objective. Zhu, Kollias, and Yang (2023) recently analysed

how cloud radar Doppler spectra are affected by inertial effects: they reported a lower degree of

turbulence-induced broadening at the fast edge of Doppler spectra observed in rain, compared to

the slow edge. This translates into a lower variance of MDV when inertial particles are present in

the particle population, hence leading to a possible underestimation of the EDR. For this reason

we apply the EDR retrieval to the slow edge velocity (SEV), instead of the MDV, as Zhu et

al. (2023) found it not to be affected by inertial effects. We calculate the SEV as the velocity

associated with the slowest Doppler bin above the peak noise level, belonging to a spectral cluster

whose width is at least 5 Doppler bins. The choice of using the peak noise level as threshold was

determined based on von Terzi, Dias Neto, Ori, Myagkov, and Kneifel (2022), who used a fixed

threshold of 3 dB above the mean noise level: due to the varying Doppler resolution and Nyquist

velocity, and hence spectral noise density, with range of the radars here used (see Table 2 in

Chellini et al. (2023)), we determined that a threshold varying with noise characteristics is more

suited, hence the choice of the peak noise level. Mean and peak noise level are determined based

on the commonly used algorithm by Hildebrand and Sekhon (1974). Similarly to Griesche et al.

(2020), the retrieval is performed in 5-minute intervals. Possible gaps in the data are allowed, for

a maximum of 10% of the data points in each 5-minute time series, and are filled with a cubic

spline interpolation. Several frequency intervals [flow, fhigh] are attempted: the attempted values

for the lower bound are flow = 10−4+0.1·n Hz, while the attempted values for the higher bound

are fhigh = 100−0.1·m Hz, with n and m non-negative integers. All [flow, fhigh] combinations with

fhigh ≥ 5 · flow are attempted.
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Horizontal wind speed information (Vh in Eq. 1) is here taken from Chellini et al. (2023) as well.

They included horizontal wind fields from the ICOsahedral Non-hydrostatic Large Eddy Model

(ICON-LEM) simulations by Schemann and Ebell (2020) and Kiszler, Ebell, and Schemann

(2023).

S2: Vertical EDR distribution

In section 4 we classify profiles based on the mean value of log10(EDR) across the top 500 m

of the cloud layer. Here, we justify this choice. Figure S1a displays quantiles of EDR as function

of height, while Fig. S1b displays quantiles of the quantity:

log10(EDR(z))−
1

CTH− z

∫ CTH

z
log10(EDR(z

′))dz′, (2)

where CTH stands for cloud-top height, and z indicates height from the ground. As such the

value in the formula indicates the deviation between the EDR value retrieved at height z, and

the mean EDR computed across the layer with base at height z and top at cloud top. The figure

shows that the median deviation is approximately 0 from cloud top, until approximately 800 m

below cloud top. Thus, in this height range the EDR is distributed symmetrically around the

cloud-top-layer-averaged value. In the analysis in the main body of the paper we choose z = CTH

- 500 m, because it falls within these values, while at the same time the spread around the cloud-

top-layer-averaged value is contained. Looking at the 25th and 75th percentiles we can in fact

deduce that, at this height, in 50% of the cases the deviation from the cloud-top-layer-averaged

EDR value falls within half an order of magnitude (i.e ±0.25 log10(m
2 s−3)). Distributions of

uppermost-500-m averaged EDR for all events are displayed in Fig. S2.

S3: Combined impact of LWP and EDR on riming and aggregation in the dendritic

regime

Similarly to Fig. 3 in the main body of the article, in Fig. S3 we display distributions of

DWR, Ze, and MDV, taken at 500 m below cloud top, classified based on uppermost-500 m

averaged EDR and LWP, in the dendritic regime. First, we focus on the two lowest LWP classes
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(0 to 50 g m−2, and 50 to 100 g m−2), where we can expect riming to be minimal. In fact, in

the two lowest LWP classes we find a marked dependence of DWR on EDR: the DWR quartiles

increase by approximately 2 dB from the lowest to the highest EDR classes. This corroborates

our conceptual interpretation of the vertical profiles shown in Fig. 2: EDR has a pronounced

impact on aggregation, as revealed by strongly increasing DWR and Ze with EDR class, in

contrast to the weak increase in median MDV. Looking at the entire LWP range in Fig. S3a,

one finds DWR to be almost independent on LWP but to increase substantially with EDR class

in any LWP bin. However, the steady increase of median MDV with LWP, from 0.4 m s−1 in

the lowest LWP class to 0.7 m s−1 in the highest LWP class, indicates that riming might be

still present also in the dendritic regime, and that while increasing EDR favors aggregation and

riming, increasing LWP favors for the most part riming alone.
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Figure S1. Contoured-frequency by altitude diagram of the logarithm of the eddy

dissipation rate (EDR, expressed in log10(m
2 s−3); panel a) and of the difference between

the logarithm of the eddy dissipation rate (EDR) at multiple heights and the average

log10(EDR) computed between each height and cloud top (b). The curves represent the

0.1 and 0.9 (dot-dashed), 0.25 and 0.75 (dashed), and 0.5 (solid) quantiles. Panel c

displays the number of samples available in each chosen height bin. Bins are 25 m wide.
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Figure S2. Probability density functions (PDF) for the average of the logarithm of the

eddy dissipation rate (EDR) in the uppermost 500 m. PDFs are shown for all events, and

for events with cloud-top temperature (CTT) between -20 and -10°C, and -10 and 0°C.

Bins are 0.05 log10(m
2 s−3) wide.
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Figure S3. Quartiles of Ka-W dual-wavelength ratio (a), W-band reflectivity (b), and

W-band mean Doppler velocity (c), measured at 500 m below cloud top, classified into

liquid water path (LWP) and eddy dissipation rate (EDR) classes, for profiles with cloud-

top temperature between -20 and -10°C. The edges of the LWP classes are indicated on

the x-axis. Distributions belonging to the same LWP class, but different EDR classes are

shifted with respect to each other to facilitate the interpretation of the plot. Profiles are

classified based on the mean EDR across the topmost 500 m of the cloud layer. EDR

values in the legend are reported in m2 s−3.



5.1 A first look at the potential enhancement of
ice particle fall velocity in turbulence

In addition to collision rates, turbulence is thought to enhance the velocities
of settling particles. As illustrated in Section 2.2.3, the preferential sweeping
process has been suggested to lead to particles oversampling descending regions of
a turbulent flow, in turn leading to higher settling velocities. Additionally, a second
process has been suggested to lead to the enhancement of settling velocities of
asymmetrical particles, termed differential settling, and is induced by fluctuations
in the canting angle of particle [e.g., Siewert et al., 2014, Gustavsson et al., 2017,
2021]. While preferential sweeping has been observed in snowfall by Li et al. [2021a]
and Li et al. [2021c], observational evidence of differential settling is currently
missing. Bréon and Dubrulle [2004] computed a root mean square tilt angle of
approximately 3° for 1-mm plates sedimenting in a turbulent flow with EDR = 10−2

m2 s−3. This value is likely to only marginally affect fall velocities. At the same
time, Zikmunda and Vali [1972] reported observing large orientation fluctuations for
rimed column and needle particles, and limited fluctuations for plate-like particles,
although they did not link these observations with turbulence estimates. They
further reported rimed columns and needles falling with their major axes aligned
vertically to have a velocity triple that of equivalent particles falling with their
major axes aligned horizontally. In this section, the same data and methods used
in Study 3 will be employed to investigate whether, in addition to aggregation
and riming enhancement, turbulence leads to an increase in settling velocities.

Fig. 5.1 displays contoured frequency by EDR diagrams of MDV, in the
dendritic and columnar CTT regimes, and in varying DWR classes. The associated
reflectivity distributions and number of samples are shown in Fig. 5.2. Only profiles
corresponding to LWP < 50 g m−2 are included in the figure, in order to minimize
possible contributions by increasing riming degree with EDR. The triple dependence
on EDR, particle size (via DWR), and particle habit (via CTT) is introduced because
the main parameter determining the intensity of the settling velocity enhancement
in preferential sweeping, as well as the magnitude of orientation fluctuations, is
the Stokes number St. St in turn depends on the particle relaxation time τp (see
Eq. 2.7), which is a function of particle size, habit, and density [e.g., Aliseda et al.,
2002, Gustavsson et al., 2021]. Figure 5.1 shows that, as EDR increases, median
MDV remains constant until a certain threshold EDR value, then increases. The
magnitude of the median MDV increase varies with DWR and CTT class. In
the small columnar particle class (CTT between -10 and -2°C, DWR below 2 dB)
MDV increases by 94.0% when comparing the median values at 10−5 and 10−2

m2 s−3. The corresponding values for dendritic particles are 22.4%, 12.1%, and
9.3%, respectively for the small (DWR below 2 dB), intermediate (DWR between
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2 and 6 dB), and large (DWR between 6 and 10 dB) particle classes. While an
increase in velocity is present in all classes, the magnitude is vastly larger for the
columnar particles, compared to the dendritic particles. While in first instance
this could be explained by the riming enhancement reported in Study 3, Fig. 5.2
paints a different picture: median reflectivity only increases by approximately 3 dB
when comparing its minimum value at 10−5 m2 s−3, and its maximum at 10−2.5

m2 s−3. This modest increase in reflectivity is likely associated with an increase
in particle density due to riming that can only marginally explain the dramatic
increase in MDV [e.g., Kalesse et al., 2013]. Similar considerations apply to the
dendritic particle classes, although riming cannot be excluded with a similar level
of certainty due to the far lower increase in MDV.

For all particle classes the increase in median MDV occurs at specific EDR
values: at 10−4 m2 s−3 for the small column class, at 10−2.5 m2 s−3 for the low-
DWR dendritic class, and at 10−3 m2 s−3 for the intermediate- and high-DWR
dendritic classes. Assuming that the relaxation time τp doesn’t significantly change
within each particle class as EDR increases, the varying critical EDR that leads to
enhancement in settling velocity can be explained as follows: as EDR increases, the
Kolmogorov microscale τη decreases, leading to the Stokes number St increasing,
and consequently to particles entering the St ≳ 0.1 regime where inertial effects
start being relevant [Yang and Lei, 1998, Aliseda et al., 2002, Pumir and Wilkinson,
2016]. Therefore the different critical EDR values are only determined by τp. This
interpretation of the results is tested in the next section, where a simple estimate
of St in the various particle classes is attempted.

5.1.1 Stokes number estimate

In an attempt to validate the interpretation of Fig. 5.1 given in the previous
section, the Stokes numbers associated with hypothetical particle populations
that could produce the observed radar fingerprints are estimated in Fig. 5.3. For
simplicity, inverse exponential size distributions are assumed, and the corresponding
radar reflectivity, DWR, and velocity are forward simulated using the snowScatt
database [Ori et al., 2021], in the case of pure dendrite and column aggregate
particle populations. The widths of the size distributions were chosen to produce
DWRs of 0.5, 4, and 8 dB. Such DWR values are compatible with the DWR
classes chosen when classifying observations in Fig. 5.1. The Stokes number
was computed for particles with sizes corresponding to the 0.25, 0.5, and 0.75
reflectivity-weighted quantiles (reflectivity at W-band in linear scale) of the particle
population. Reflectivity-weighted quantiles were chosen for a more straightforward
comparison with the MDV values reported in Fig. 5.1, as MDV is reflectivity
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Figure 5.1: Contoured frequency by eddy dissipation rate (EDR) diagram of mean
Doppler velocity (MDV) from the W-band cloud radar. Data are grouped based
on cloud-top temperature (CTT), and dual wavelength ratio (DWR). Solid lines
indicate median values, dotted lines indicate mean values, and dashed lines indicate
the first and third quartiles. Please note that in contrast with the figures of Study
3 where data are classified based on EDR averaged across the uppermost 500 m, in
this figure the indicated EDR is not averaged in range. EDR bins are 0.25 log10(m2

s−3) wide.

weighted. The particles’ relaxation time was computed using the formula:

τp = vTg
−1, (5.1)

which was introduced in Eq. 2.7. Terminal velocity vT was also taken from
snowScatt, which computes it using the approach by Böhm [1992]. The Stokes
number can be then estimated as:

St = τpτ
−1
η = vTg

−1τ−1
η = vTg

−1ν−1/2ε1/2. (5.2)

This equation relies on the assumption that all particles are smaller than the
Kolmogorov microscale η, which, in the case of snowflakes might not always be the
case. In fact, at an EDR value of 10−3 m2 s−3, assuming ν = 1.5·10−5 m2 s−3, the
Kolmogorov microscale η takes on the value of 1.2 mm, which is smaller than a
large fraction of the observed dendritic particles, especially those producing DWR
> 2 dB. For this reason, following the approaches by Schmitt and Seuront [2008]
and Xu and Bodenschatz [2008], a modified Stokes number is here used. In Eq. 5.2
τη is replaced with the time scale associated with eddies of the same size as the ice
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Figure 5.2: Same as in Fig. 5.1 but for reflectivity from the W-band cloud radar
(panel a), and number of available samples in each EDR bin and particle class (b).

particle, if the particle is larger than η (i.e., Dmax > η). The time scale τℓ of an
eddy with length scale ℓ in the inertial subrange can be obtained by dimensional
analysis, by recalling that in the dissipation range statistical properties of the flow
only depend on the EDR [Schmitt and Seuront, 2008, Xu and Bodenschatz, 2008]:

τℓ = ℓ2/3ε−1/3. (5.3)

Therefore the modified Stokes number can be defined as:

Stmod =

{
St = τpτ

−1
η = vTg

−1τη = vTg
−1ν1/2ε−1/2 if Dmax ≤ η

τpτ
−1
Dmax

= vTg
−1τ−1

Dmax
= vTg

−1ε1/3D−2/3
max if Dmax > η,

(5.4)

where Dmax is the size of the maximum dimension of the particle, and τDmax is the
time scale associated with inertial-subrange eddies of length scale Dmax, calculated
following Eq. 5.3. Note that eddies with length scales comparable with the sizes
of ice particles are likely in the dissipation range, not in the inertial subrange.
Therefore the expression for τℓ in Eq. 5.3 should be intended as a lower bound for
their time scales. Consequently, the modified Stokes number Stmod defined in Eq.
5.4 should be intended as an upper bound for the actual Stokes number of the ice
particle (when Dmax > η).

The distributions of St and Stmod calculated respectively with equations 5.2
and 5.4 are shown in Figures 5.3 and 5.4, assuming ν = 1.5·10−5 m2 s−3. The
Stokes number St in Fig. 5.3 displays similar values for the intermediate and large
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dendritic classes, together with the columnar class. This is in contradiction with the
observational results in Fig. 5.1, where median MDV in the columnar class deviates
from the low-turbulence median MDV value at 10−4 m2 s−3, while both dendritic
classes start deviating at 10−3 m2 s−3. However, St for the columnar class rises
above 0.1 approximately at 10−4 m2 s−3, which matches the lowest EDR value at
which a deviation in MDV is observed in Fig. 5.1. A similar consideration applies
to the small dendritic particle class, while it does not hold for the intermediate and
large dendritic class.

A comparison between St in Fig. 5.3 and the modified Stokes number Stmod in
Fig. 5.4 displays that particles in the columnar and small dendritic particle classes
are, for the most part, always smaller than η in the investigated EDR range, as
Stmod = St. This does not apply to the intermediate and large dendritic particle
classes, whose Stmod deviates from St approximately at 10−3.5 and 10−4 m2 s−3.
Starting at these EDR values, Stmod in fact increases with EDR at a lower rate
compared to the columnar and small dendritic particle classes. This leads to the
columnar particle class having much higher Stmod (by half an order of magnitude)
than all dendritic particle classes when EDR is between 10−3 and 10−2 m2 s−3.
This large difference in Stmod is indeed compatible with the much higher median
MDV increase of the columnar particle class compared to the dendritic particle
classes observed in Fig. 5.1 at EDR larger than 10−3 m2 s−3. Furthermore, the St
values taken on by the columnar particle class at EDR larger than 10−3 m2 s−3

are higher than 0.5, and reach values close to unity: it is at these St values that
previous studies have reported preferential sweeping to enhance settling velocities
the most [Yang and Lei, 1998, Aliseda et al., 2002].

In summary, the analysis reported in this section highlighted that enhancements
in settling velocities with EDR are observed in LLMPCs at Ny-Ålesund. Riming is
known to increase ice particle density and consequently increase its fall velocity,
however it cannot fully explain the observed enhancements. Such enhancements
are especially intense for particles nucleated at CTT warmer than -10°C, namely
columnar particles. In the literature two main processes have been proposed to
lead to settling velocity enhancement in turbulence: preferential sweeping and
differential settling. Both these processes display a dependence on the Stokes
number St, and as such the results here reported are inconclusive in terms of
attributing the enhancement to any one specific process. It is likely that the two
effects contribute together to the observed enhancement. Nevertheless, the far
higher velocity enhancement observed for columns is compatible with these particles
being characterized by higher Stmod than the other investigated particle classes,
suggesting that particle inertial effects are indeed reasonable candidate processes
to explain the observed enhancement.
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Figure 5.3: Stokes number St (Eq. 5.2) associated with the 0.5 (solid), 0.25 and 0.75
(dashed) reflectivity-weighted quantiles of an inverse exponential size distribution of
dendrite and column aggregates, simulated with the snowScatt snowflake scattering
database [Ori et al., 2021], at multiple values of eddy dissipation rate (EDR).
Curves were computed for particle populations producing dual-wavelength ratios
(DWRs) of 0.5, 4, and 8 dB.

Figure 5.4: Same as Fig. 5.3 but for the modified Stokes number Stmod defined in
Eq. 5.4.



Chapter 6

Conclusions

Low-level mixed-phase clouds (LLMPCs) cloak large portions of Earth’s surface
at high latitudes. Due to their extensive occurrence and long-lasting nature, they
are highly relevant for the surface energy budget. However, weather and climate
models are currently incapable of accurately representing them. This leads to large
uncertainties in cloud radiative forcing and feedbacks in climate models. Out of the
processes whose model representation needs to be improved, precipitation formation
has been shown to be essential. In this thesis, the relevance and sensitivity of
precipitation formation processes in LLMPCs was investigated, based on statistics
of long-term ground-based remote sensing observations taken at the high Arctic
site of Ny-Ålesund. The investigation relied on the interpretation of cloud radar
observables, which contain valuable fingerprints of ice microphysical processes.
Radar observables were further linked with thermodynamic information, as well
as turbulence estimates, to establish the sensitivity of microphysical processes to
varying thermodynamic and dynamic conditions. The statistics based on long-term
remote-sensing observations allowed to derive robust signatures of microphysical
processes. In this chapter, the results from Study 1, Study 2, and Study 3
are summarized organically, and remaining knowledge gaps are identified. Finally,
an outlook is given on future research directions stemming from the results here
presented.

In the three studies it was found that precipitation characteristics in LLMPCs,
together with the relevant processes, are dramatically sensitive to cloud-top temper-
ature (CTT): the different ice habits nucleated lead to vastly different precipitation
characteristics when comparing events with CTT between -20 and -10°C, with
events with CTT between -10 and 0°C. Therefore the two regimes will be discussed
separately. An overview of the main results is given in the diagram in Fig. 6.1.
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Figure 6.1: Diagram illustrating the main results of this dissertation. Graphical
elements courtesy of Jan Kretzschmar.

6.1 Large aggregates at dendritic-growth tempera-
tures

In Study 1 it was shown that enhanced DWR signatures, signaling the presence
of aggregates with sizes larger than 1 mm, occur predominantly in LLMPCs
whose mixed-phase layer is, at least partly, at temperatures between -15 and
-10°C. This feature is compatible with similar signatures observed at the mid-
latitudes, and is typically attributed to enhanced aggregation due to mechanical
entanglement of ice particles with dendritic branches, which preferentially grow
in this temperature region [Dias Neto et al., 2019, Barrett et al., 2019, von Terzi
et al., 2022]. The polarimetric observations presented in Study 2 further confirmed
such interpretation, as an enhancement of ZDR and sZDRmax, starting at -16°C,
signaled the rapid growth of plate-like particles [Schrom and Kumjian, 2016, Griffin
et al., 2018, von Terzi et al., 2022]. Study 1 further found that the highest
DWR values at the liquid base of the LLMPC are found in conjunction with
temperatures of -13 to -14°C, in agreement with laboratory studies that reported
the highest depositional growth rates at these temperatures [Takahashi et al., 1991,
Takahashi, 2014, see also Fig. 2.2c]. While riming likely also plays a role, as shown
in Study 1, these signatures together provided a strong indication that aggregation
of dendritic particles is the leading ice-growth mechanism at these temperatures.
Moreover, the relevance of aggregation in LLMPCs in this temperature region
was further confirmed by the additional increase in DWR observed below the
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liquid base, where riming cannot take place. One further element supporting
this conclusion was the maximum in KDP at -15°C observed in Study 2, related
to the increase in number concentration of small asymmetric ice particles, and
often observed at dendritic-growth temperatures in mid-latitude deep precipitating
systems [Bechini et al., 2013, Schrom et al., 2015, Griffin et al., 2018, von Terzi
et al., 2022]. Such maximum is possibly attributable to increases in secondary ice
production by collisional fragmentation, due to the higher collisions and fragile
structure of dendritic particles [e.g., Rangno and Hobbs, 2001, Schwarzenboeck
et al., 2009, von Terzi et al., 2022, Pasquier et al., 2022].

In Study 3 the role of turbulence in the production of large aggregates at
dendritic-growth temperatures was investigated. Higher EDR was shown to be
associated with increasing size of ice particles. It was argued that such an increase
is attributable to increasing collision rates between ice particles, leading to larger
aggregates. In this temperature regime, increasing collision rates with EDR might
lead to increasing secondary ice production via fragmentation of dendritic structures,
in addition to an enhancement in aggregation. While the dependence of the
aggregation and collisional fragmentation processes on turbulence conditions have
been suggested by a number studies [Houze and Medina, 2005, Grazioli et al., 2015,
Medina and Houze, 2015, Aikins et al., 2016, Gehring et al., 2020, Ramelli et al.,
2021, Gehring et al., 2022, Billault-Roux et al., 2023], Study 3 is the first instance
of the corresponding signatures being observed in robust long-term statistics.

In Study 1 it was shown that high-DWR signals close to the melting level (-5
to 0°C) are absent in LLMPCs at Ny-Ålesund. Therefore, aggregation is minimal
in these clouds at these temperatures. Typically, a second enhanced aggregation
zone close to 0°C is observed in mid-latitude clouds [Fabry and Zawadzki, 1995,
Dias Neto et al., 2019]; Study 1 highlighted its presence in deeper cloud systems
in Ny-Ålesund as well. This feature is usually attributed to the increased sticking
efficiency of melting ice particles. Due to their shallow nature, LLMPCs span a
limited temperature range, and ice particles nucleate and grow within this narrow
temperature range. Particle populations sedimenting from colder temperatures,
characterized by broader size distribution compared to those found in LLMPCs
close to the melting level, might be necessary to trigger the enhanced aggregation
typically observed. As such, further investigating the sensitivity of aggregation in
this temperature regime to varying conditions bears the potential to substantially
improve our understanding of aggregation in general, not only limited to LLMPCs.
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6.2 Small particles and riming at columnar-growth
temperatures

Study 1 and Study 2 highlighted that at temperatures higher than -10°C LLMPCs
at Ny-Ålesund typically produce smaller particles, characterized by DWR close to
0 dB, and fall velocities typical for small ice crystals with low degree of riming.
Study 2 in fact observed MDV and polarimetric signatures compatible with
intermediate to high degrees of riming (as defined by e.g., Mosimann [1995]) in less
than approximately 25% of cases.

This temperature regime is known for the growth of prolate particles, such as
columns and needles [e.g., Bailey and Hallett, 2009, Myagkov et al., 2016], which
can be easily detected via their enhanced LDR [Oue et al., 2015, Bühl et al., 2016,
Li et al., 2021b]. In Study 2, signatures compatible with needle production were
only observed in less than 25% of the cases at temperatures between -4 and 0°C,
with frequency dramatically decreasing at colder temperatures. While these needle
particles are known to produce aggregates, they did not seem to aggregate in
LLMPCs at Ny-Ålesund, as DWR remained low.

In Study 3 the dependence of riming on turbulence was investigated. At
temperatures warmer than -10°C, turbulence appeared to increase riming rates.
Dramatic increases in MDV and reflectivity with increasing EDR and constant
LWP were observed, suggesting that riming in shallow liquid layers, such as those
observed in the LLMPCs here studied, is a fundamentally turbulent process. A
number of possible mechanisms that could lead to the observed increased riming
rates was discussed, however the remote sensing observations here used didn’t allow
for the identification or exclusion of specific processes.

As discussed in Section 5.1, a dramatic enhancement in particle settling velocity
was observed in this temperature regime under increasing turbulence. It was
speculated that this velocity enhancement might be caused by turbulence, possibly
via the processes of preferential sampling of the downwards regions of the eddies
by ice particles, a phenomenon termed preferential sweeping, or by increases in fall
velocities due to increased fluttering of aspherical particles, a phenomenon named
differential settling. The extremely limited literature investigating these processes
in snowfall, in particular the lack of explicit particle simulations with realistic
particle and fluid assumptions, and laboratory studies resolving the dynamics
of individual ice particles in turbulence, did not allow for the establishing of a
conclusive link between the observed enhancement and specific processes.
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6.3 Outlook
An improved picture of the relevant processes for precipitation formation in LLM-
PCs, together with their drivers, was achieved in this dissertation. Nevertheless,
several outstanding questions remain. In the current section recommendations for
future research are presented and discussed.

6.3.1 Aggregation at the melting level

In Study 1 it was noted that major DWR increases attributable to aggregation are
not observed close to the 0°C isotherm in LLMPCs at Ny-Ålesund. This has been
extensively observed in previous studies for mid-latitude clouds [Chase et al., 2018,
Dias Neto et al., 2019, Tridon et al., 2019, Ori et al., 2020], and in deeper cloud
systems in Ny-Ålesund as well (see Appendix C in Study 1). In general, enhanced
aggregation close to the melting level is thought to be caused by the thickening
of a quasi-liquid layer on the snowflake surface, as discussed in Section 2.1.4. In
Study 1 it was hypothesized that particle populations nucleated at temperatures
compatible with dendritic-growth, or colder, are needed to trigger the typically
observed enhanced aggregation close to the melting level. Further investigating this
hypothesis bears the potential to significantly improve our understanding of the
aggregation process as a whole, and possibly precipitation forecasts. The sensitivity
of the aggregation process to particle habits, size distributions, and degree of riming
could in fact be tested using explicit Lagrangian particle models [e.g., Brdar and
Seifert, 2018, Shima et al., 2020].

6.3.2 Aggregation and fragmentation enhancement by tur-
bulence in other cloud types

Study 3 robustly demonstrated for the first time the dependence of ice aggregation,
and possibly fragmentation, on turbulence. As discussed in the study, this effect is
likely to be relevant for other cloud types in other geographical areas as well. The
LLMPCs here investigated are characterized by low to intermediate EDR values,
between 10−5 and 10−2 m2 s−3. Mid-latitude frontal systems, as well as cirrus
clouds, display similar values [Gultepe and Starr, 1995, Chapman and Browning,
2001], while deep convective systems have been reported to produce EDR that can
reach up to 10−0.5 m2 s−3 [Feist et al., 2019]. The approach here adopted to retrieve
the EDR could be applied to state-of-the-art datasets similar to that developed
within Study 2 to statistically assess the role of turbulence in the formation of large
aggregates and the production of high ice number concentrations at other sites and
in a wider spectrum of cloud types. Similar analyses could be performed based on
the multi-frequency polarimetric Doppler cloud radar observations recorded during
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the BAECC campaign in Hyytiälä, Finland [Petäjä et al., 2016], during AWARE
in Western Antarctica [Lubin et al., 2020], and during TRIPEx and TRIPEx-pol
in Jülich, Germany [Dias Neto et al., 2019, Dias Neto, 2021].

The enhancement in aggregation here reported might be especially relevant for
the dendritic-growth zone (DGZ) in deep precipitating systems, as the maximum
in depositional growth close to -15°C has been suggested to be linked with a large
latent heat release, in turn generating buoyant overturning [Schrom and Kumjian,
2016, von Terzi et al., 2022]. The suggested higher TKE production is most likely
associated with higher EDR, and hence it is possible that turbulence might increase
collisions between dendritic particles, further favoring aggregation and possibly
fragmentation.

Similarly, overturning motions have been suggested for the melting layer in deep
precipitating systems [Szyrmer and Zawadzki, 1999]. Here, aggregation and break-
up of melting ice particles are highly relevant for determining liquid precipitation
characteristics [Stewart et al., 1984, Drummond et al., 1996, Barthazy et al., 1998,
Heymsfield et al., 2015, Karrer et al., 2022]. Break-up and aggregation might be
further enhanced by turbulence-induced collision rate increases.

6.3.3 Processes leading to riming enhancement by turbulence

In Study 3 it was shown that increasing EDR is linked with enhanced riming of
ice particles. The topic has received little attention in the literature, and while
possible mechanisms that could lead to such enhancement were here discussed, it
was impossible from the remote sensing perspective to pinpoint the exact processes.
Theoretical and modeling work is highly needed in this regard, to explain the
signatures reported in the study. Unfortunately, modeling frameworks capable
of answering this question are currently missing. Direct numerical simulations
(DNS) are in fact extremely computationally expensive, and past studies have
focused on highly simplified scenarios, such as monodisperse size distributions,
and one-way coupling between the particles and the flow, which doesn’t allow
for modifications of the flow by the particles [e.g., Naso et al., 2018]. Currently
available Lagrangian ice particle models either do not include atmospheric dynamics
[Brdar and Seifert, 2018], or do not resolve sub-scale turbulence, nor account for the
inertia of particles [Shima et al., 2020]. Therefore, an assessment of the relevance of
the mechanisms proposed in Study 3 would need to rely on a number of different
modeling approaches, each resolving different processes and scales.

Large-eddy simulations, such as the ICOsahedral Non-hydrostatic Large-Eddy
Model (ICON-LEM; Zängl et al. [2015], Schemann and Ebell [2020], Kiszler et al.
[2023]), could be used to assess whether the riming enhancement here reported
could be explained by the formation of larger droplets due to increased collision-
coalescence. In Study 3 it was discussed that higher EDR might be associated

147



with an increase in collision-coalescence, which leads to larger droplets, which in
turn are collected by ice crystals more efficiently. In the Seifert and Beheng [2006]
two-moment microphysical scheme, used in ICON-LEM, the collection efficiency of
liquid droplets by ice crystals Ẽcoll(mi) (introduced in Sec. 2.1.4, Eq. 2.11) has a
dependence on droplet size (see Eq. 64-66 in Seifert and Beheng [2006]). Therefore
the inclusion of the turbulent collision-coalescence parametrization by Seifert et al.
[2010] could potentially lead to an increase in riming under increasing turbulence,
due to the presence of larger droplets in the simulations.

A further process that was identified as a candidate mechanism to explain the
riming enhancement is an increase in collision efficiency for small droplets under
increasing EDR. Small droplets that would otherwise follow the flow around the ice
particle might in fact collide with the collector ice particle in higher EDR regimes.
Such interaction between modifications of the flow by an individual ice crystal,
turbulence, and droplet dynamics could be evaluated with a DNS setup similar to
that used by Homann et al. [2016].

Finally, the relevance and role of inertial effects would be drastically more chal-
lenging to quantify. While some effects can be evaluated purely analytically [Pinsky
and Khain, 1998], the high degree of complexity of this problem is likely to require
explicit particle and flow simulations, and vast advancements in computational
techniques will be essential.

6.3.4 Settling velocity enhancement in turbulence

In Section 5.1 a first assessment of ice particle settling velocity enhancement by
turbulence was proposed. While the analysis shown was not fully conclusive, it
provided an indication that, under specific conditions, turbulence might lead to a
dramatic increase in particle settling velocity, up to 94%. Two mechanisms that
could explain this increase are differential settling, and preferential sweeping. While
observational evidence of differential settling is extremely limited, preferential
sweeping was recently observed in snowfall via particle image velocimetry by Li
et al. [2021a] and Li et al. [2021c]. Further investigations are highly needed in this
regard to assess whether these processes are relevant for clouds and precipitation.
Cloud micro- and macrophysical properties in model simulations have been in
fact shown to be highly sensitive to ice particle fall velocity parametrizations
[Mitchell et al., 2008, Lin and Colle, 2009, Avramov and Harrington, 2010, Reitter
et al., 2011, Adams-Selin et al., 2013, Zhao et al., 2017]. For instance, faster fall
velocities reduce the occurrence and ice water content (IWC) of high-level clouds
in climate simulations [Zhao et al., 2017], and the inclusion of faster falling ice
habits in NWP simulations of Arctic LLMPCs has been shown to reduce the IWC
and increase the LWC [Avramov and Harrington, 2010]. Therefore, the possible
dependence of ice particle fall velocity on turbulence could potentially affect cloud
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lifetime, total hydrometeor mass, and, in the case of MPCs, the phase partitioning.
If such dependence is confirmed, its omission in models would be introducing
a systematic negative bias in ice particle fall velocity in a number of fairly to
highly turbulent cold cloud types, such as LLMPCs, cirrus clouds, altocumuli
and certain altostrati, as well as deeper precipitating systems. Furthermore, both
preferential sweeping and differential settling could potentially further increase the
collision rates between particles, leading to further enhancements of aggregation
by turbulence. In the case of preferential sweeping, collisions would be facilitated
by the higher particle concentration in the downward regions of eddies [Li et al.,
2021a]; conversely, differential settling would introduce a greater variance in fall
velocities, even resulting in identical particles having largely different fall velocities
if they are oriented differently [Siewert et al., 2014].

On the one hand, the possible enhancement of ice particle fall velocity in
turbulence should be further investigated via modeling or observational approaches
capable of resolving the dynamics of individual particles, in order to determine
the relevant processes. On the other hand, the relevance and implications of
such processes for clouds and precipitation should be investigated using long-term
observational datasets. The analysis presented in Section 5.1 highlighted that
long-term cloud radar observations, constrained with temperature information,
provide an ideal framework to study the interaction between turbulence and ice
particle fall velocities under different ice habits. The main uncertainty encountered
in Section 5.1 was the likely contribution of riming to the observed fall velocity
enhancement. Therefore, repeating a similar analysis for turbulent ice-only clouds,
such as cirrus clouds, would allow to more easily isolate the possible signature of
fall velocity enhancement by turbulence.

6.3.5 Model implementation and validation

Especially relevant for the (AC)3 project is the implementation of the results here
presented in models. In particular, daily ICON-LEM simulations are currently
being ran semi-operationally in the area surrounding Ny-Ålesund [Kiszler et al.,
2023]. Some of the results reported in this dissertation could be implemented in
existing models, including ICON-LEM. Similarly to the work done by Karrer et al.
[2021], part of the results concerning ice aggregation could be easily integrated in
ICON-LEM. Karrer et al. [2021] implemented a modified sticking efficiency function
Estick(T ) (introduced in Sec. 2.1.4, Eq. 2.9), to account for the increased sticking
efficiency of plate-like particles nucleated at temperatures between -20 and -10°C,
and obtained an improved agreement with observations. Similarly, the enhancement
of aggregation in the DGZ here reported in LLMPCs, together with its absence
close to the melting level, could be implemented by introducing a separate sticking
efficiency function Estick(T ) used for low-level clouds only, and characterized by a
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maximum at approximately -15°C, increased values between -20 and -10°C, and
lower values at warmer temperatures.

In contrast, the enhancement of aggregation with turbulence could not be
implemented in models as easily. As discussed in Study 3, the underlying processes
have not been largely studied. While evidence for an increase in collision rates
between ice crystals was here presented, large efforts are still needed to reach
a quantitative representation and parametrization of such collision rate increase.
The inclusion of turbulence-dependent collision kernels for collision-coalescence
has been shown to produce large improvements in warm rain formation in models
[e.g., Seifert et al., 2010], and the development of similar parametrizations for ice
aggregation bears the same potential.

As mentioned in Section 6.3.3, the ICON-LEM could be further used to assess
whether the riming enhancement here reported could be explained by the formation
of larger droplets due to increased collision-coalescence. The other processes that
could lead to a riming enhancement hypothesized in Study 3 would be more
challenging to implement, as our understanding is currently very poor.

The state-of-the-art dataset developed within Study 2 provides an ideal frame-
work to validate model representation of LLMPCs, and ice microphysical processes
in particular. As demonstrated in Study 2 and Study 3, the dataset in fact
contains observational fingerprints of a number of microphysical processes, includ-
ing aggregation, riming, sedimentation, and the occurrence of specific ice habits.
Moreover, the high number of events included allows for robust model-observation
comparisons based on statistics. Comparisons based on a single or a low number of
cases studies may be challenging to interpret due to the large case-by-case variabil-
ity, which makes process inference difficult. Such large variability can be filtered out
in the statistics, facilitating the identification of model-inherent biases [e.g., Reitter
et al., 2011, Karrer et al., 2021]. As such, statistics of observed radar variables can
be compared with similar statistics of radar variables forward-simulated based on
model output, to identify deficiencies and strengths of the representation of specific
processes in model setups.
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List of Symbols

A non-coherent power, introduced in Section 3 of Study 2.

A particle cross-sectional area perpendicular to the direction of gravity.

a size of a particle; in the case of a spherical particle defined as the sphere’s radius, and
in the case of an ice crystal defined as half the maximum span across the basal
crystal face.

α aspect ratio of an ice crystal, defined as the ratio between the maximum span across
the basal crystal face, and the span of the crystal along the direction perpendicular
to the basal face.

αK Kolmogorov constant, introduced in Eq. 2.15.

B coherency matrix, introduced in Section 3 of Study 2.

bA exponent of area-size relation for ice particles, see e.g., Karrer et al. [2020].

Bhh first diagonal component of the coherency matrix B, introduced in Section 3 of
Study 2.

B̃hh first diagonal component of the coherency matrix B, after noise identification and
removal, introduced in Section 3 of Study 2.

Ḃhv off-diagonal component of the coherency matrix B, introduced in Section 3 of Study
2.

bm exponent of mass-size relation for ice particles, see e.g., Karrer et al. [2020].

Bvv second diagonal component of the coherency matrix B, introduced in Section 3 of
Study 2.

B̃vv second diagonal component of the coherency matrix B, after noise identification and
removal, introduced in Section 3 of Study 2.

C fully coherent component of the coherency matrix B, introduced in Section 3 of Study
2.
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C ice particle capacitance, introduced in Section 2.1.2.

C radial distribution function, introduced in Eq. 2.20.

c speed of light.

CD particle drag coefficient, discussed in Section 2.1.3.

D diameter.

D diagonalized coherency matrix, introduced in Section 3 of Study 2.

D2 correlation dimension of a particle population, see Section 4.2.2 in Pumir and Wilkin-
son [2016], and references therein.

Da radar antenna diameter.

Dcc first diagonal component of the diagonalized coherency matrix D, including coherent
and non-coherent contributions, introduced in Section 3 of Study 2.

Dmax particle maximum dimension.

D′
v diffusivity of water vapor in air.

Dxx second diagonal component of the diagonalized coherency matrix D, including solely
non-coherent contributions, introduced in Section 3 of Study 2.

δ backscatter differential phase, introduced in Section 2.3.3.

∆r distance between the centers of two particles.

∆t averaging time interval used in a number of EDR retrieval approaches introduced in
Section 2.3.6.

δt radar integration time.

E kinetic energy of air, per unit mass.

E electric field in vector form.

Ecoll collection efficiency, introduced in Section 2.1.4.

Ẽcoll collection efficiency averaged across a droplet population, introduced in Section
2.1.4.

Eh horizontal component of the electric field received by the radar.

Estick sticking efficiency, introduced in Section 2.1.4.

Ev vertical component of the electric field received by the radar.
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ε turbulent kinetic energy dissipation rate, or eddy dissipation rate, introduced in Section
2.2.2.

ϵW complex relative permittivity of liquid water, not to be confused with the dielectric
constant |KW |2; see Section 2.3.1.

η Kolmogorov length scale, introduced in Eq. 2.16a.

f frequency.

Fdrag drag force acting on a particle.

Fgrav gravitational force acting on a particle.

flow, high frequency integration extremes used in the EDR retrieval approach by Borque
et al. [2016], introduced in Section 2.3.6.

g gravitational acceleration in vector form.

g gravitational acceleration, scalar.

I unity matrix, defined as having diagonal elements equal to 1, and off-diagonal elements
equal to 0.

K0 constant parameter in Eq. 2.23.

k0, 1, 2 wavenumber integration extremes k0, 1, 2 = 2πℓ−1
0, 1, 2, introduced in Section 2.3.6.

Kagg aggregation kernel, introduced in Section 2.1.4.

KDP specific differential phase shift, introduced in Section 2.3.3.

klow, high wavenumber integration extremes used in the EDR retrieval approach by Borque
et al. [2016], introduced in Section 2.3.6.

k′T heat conductivity of air.

|KW |2 dielectric constant of liquid water, not to be confused with the complex relative
permittivity ϵW ; see Section 2.3.1.

κ wavenumber, for the purpose of this thesis defined as κ = 2πλ−1, where λ is the
wavelength.

ℓ length scale of a turbulent eddy.

ℓ0, 1, 2 length scales associated with the integration extremes k0, 1, 2 = 2πℓ−1
0, 1, 2, introduced

in Section 2.3.6.
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ℓDI demarcation size between eddies belonging to the inertial subrange, and to the
dissipation range, introduced in Section 2.2.2.

ℓEI demarcation size between eddies belonging to the energy containing range, and to
the universal equilibrium range, introduced in Section 2.2.2.

ls latent heat of sublimation of water per unit mass.

λ wavelength.

Mn n-th moment of the Doppler spectrum; definitions given in Section 2.3.4.

mp particle mass.

Mw molecular weight of water.

n(m, t) mass distribution of an ice particle population at time t, introduced in Section
2.1.4.

n′ particle number concentration.

N(σb, λ) distribution of the backscattering cross section across a particle population,
introduced in Section 2.3.1.

nair index of refraction of air.

NS−T number of collisions per unit time and unit volume, between particles suspended
in a turbulent flow, as derived by Saffman and Turner [1956]; introduced in Eq.
2.19.

nt complex index of refraction of the substance constituting a radar target.

nW complex index of refraction of liquid water.

ν kinematic viscosity of air.

p air pressure.

Pr power of the signal received by the radar.

Pt power of the signal transmitted by the radar.

ϕ phase.

ΦDP differential phase shift, introduced in Section 2.3.3.

ϕHH phase of the received radar signal at horizontal polarization, introduced in Section
2.3.3.
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ϕV V phase of the received radar signal at vertical polarization, introduced in Section
2.3.3.

R collision rate for one particle affected by inertial effects, given in Eq. 2.24.

R universal gas constant.

R distance between radar target and the instrument, same as range r in absence of range
folding; introduced in Section 4.4 of Study 2.

r radar target range.

Radv collision rate for one particle due to advective effects, introduced in Eq. 2.20.

Reλ Taylor-microscale Reynolds number, see e.g., Section 3.2 in Tennekes and Lumley
[1972].

Rep particle Reynolds number.

Rmax,min maximum or minimum range of a given chirp sequence; introduced in Section
4.4 of Study 2.

Rsling collision rate for one particle due to the sling effect alone, introduced in Eq. 2.23.

RS−T collision rate for one particle due to the Saffman-Turner mechanism alone [Saffman
and Turner, 1956], introduced in Eq. 2.21.

Runamb maximum unambiguous range; introduced in Section 4.4 of Study 2.

ρa air density.

ρHV copolar correlation coefficient, introduced in Section 2.3.3.

ρp particle density.

S output of the FFT of a velocity time series, introduced in Section 2.3.6.

S0 constant parameter in Eq. 2.23.

si vapor supersaturation with respect to ice.

St Stokes number, introduced in Eq. 2.18.

Stmod modified Stokes number, introduced in Eq. 5.4.

s(vD) spectral reflectivity in linear scale normalized with respect to Doppler-bin width.

sZDR spectral differential reflectivity, introduced in Section 3 of Study 2.

sZDRmax maximum spectral differential reflectivity, introduced in Section 3 of Study 2.
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sZe spectral equivalent radar reflectivity factor.

σb, λ backscattering cross section of a radar target, introduced in Section 2.3.1.

σD Doppler spectrum width, introduced in Eq. 2.37.

σ2
v variance of a MDV time series, introduced in Section 2.3.6.

T temperature.

T (0, r) transmissivity of the atmosphere along the path between the radar and the target
located at range r.

T∞ temperature at a large distance from the studied particle.

θ radar half-power beamwidth.

ϑ duration of the pulse transmitted by the radar.

θv virtual potential temperature.

τDmax time scale of an eddy of length scale coinciding with the maximum dimension of
an ice particle Dmax; introduced in Section 5.1.1.

τη Kolmogorov time scale, introduced in Eq. 2.16b.

τℓ time scale of an eddy of length scale ℓ; in the case of an eddy in the inertial subrange,
the relation between τℓ and ℓ is given in Eq. 5.3.

τp particle relaxation time, introduced in Section 2.1.3.

u air velocity, vector form.

u air velocity, modulus.

uη Kolmogorov velocity scale, introduced in Eq. 2.16c.

ux, y, z air velocity along the x, y, or z direction.

v velocity of a particle, vector form.

v velocity of a particle, modulus.

vD Doppler velocity of a radar target, introduced in Eq. 2.35.

vmD mean Doppler velocity, introduced in Eq. 2.36.

vT particle terminal velocity, introduced in Section 2.1.3.

vx, y, z velocity of a particle along the x, y, or z direction.
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xp(t) position of a particle at time t, in vector form.

ẋp(t) velocity of a particle at time t, in vector form; same as v.

ẍp(t) acceleration of a particle at time t, in vector form.

ZDR differential reflectivity, introduced in Section 2.3.3.

Ze equivalent radar reflectivity factor, introduced in Eq. 2.27.

ZeH equivalent radar reflectivity factor at horizontal polarization.

ZeV equivalent radar reflectivity factor at vertical polarization.
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