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Chapter 1

Introduction

Physics is the empirical study of matter. Its structure, motions and behaviours are
observed experimentally and described theoretically according to natural laws. No
singular model successfully describing all fundamental forces through which matter
has been observed to interact has yet been constructed. The success of the mostly widely
accepted physical models are limited in scope and scale, disagreeing on even the most
fundamental axiomatic assumptions regarding the nature of space and time [1]. The
model with the grandest of scope is the standard model, failing only to describe the
gravitation of matter the effect of which is small on the quantum scale. The standard
model is a quantum field theory wherein matter is composed of excitations of underlying
and fundamental electro-weak and chromodynamic fields called quanta and relies on
many bosonic and fermionic degrees of freedom to describe these fields [2]. Standard
model calculations predicting the properties of nuclear systems are limited in their ability
to describe heavy nuclear systems because of the necessary complexity inherited by the
introduction of these many degrees of freedom [3]. A patchwork of phenomenological
shell models based on realistic interactions informed by experimental results have
however demonstrated success in describing heavy nuclear systems throughout the
nuclear chart. Stable nuclei within the valley of stability are easily experimentally
accessed and are mostly successfully theoretically described, but only in the last half-
century have particularly exotic unstable nuclei become accessible for study at Rare
Isotope Beam (RIB) facilities. In RIB experiments it has been found that nuclear shell
structure evolves towards the extremes of isospin, single particle energies shift becoming
effective single particles and new nuclear magic numbers appear due to the reordering
of nuclear orbitals [5][6][7]. The study of the exotic nuclei and their decays are of special
importance to understanding the astrophysical r-process nucleosynthesis. r-process
reaction rates and nuclear abundance calculations diverge on their paths through the
unknown extremes of the neutron rich region [8]. Experimental studies of neutron rich
nuclei at rare isotope beam facilities can therefore improve both our understanding
of exotic nuclear structure and r-process nucleosynthesis. In this thesis a study of
the low-lying excited states of 130Cd in an in-flight gamma-ray decay spectroscopy
experiment are presented. This includes the observation of two new electromagnetic
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transitions tentatively assigned to (4−) → (5−) and (5−) → (4+) transitions between (4−),
(4+) and (5−) excited states. From these transitions the excitation energies of tentatively
assigned (4−) and (5−) states were newly deduced as well as the first determination of
the 130Cd (2+) → (0+), (4+) → (2+), (4−) → (4+) and (4−) → (5−) transition strengths.
Simulations and developments for High-resolution Inflight SPECtroscopy (HISPEC)
Slowed Down Beam (SDB) experiments aimed at nuclear spectroscopy of exotic nuclei
in multi-step Coulomb excitation reactions are also presented [9]. On the basis of
MOCADI ion-transport and geometric Geant4 simulations the feasibility of HISPEC
SDB experiments at FAIR with the Advanced Gamma Tracking Array (AGATA) and the
SuperFRS (Super-conducting FRagment Separator) are studied [10][11][12]. Possible
SDB detector geometries with necessitated detector performances are evaluated.
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Chapter 2

Physics background

2.1 Stellar nucleosynthesis

Solar and stellar elemental abundances obtained with the well established absorption-
line spectroscopy technique suggest the distribution of elements within stellar systems
throughout the universe favours lighter elements [13][14]. The predominance of the
abundance of these light elements is shown in figure 2.1.

Figure 2.1: Solar nuclear abundance as a function of atomic number [14].

In 1946 Fred Hoyle proposed that of these elements, nuclei as heavy as iron could be
produced in a series of fusion reactions facilitated by the extreme heat and pressure
within the cores of stars [15]. However as shown in figure 2.2 the binding energy per
nucleon of elements as a function of their atomic mass reaches a maximum at iron [16].
Stellar fusion reactions forming less strongly bound nuclear systems are not energetically
favoured to occur beyond the iron peak. The stellar fusion hypothesis can therefore only
explain the origin of elements up to the iron-nickel peak [17].
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2.2. R-PROCESS

Figure 2.2: Binding energy per nucleon for elements as a function of atomic mass. Annotated with the
iron peak, showing the point at which fusion and fission reactions are energetically favoured [16].

2.2 R-process

In their 1957 𝐵2𝐹𝐻 paper Fred Hoyle, William Fowler and Margret and Geoffrey Burbidge
expand upon Hoyle’s original stellar nucleosynthesis theory identifying that neutron
capture reactions toward heavier and less stable isotopes followed by beta-decays could
produce the remaining heavier elements [18]. These reactions would necessarily occur
within environments with high neutron flux (105 − 1011 neutrons per cm2) in order
to facilitate single neutron captures in the slow s-process or extreme neutron flux
(1022 neutrons per cm2) in the case of successive neutron captures in rapid r-process
nucleosynthesis [18][19]. The astrophysical sites with sufficient neutron flux for the
r-process to occur are still debated but candidate examples include the the prompt
explosions of ONeMg stellar cores, accretion disk jets and during the outflow of baryonic
matter as nascent neutron stars cool and emit neutrino winds [20][21][22][23][24].

2.2.1 R-process path

The path of nuclei as they increase in proton and neutron number along an r-process
path is illustrated in figure 2.3 [20] As they gain neutrons becoming increasingly unstable
and so when the neutron flux stops, they cease gaining neutrons and instead eventually
decay via 𝛽− decay, 𝛼 emission or fission towards stability forming stable isotopes of
elements as heavy as Th, U and Pu. Figure 2.3 shows there are vertical sections in the
r-process path at N=82 and N=126 neutron number. The neutron separation energy
for these isotopes is so low that the r-process halts and 𝛽− decays towards stability are
favoured. If the neutron flux is sustained over the 𝛽− decay time scale these 𝛽− decay
are followed by further neutron captures and 𝛽− decays along the vertical paths. As
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Figure 2.3: Plot of nuclear proton number against neutron number illustrating horizontal r-process
neutron capture path from 56Fe seed nuclei and vertical path through waiting point nuclei [20

shown in the solar r-process abundance plot in figure 2.3 at these waiting points there
are nuclear abundance peaks connected to the bottle-necking of the r-process. The
enhanced stability of these magic numbers of nucleons persists to N = 2, 8, 20, 28, 50, 72,
126 and 184 combinations of protons and neutrons [17]. As is shown in the following
section these magic numbers arise due to the way that nucleons in many body nuclear
systems can interact to form discrete energy levels.

2.3 The nuclear shell model

The standard model of particle physics is widely considered to be the most successful
theory for describing fundamental electromagnetic, weak and strong interactions. The
application of quantum field theory to the prediction of the properties of heavy, many
body nuclear systems such as magic numbers is troublesome however. The many
postulated degrees of freedom within the standard model results in descriptions of
large nuclear systems of many quanta involving currently incalculably large numbers of
interaction terms [25]. In 1963 Mayer and Jensen showed the properties and structure
of these heavier nuclei can be reproduced by approximating the many interactions
between nucleons into an average nuclear potential for the whole nucleus [26][27]. In the
shell model, nucleons orbit within this average nuclear potential with discrete energy
levels depending on the principle quantum number 𝑛, orbital angular momentum 𝑙

and total angular momentum 𝑗 they occupy depending upon their spin 𝑠 with 𝑗 = 𝑙 + 𝑠.
In accordance with the Pauli-exclusion principle no two identical fermions in a given
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2.3. THE NUCLEAR SHELL MODEL

system can occupy the same quantum numbers and therefore nucleons fill unique
and discrete energy levels which cluster into shells of increasing energy [17]. In this
section the filling of nucleons characterised by combinations of quantum numbers
into these energy levels is presented based on a section from [28]. First proceeding by
analysis of the independent motion of particles within an average nuclear potential.
Then continuing by separating this independent component from the total to leave a
residual nucleon-nucleon contribution. This is finally followed by an description of
the formation of single-particle and two-particle states with an example shell model
calculation for the 130Cd case.

2.3.1 Independent particle motion

Consider first the single-particle wave function 𝜙𝑎(𝑟) for a single nucleon within a
nucleus characterised by a combination of quantum numbers 𝑎 at a particle coordinate
𝑟 within a single particle potential 𝑈(𝑟) with kinetic-energy operator 𝑇 that solves the
Schrödinger equation

[𝑇 +𝑈(𝑟)]𝜙𝑎(𝑟) = 𝑒𝑎𝜙𝑎(𝑟) (2.1)

with single-particle energy 𝑒𝑎 [28]. The Hamiltonian for the independent motion of
nucleons is then given as the sum of 𝑘 = 1, 2, 3...𝐴 total nucleons within the nucleus
with

𝐻0 =

𝐴∑
𝑘

[𝑇(𝑘) +𝑈(𝑘)] (2.2)

The eigenfunctions for this Hamiltonian are then obtained as the product of the single
particle wave functions

Φ𝑎1 ,𝑎2 ...𝑎𝐴 =

𝐴∏
𝑘=1

𝜙𝑎𝑘 (𝑟(𝑘)) (2.3)

with eigenenergies

𝐸0 =

𝐴∑
𝑘=1

𝑒𝑎𝑘 (2.4)

The full Hamiltonian 𝐻 meanwhile of a nucleus consisting of 𝑘 = 1...𝐴 nucleons with
wave function𝜓 could consist of the sum of T(k) and two-particle interaction

∑
𝑘<𝑙 𝑊(𝑘, 𝑙)

terms solving the Schrödinger equation

𝐻𝜓(1, 2...𝐴) =
[

𝐴∑
𝑘=1

𝑇(𝑘) +
𝐴∑

1=𝑘<𝑙
𝑊(𝑘, 𝑙)

]
𝜓(1, 2...𝐴) = 𝐸𝜓(1, 2...𝐴) (2.5)

By introducing the single-particle potential 𝑈(𝑟), the full Hamiltonian can then be split
into a 𝐻0 term defining the independent-particle motion of individual nucleons within
the nucleus and a second 𝐻1 residual interaction term reflecting the fact that particles do
not orbit completely independently and that there are in fact residual nucleon-nucleon
interaction occurring in addition to this independent motion [28]

𝐻 =

𝐴∑
𝑘=1

[𝑇(𝑘) +𝑈(𝑘))] +
[

𝐴∑
1=𝑘<𝑙

𝑊(𝑘, 𝑙) −
𝐴∑
𝑘=1

𝑈(𝑘)
]
= 𝐻0 + 𝐻1 (2.6)
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By splitting the Hamiltonian into these independent and residual components, each
can be considered separately and the formation of single and two-particle states can be
separately considered.

Single-particle states

The independent-particle component of the full Hamiltonian in equation 2.6 is often
described with a centrally acting potential [28]. One such choice is an isotropic harmonic-
oscillator potential

𝑈(𝑟) = 1
2𝑀𝜔2𝑟2 (2.7)

where M is the mass of a nucleon, ℏ𝜔 is a quantum of energy for the harmonic oscillator
and r is the distance from the coordinate origin [28]. The Schrödinger equation for a
nucleon within this potential is

𝐻0𝜙(𝑟) = 𝐸0𝜙(𝑟) (2.8)

with
𝐻0 = 𝑇 +𝑈 =

𝑝2

2𝑀 + 1
2𝑀𝜔2𝑟2 (2.9)

Converting to spherical harmonics, the eigenfunctions for equation 2.8 are

𝜙𝑛𝑙𝑚 = 𝑅𝑛𝑙(𝑟)𝑌𝑙𝑚(𝜃𝜙) (2.10)

For each unique combination of quantum numbers there is a solution of the second
order differential equation

𝐻0𝜙(𝑟) = 1
2ℏ𝜔

[
ℏ

𝑀𝜔
∇2 + 𝑀𝜔

ℏ
𝑟2
]
𝜙(𝑟) = 𝐸0

𝑛𝑙
𝜙(𝑟) (2.11)

with eigenvalues

𝐸0
𝑛𝑙

=

(
2𝑛 + 𝑙 − 1

2

)
ℏ𝜔 =

(
𝑁 + 3

2

)
ℏ𝜔 (2.12)

where N is the total number of oscillator quanta excited with 𝑁 = 2(𝑛 − 1) + 𝑙 [28]. The
spacing of the energy states obtained with the harmonic oscillator are illustrated in figure
2.4 (a). The 𝑟2 dependence of the quantum harmonic oscillator inaccurately predicts
that the strength of the potential grows infinitely from the center [28]. In order to better
reproduce experimentally obtained single-particle energies more realistic potentials
such as the Woods-Saxon potential may instead be relied upon which approaches a
finite value in this limit with

𝑉(𝑟) = 𝑉0
1 + 𝑒𝑥𝑝(𝑟 − 𝑅/𝑎) (2.13)

where typical values for the nuclear skin thickness 𝑎 and the nuclear potential strength
𝑉0 are 𝑎 ∼ 0.5fm and 𝑉0 ∼ 50MeV. R is the nuclear radius depending upon the atomic
mass with 𝑅 = 𝑟0𝐴

1
3 with a radial constant of 𝑟0 = 1.25 fm [28][29]. A schematic

representation of the spacing of the Woods-Saxon splitting into single particle energy
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2.3. THE NUCLEAR SHELL MODEL

Figure 2.4: Schematic representation of (a) spacing of single particle energy levels in a harmonic oscillator
for each N, (b) orbital angular momentum 𝑙 splitting in a Woods-Saxon potential and (c) spin-orbit
splitting for orbitals with 𝑗 total angular momenta. These levels increase vertically in energy and are
labelled in (e) with each 𝑛𝑙 𝑗 substate, (f) parity and (g) total number of occupying nucleon [20].
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Figure 2.5: Illustration of coupling between nucleons in j and j’ orbitals forming J total angular
momentum states. Parallel and anti-parallel (j,j’) projections showing maximum and minimum J states
respectively. Modified figure from [27].

levels is shown in figure 2.4 (b) while spin-orbit splitting is represented in (c). In the
(d) section of figure 2.4 the total number of nucleons occupying 𝑚 𝑗 substates in each
𝑗 orbital is illustrated while (e) illustrates the form of the spectroscopic notation for
each 𝑛𝑙 𝑗 substate with 𝑙 = (0, 1, 2, 3, 4, 5, 6) = (𝑠, 𝑝, 𝑑, 𝑓 , 𝑔, ℎ, 𝑖). Section (f) of figure 2.4
shows the parity 𝜋 = (+,−) of the single particle state with 𝜋 = (−1)𝑙 and (g) counts the
number of nucleons at the closing of each shell. One of the greatest successes of the shell
model is this prediction of large jumps in energy between these 𝑁 = 2, 8, 20, 28, 50, 82
and 126 magic numbers as magic nuclei are indeed experimentally observed to have
particularly strong binding energy at these combinations of nucleons [21][22][23]. In
recent decades ab-initio derivations of this nuclear potential from realistic QCD nuclear
forces have been constructed however phenomenological adjustments and or purely
phenomenological models are still generally relied upon to successfully describe nuclei
across the nuclear chart [29][30].

Residual interaction

Nucleons do not however orbit completely independently of one another within the
average potential [28]. One contribution to this residual interaction is when two nucleons
interact with one another, coupling to form two particle states. Consider for example
two orbiting nucleons with (𝑗 , 𝑚) and (𝑗′, 𝑚′) total angular momenta and magnetic
substate. When the two nucleons couple they can form a two-particle state with angular
momentum 𝐽. As illustrated in figure 2.5, there are many ways differently aligned
nucleons may couple, with the sum of their magnetic substates 𝑀 = 𝑚 + 𝑚′ maximised
for parallel (𝑚, 𝑚′) combinations and minimised for anti-parallel combinations. In the
case of like (isospin 𝑇 = 0) nucleon pairs such as a like nucleon pair in 𝑗 = 9/2 and
𝑗′ = 9/2 orbitals, 𝑚 = 𝑚′ configurations are not possible meaning 𝐽 is restricted to
𝐽 = 0+ , 2+ , 4+ , 6+ , 8+ even pairs made up of unique 𝑀(𝑚, 𝑚′) combinations such as is in
table 2.1 [29].
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𝑗 = 9/2 𝑗′ = 9/2
m m’ M J

9/2 7/2 8 8
9/2 5/2 7 8
9/2 3/2 6 8
9/2 1/2 5 8
9/2 -1/2 4 8
9/2 -3/2 3 8
9/2 -5/2 2 8
9/2 -7/2 1 8
9/2 -9/2 0 8
7/2 5/2 6 6
7/2 3/2 5 6
7/2 1/2 4 6
7/2 -1/2 3 6
7/2 -3/2 2 6
7/2 -5/2 1 6
7/2 -7/2 0 6
5/2 3/2 4 4
5/2 1/2 3 4
5/2 -1/2 2 4
5/2 -3/2 1 4
5/2 -5/2 0 4
3/2 1/2 2 2
3/2 -1/2 1 2
3/2 -3/2 0 0
1/2 -1/2 0 0

Table 2.1: Table of allowable J configurations for a pair of like nucleons within 𝑗 = 9/2 and 𝑗′ = 9/2
orbitals made up of 𝑀(𝑚, 𝑚′) unqiue magnetic substate configurations. Only positive total M values are
shown as the table is symmetric for M<0. Based on table from [29].
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2.3.2 Shell model calculations

Computing codes such as Oxbash and NushellX are designed to compute the properties
of nuclear systems with the shell model [31][32]. In these codes an inert nuclear core is
specified and the interaction of a selected range of valance particles (or holes) orbiting
this core forms a model-space within which nucleon-nucleon interactions in the presence
of the core are computed. The properties of states formed by the interaction of pairs of
nucleons with user input single particle energies are then computed using a table of
user input two-body matrix elements describing the strength of the interaction for each
interacting pair of nucleons within the model space with wave functions |𝐼1⟩ and |𝐼2⟩
depending upon the quantum numbers of each state 𝐼(𝑛, 𝑙, 𝑗)

⟨𝐼1 | |𝐻𝑇𝐵 | |𝐼2⟩ (2.14)

2.3.3 The doubly magic 132Sn region

Figure 2.6 shows r-process abundances computed using different assumptions about
the nature of N=82 isotones. In the solid black line a pronounced shell gap at the N=82
neutron shell closure for N=82 isotones is assumed. As shown in figure 2.4, this results
in solar r-process abundance dips before the 𝑁 ∼ 130, 195 mass peaks. The solid grey
line however assumes a reduced ("quenched") shell gap and consequently the grey
lines better reproduce the experimentally observed solar abundances. In a gamma-
spectroscopy experiment studying the energies of gamma-rays emitted in transitions
between the excited states of 130Cd no evidence of shell quenching was found [33].
This does however demonstrate the sensitivity of r-process abundances to the nuclear
structure of N=82 isotones in the region of 132Sn [20]. The nuclear structure of isotopes
in the doubly magic 132Sn mass region has still not been extensively studied however,
including many of these N=82 isotones. As is demonstrated in figure 2.6 this can limit
precision of r-process models which rely on nuclear structure inputs to predict nuclear
abundances. This makes the study of isotopes surrounding 132Sn a particularly exciting
cases to acquire nuclear structure information for and to test nuclear structure models
in. In the case of 130Cd only the excitation energy of yrast 𝐽𝜋 = (2+), (4+), (6+), (8+)
states have been studied [8][33]. In the 2007 isomer spectroscopy experiment, 1325, 539,
138 and 128 keV energy transitions were observed and were tentatively assigned to
transitions between 𝐽𝜋 = (2+), (4+), (6+), (8+) states respectively [33].

Shell model calculations for 130Cd

Using the single particle energies illustrated in figure 2.7 the excitation energies of the
excited states of 130Cd were calculated in Oxbash [34]. The Na22 interaction first applied
in 2016 to predict the excited states of 130Cd was used in this calculation predicting
the excitations energies of 𝐽𝜋 = 2+ , 4+ , 6+ , 5− , 8+ , 4− for 𝜋(𝑔9/2) and 𝜋(𝑝1/2) proton
orbitals [33]. These excitation energies are summarised in table 2.2 along with the
experimentally obtained 𝐽𝜋 = (2+), (4+), (6+), (8+) excitation energies [33]. In the GSI
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2.3. THE NUCLEAR SHELL MODEL

Figure 2.6: Solar r-processs abundance distributions compared to two r-process calculations. Black line
showing the assumption of a pronounced 𝑑

isomer spectroscopy experiment 130Cd ions were produced in abrasion fission reactions
and transported through the 72𝑚 long FRagment Separator (FRS) from the primary
production target to a passive stopper for implantation [35][36]. Decays from directly
populated short lived states are therefore unlikely to have been observed as these states
decay before they reach the passive stopper around which gamma-ray detectors were
positioned. After implantation the cascades of decays from long lived isomeric states
were however were observed and the (8+) → (6+) → (4+) transition sequence was fitted
to a single decay exponential 𝜏 1

2
= 220(30). If the 5− and 4− states predicted by the

shell model calculations were initially populated in this experiment it is possible these
states were short enough lived that the gamma-decays of the 5− and 4− states may have
occurred before the excited nuclei could be transported into sufficient proximity to be
detected in the present gamma-ray detectors. As the theoretical calculations suggest the
existence of the 5− and 4− states and the previous isomer spectroscopy experiment does
not exclude the possibility that they are short lived, it is possible that they might be
observed in an in-flight gamma-spectroscopy experiment producing excited 130Cd nuclei
in the same manner but observing their in-flight decays shortly after they are produced.
As expanded upon in later sections an in-flight gamma-spectroscopy experiment also
has the advantage that the previously unmeasured transition strengths of these excited
states can be extracted from analysis of the Doppler shifting of detected gamma-ray
energies.

13
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Figure 2.7: Illustration of single particle or hole proton 𝜋 and neutron 𝜈 energies for 132Sn. Updated
version of plot from [37] using newly measured 0 𝑓 5

2
single particle energy [38].

𝐽𝜋 Theoretical 𝐸𝑥 [Mev] Experimental 𝐸𝑥 [MeV]

0+ 0.0 0.0
2+ 1.316 1.325
4+ 1.825 1.864
6+ 1.998 1.992
5− 2.075 -
8+ 2.097 2.130
4− 2.417 -

Table 2.2: Table of theoretical excitation energies computed for 130Cd with Oxbash (left). Experimentally
determined excitation energies from [33] assigned to 𝐽𝜋 = (2+), (4+), (6+), (8+) states connected by
2+ → 0+, 4+ → 2+, 6+ → 4+, 8+ → 6+ transitions also summarised.
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2.4 Electromagnetic transitions

As an excited nucleus transitions from a higher energy state to a low energy state it
emits a gamma-ray equal in energy to the difference in the excitation energy of the states
[17]. By detecting these gamma-rays the excitation energies of the excited states can be
determined from their energies and the strengths of the transitions can be gleaned from
the rate at which gamma-rays are observed [39].

2.4.1 Transition strengths

The rate at which transitions between nuclear states occurs depends upon the charge
and current distribution within the nucleus [29] The function describing the resultant
electromagnetic potential can be treated with a multipole expansion and separated
for electric E and magnetic M transitions of 𝜆 order multipolarity. For a transition
from a higher spin state |𝐼1𝑀1⟩ to a lower spin state |𝐼2𝑀2⟩ the matrix element with the
electromagnetic transition multipole operator 𝑂𝜆𝜇 is

⟨𝐼2𝑀2 |𝑂𝜆𝜇 |𝐼1𝑀1⟩ (2.15)

With the Wigner Eckart theorem

⟨𝐼2𝑀2 |𝑂𝜆𝜇 |𝐼1𝑀1⟩ =
1√

2𝐼2 + 1
⟨𝐼1𝑀1𝜆𝜇|𝐼2𝑀2⟩ ⟨𝐼2 | |𝑂𝜆 | |𝐼1⟩ (2.16)

the matrix element for a transition can be separated into a reduced matrix element
⟨𝐼2 | |𝑂𝜆 | |𝐼1⟩ component describing the magnetic orientation of the states and a Clebsch-
Gordan coefficient matrix ⟨𝐼1𝑀1𝜆𝜇|𝐼2𝑀2⟩ describing the intrinsic strength of couplings
between states of different orientations in spherical harmonics [29]. This reduced matrix
element can be related to a reduced transition probability

𝐵(𝑂𝜆; 𝐼1 → 𝐼2) =
1

2𝐼1 + 1 | ⟨𝐼2 | |𝑂𝜆 | |𝐼1⟩ |2 (2.17)

The reduced transition probability is a useful quantity to define because it can be related
to an experimentally observable transition strength 𝑇𝐸𝜆 or 𝑇𝑀𝜆 for electric and magnetic
transitions respectively [29].

𝑇𝐸𝜆 =
8𝜋(𝜆 + 1)𝑒2𝑏𝜆

𝜆((2𝜆 + 1)!!)2ℏ
𝐸𝜆
ℏ𝑐

2𝜆+1
𝐵(𝐸𝜆) ↓ (2.18)

𝑇𝑀𝜆 =
8𝜋(𝜆 + 1)𝜇2

𝑁
𝑏𝜆−1

𝜆((2𝜆 + 1)!!)2ℏ
𝐸𝜆
ℏ𝑐

2𝜆+1
𝐵(𝑀𝜆) ↓ (2.19)

where e is elementary charge 1.602×1019 C, b is a barn 1×10−28 𝑓 𝑚2 and 𝜇2
𝑁

is the square
of the nuclear magneton 1.59 × 10−36 keV 𝑐𝑚3. By evaluating the first few transitions
strengths for 𝜆 mulipolarity one obtains

𝑇(𝐸1) = 1.59𝑒1015𝐸3
𝛾𝐵(𝐸1) (2.20)
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𝑇(𝐸2) = 1.23𝑒109𝐸5
𝛾𝐵(𝐸2) (2.21)

𝑇(𝐸3) = 5.71𝑒102𝐸7
𝛾𝐵(𝐸3) (2.22)

𝑇(𝑀1) = 1.76𝑒1013𝐸3
𝛾𝐵(𝑀1) (2.23)

𝑇(𝑀2) = 1.36𝑒107𝐸5
𝛾𝐵(𝑀2) (2.24)

𝑇(𝑀3) = 6.31𝐸7
𝛾𝐵(𝑀3) (2.25)

Transition multipolarity and selection rules

With gamma-ray transition energy 𝐸𝛾 [29], multiple orders of the multipole expansion
may contribute to possible electromagnetic transition modes. Whether a transition of a
given multipolarity is allowed or forbidden depends on if the final and initial quantum
numbers fulfill the selection rule

|𝐼1 − 𝐼2 | ≤ 𝐿 ≤ 𝐼1 + 𝐼2 (2.26)

where L is the change in the angular momentum 𝐿 = 𝐼2 − 𝐼1 [29]. The parity 𝜋 of a state
depends upon the orbital angular momentum 𝑙 forming it such that 𝜋 = (−1)𝑙 . Provided
the selection rule in equation 2.26 is fulfilled, when the parity change Δ𝜋 for a transition
is equal to −1, E1, M2, E3, M4 alternating mulipolarities are allowed. If Δ𝜋 = 1 then M1,
E2, M3, E4 multipolaries are allowed [29].

2.5 Coulomb Excitation

Coulomb excitation (Coulex) has historically been used as a tool to populate these
excited states for study [39]. Coulex is the electromagnetic excitation of a nucleus in an
inelastic collision with another nucleus. Coulex interactions are a particularly effective
means to populate low-lying excited nuclear states for study because at Coulomb barrier
kinetic energies these states are strongly populated and at sufficiently low kinetic
energies Coulex reactions are well theoretically described enabling robust and model
independent extraction of nuclear observables such as the deduction nuclear excitation
energies and electromagnetic transition matrix elements from gamma-ray decay spectra
[39]. Indeed the first nuclear gamma rays identified as originating from transitions
between excited states populated in Coulomb excitations were recorded in proton
induced reactions with light nuclei in 1952 [40].

2.5.1 Safe Coulex

The forces governing Coulex reactions are composed of an electromagnetic and a nuclear
component [39] At projectile kinetic energies below the Cline-condition energy 𝐸𝑐𝑙𝑖𝑛𝑒 in
equation 2.27 the nuclear surfaces cannot come within a 5 fm distance of one another
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before the projectile is deflected and so the nuclear contribution to the excitation cross
section is small and can therefore be safely neglected [39].

𝐸𝑐𝑙𝑖𝑛𝑒 = 1.44𝐴1 + 𝐴2
𝐴2

· 𝑍1𝑍2

1.25(𝐴
1
3
1 + 𝐴

1
3
2 ) + 5

(2.27)

Here 𝐸𝑐𝑙𝑖𝑛𝑒 is the maximum kinetic energy for safe, electromagnetically dominated
Coulex depending upon the atomic mass and number of the projectile (𝐴1 , 𝑍1) and
target (𝐴2 , 𝑍2) [39]. The motion of the projectile traveling at a velocity 𝑣 in the Coulomb
field of the nucleus can be characterised by the Sommerfeld parameter

𝜂 =
𝑍1𝑍2𝑒

2

4𝜋ℏ𝑣 ≫ 1 (2.28)

In Coulomb excitations at low kinetic energies 𝜂 is much larger than one. This implies
the kinematics of the inelastic Coulomb excitation collisions can be described classically
[39].

2.5.2 Semi-classical approach

In the semi-classical description the differential cross section for Coulomb excitation
from an initial |𝐼𝑖⟩ to an excited final state

��𝐼 𝑓 〉 is(
𝑑𝜎
𝑑Ω

)
𝑓

=

(
𝑑𝜎
𝑑Ω

)
𝑅𝑢

· 𝑃𝑖 𝑓 (2.29)

where (𝑑𝜎/𝑑Ω)𝑅𝑢 is the Rutherford scattering cross section and the probability of a
particular excitation from an initial state 𝐼𝑖 to a final state 𝐼 𝑓 , 𝑃𝑖 𝑓 , is summed over all
initial state magnetic substates 𝑀𝑖 and summed over all final state magnetic substates
𝑀 𝑓 forming final state excitation amplitudes 𝑏 𝑓 [39].

𝑃𝑖 𝑓 = (2𝐼𝑖 + 1)−1
∑
𝑀𝑖𝑀 𝑓

|𝑏 𝑓 |2 (2.30)

2.6 Production of rare isotope beams

In order to produce rare isotope beams for study in gamma-spectroscopy experiments
and in the case of Coulex experiments for excitation, RIB facilities can employ abrasion-
fission reactions with stable beams [36]. Alternatively a combination of abrasion
fission reactions and nucleon knockout reactions directly exciting nuclear states can be
employed [41].

2.6.1 Abrasion fission

In abrasion-fission reactions heavy stable beams such as 238U are impinged at high
energies on light targets such as 9Be. As illustrated in figure 2.8, in an abrasion-fission
reaction part of the incoming heavy projectile breaks off from the original nucleus in
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Figure 2.8: Illustration of abrasion fission reaction between heavy 238U projectile and light 9Be target
from [42].

a collision with the target and gains excitation energy. Depending upon the resulting
reaction product and its excitation energy, neutron evaporation may then occur before
an in-flight fission into lighter mass residues occurs. These residues can themselves
then undergo neutron evaporation until more stable products remain [36].

2.6.2 Knockout reactions

In a knockout reaction a projectile is similarly impinged on a light target and only a few
nucleons are removed from the nucleus leaving the remaining nucleus in an excited state.
As illustrated in the single-nucleon knockout reaction in figure 2.9, the excited nucleus
can then gamma-decay. In in-flight gamma spectroscopy experiments gamma-rays
emitted in in-flight transitions between the excited states of the nucleus carrying nuclear
structure information are studied [41].

Figure 2.9: Illustration of single nucleon knockout reaction between projectile and 9Be target showing
subsequent gamma-decay of excited product nucleus [42].
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Chapter 3

Excited States of 130Cd

3.1 HiCARI Experiments

In 2020 the excited states of 130Cd were studied in HiCARI in-flight gamma spectroscopy
experiments performed at the RIKEN (Institute of Physical and Chemical Research) Rare
Isotope Beam Factory (RIBF) in Japan [43]. In the 2020 autumn term RIBF189 accelerator
run a 60 pnA 238𝑈 primary beam was generated by the RIBF Super Conducting Electron
Cyclotron Resonance Ion Source (ECRIS) [44][45]. As illustrated in figure 3.1 the
ECRIS beam is accelerated through the RIKEN heavy-Ion Linear Accelerator (RILAC)
and 4 cyclotrons, the RIKEN Ring Cyclotron (RRC), Fixed-frequency Ring Cyclotron
(fRC), Intermediate-stage Ring Cyclotron (IRC) and Superconducting Ring Cyclotron
(SRC) before delivery to the BigRIPS magnetic fragment separator at 345 MeV/u.
[44][45][46][47][48][49].

3.2 BigRIPS-ZeroDegree particle identification

Before entering BigRIPS the 238𝑈 primary beam is impinged on a 9Be production
target illustrated in orange at F0 in figure 3.2. In this production target a wide range
of radioactive nuclei are produced in abrasion-fission reactions [36]. The BigRIPS
spectrometer is comprised of a series of dipole and quadrupole magnets which steer
ions of interest through in F0-F7 focal planes illustrated in figure 3.2 [50]. In this case the
BigRIPS magnets were tuned for optimal transmission of 130Cd ions. After traversing
BigRIPS detectors and ion-optical elements designed to identify passing ions (such as
the 1.5 mm and 5 mm Al degraders in F1 and F5 focal planes), the cocktail beam of
secondary products reaches a secondary target in F8 with approximately 220 MeV/u.
In the 6mm 9Be secondary target in F8 some nuclei engaged in knockout reactions
producing excited nuclei. The in-flight gamma-decays of which are detected in the
HiCARI High-Purity Germanium (HPGe) detection array that surrounds the secondary
target [41]. As some of the incoming nuclei engage in knockout reactions the secondary
reaction products are then identified in the ZeroDegree magnetic spectrometer in F8-F11
[51]. The ZeroDegree spectrometer’s magnets were tuned for optimal transmission and
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Figure 3.1: RIBF189 238𝑈 primary beam acceleration scheme showing ECRIS ion source, RILAC, RRC,
fRC, IRC and SRC cyclotrons [49].

Figure 3.2: Illustration of BigRIPS and ZeroDegree magnetic fragment separators illustrating primary
and secondary targets, PPAC, Music, Plastic scintillator and HiCARI detectors. Edited version of diagram
from [51].

separation of 129Ag ions.

3.2.1 Particle identification with the 𝑇𝑂𝐹 − 𝐵𝜌 − Δ𝐸 method

In order to identify particles in BigRIPS and ZeroDegree the time-of-flight (TOF) of ions
between when they are registered as travelling through the F3, F7, F8 and F11 focal
planes is measured. The path length 𝐿 taken by ions as they separate and bend through
trajectories depending upon their mass-charge ratio 𝐴

𝑄 is also reconstructed from the
positions in the XY plane. They are recorded as traversing in parallel plate avalanche
counters at F3, F5, F7, F8, F9 and F11 with velocities 𝛽 [52][53].

𝑇𝑂𝐹 =
𝐿

𝛽𝑐
(3.1)

By equating the electromagnetic force on an ion travelling at a velocity 𝛽 through a
perpendicular magnetic field 𝐵 to the force required to accelerate it through a circular
trajectory with radius 𝜌, a relation for 𝐴

𝑄 ratio can be obtained [52].

𝐴

𝑄
=

𝐵𝜌

𝛽𝛾
𝑐

𝑚𝑢
(3.2)
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where 𝛾 is the Lorenz factor and 𝑚𝑢 is the atomic mass unit. As shown in figure 3.2
a MUSIC (Multi-sampling ionization chamber) detector is also positioned before and
after the target in F7 and F11 [54]. As expanded upon in section 3.2.4 by comparing the
energy deposited by an ion in the known thickness of a MUSIC detector travelling at a
velocity 𝛽 reconstructed from the TOF measured between plastic scintillators and the
path length traversed between PPACs, an ions atomic number can be reconstructed. By
means of the 𝑇𝑂𝐹 − 𝐵𝜌 − Δ𝐸 method the atomic number of ions in the F7 and F11 focal
planes (𝑍7 and 𝑍11) and the A/Q ratio of ions across the F3-F5, F5-7, F8-F9 and F9-F11
focal planes

(
𝐴
𝑄

)
35

,
(
𝐴
𝑄

)
57

and
(
𝐴
𝑄

)
911

can be reconstructed(
𝐴

𝑄

)
35

=
𝐵𝜌35

𝛽35𝛾35

𝑐

𝑚𝑢
(3.3)(

𝐴

𝑄

)
57

=
𝐵𝜌57

𝛽57𝛾57

𝑐

𝑚𝑢
(3.4)(

𝐴

𝑄

)
911

=
𝐵𝜌911

𝛽911𝛾911

𝑐

𝑚𝑢
(3.5)

3.2.2 Charge state changes

If the charge state of an ion does not change, its 𝐴
𝑄 ratio should be constant. With

a constant 𝐴
𝑄 , the amount deflected 𝜌 due to an external magnetic field 𝐵 should be

constant (i.e Δ𝐵𝜌 = 0) [52]. The Δ𝐵𝜌𝑖 𝑓 between the dipole magnets deflecting the beam
before 𝐵𝜌𝑖 and after 𝐵𝜌 𝑓 the target can therefore be constructed with

Δ𝐵𝜌𝑖 𝑓 =
𝐵𝜌𝑖 − 𝐵𝜌 𝑓

𝐵𝜌 𝑓
(3.6)

reflecting if an ion has picked up or lost an electron in the target and therefore changed
its charge state and 𝐴

𝑄 .

3.2.3 PPAC detectors

BigRIPS-ZeroDegree PPACs (such as shown in figure 3.3) consist of pairs of parallel
electrode plates through which a voltage is applied forming anode and cathode pairs.
The volume between the electrodes is filled with an 3-50 Torr ionisation gas such as
isobutene (𝐶4𝐻10) or Octafluoropropane (𝐶3𝐹8) [53]. When ions traverse the gaseous
volume they ionise electrons producing avalanches of charged electron-ion particle pairs
which flow toward the charged plates. The cathode plate is attached to a delay line
so that when charge is deposited on a particular segment the time difference (with a
unique delay for each segment) between charge detection at either end of the PPAC can
be studied to reconstruct positions within the 240mm x 150mm horizontal plane with
root-mean-squared resolution of 0.25mm. The high electron mobility and small distance
between plates results in a short signal rise time which following waveform analysis
enables PPAC hit timings with precision on the order of nanoseconds to be extracted [49].
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Figure 3.3: Diagram of PPAC showing charged anode/cathode plates enclosing ionization gas volume
connected to delay line [53].

BigRIPS-ZeroDegree PPACs are positioned in sets of two or three along the beamline
maximising detection efficiency and enabling the trajectory of ions to be interpolated
between them. As the timing of PPAC charge signals are read out from either end of the
delay line, events with a time difference 𝑇𝑠𝑢𝑚 = 𝑇1 + 𝑇2 inconsistent with the expected
behaviour of the PPAC delay line (such as multi-hit events and events in which 𝛿-rays
are generated) can be removed [52]. As shown in figure 3.4 these abnormal events
manifest as tails to a 𝑇𝑠𝑢𝑚 Gaussian distribution which can be removed by selecting an
interval containing the Gaussian component of the distribution.

Figure 3.4: 𝑇𝑠𝑢𝑚 histogram for BigRIPS F3 PPACs demonstrating BigRIPS-ZeroDegree background
suppression selection. Red interval showing suppression of inconsistently detected ion events.
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3.2.4 MUSIC detectors

BigRIPS-ZeroDegree MUSIC detectors (such as the ones illustrated in figure 3.5) consist
of stacks of 24 alternating anode-cathode plates tilted to 30 deg from the beamline which
are positioned with 20mm gaps between each plate [54].

Figure 3.5: Cross-sectional diagram of tilted electrode gas ionization chamber MUSIC detector used by
BigRIPS and ZeroDegree. Diagram from [54].

Similarly to the PPACs the gaps between the plates are filled with ionization gas so
that traversing ions can ionise the gaseous atoms to create charged electron-ion pairs for
collection by the charged plates. The plates are tilted to minimise signal losses due to the
recombination of electron-ion pairs. The energy deposited 𝑑𝐸 by an ion as it penetrates
a distance 𝑑𝑥 depending upon its atomic number 𝑧 and its velocity 𝛽 in accordance with
the Bethe-Bloch equation [55].

−𝑑𝐸

𝑑𝑥
=

4𝜋
𝑚𝑒 𝑐2 · 𝑛𝑧

2

𝛽2 ·
(

𝑒2

4𝜋𝜖0

)2
·
[
ln

(
2𝑚𝑒 𝑐

2𝛽2

𝐼𝑒 · (1 − 𝛽2)

)
− 𝛽2

]
(3.7)

where n is the electron number density of the material, 𝐼𝑒 is the mean excitation energy
and 𝜖0 is the vacuum permittivity. Using equation 3.7 the atomic number of passing
ions can therefore be determined using the energy deposited in the known thickness
of the stacked MUSIC plates. The achievable atomic number resolution of the MUSIC
detectors has been determined to be Δ𝑧 = 0.2 − 0.3 for a 40𝐴𝑟 beam at 95 MeV/u. The
ionisation gas is a mixture of Argon and Methane yielding a signal rise time of 0.3𝜇s.
This enables the MUSIC detectors to achieve ion detection rates of up to 1 MHz [54].
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3.2.5 Plastic scintillators

The BigRIPS-ZeroDegree plastic scintillators illustrated in green in figure 3.2 consist of
0.2mm thick optically transparent plastic blocks attached to a pair of PhotoMuliplier
Tubes (PMTs) on their horizontal sides [52][56]. When ions traverse the plastic block
a splash of scintillation light is emitted isotropically which travels to the PMTs and is
converted into many electrons [56]. The charge of the electron signal is then processed
enabling the timing of the passage of ions to be determined to with a resolution of 40ps.
The charge-integrated signal 𝑞1 and 𝑞2 induced by the deposition of scintillation light in
the left or right end PMT depends upon the horizontal position through which the ion
passed x, within the width of the detector L

𝑞1 = 𝑞0𝑒𝑥𝑝(−
𝐿 + 𝑥

𝜆
) (3.8)

𝑞2 = 𝑞0𝑒𝑥𝑝(−
𝐿 − 𝑥

𝜆
) (3.9)

where 𝜆 denotes the attenuation length of light in the scintillation material and 𝑞0

denotes the total charge signal emitted [50]. Rearranging equation 3.8 and 3.9 for a
position x, one obtains

𝑥 = −𝜆
2 ln

𝑞1

𝑞2
(3.10)

Similarly the position through which the ion traversed the scintillation block can be
determined using the timing of the arrivals of the charge signals 𝑡2 and 𝑡1 in the left and
right PMT’s

𝑥 = −𝑉

2 (𝑡2 − 𝑡1) (3.11)

where V is the speed of light in the scintillation material [52]. With two independent
measurements of hit positions, events which are detected with inconsistent correlations
of charges and timings can be removed by plotting ln 𝑞1

𝑞2
against 𝑡2 − 𝑡1 [52]. Figure

3.6 is a 2-dimensional histogram of 𝑞1
𝑞2

and 𝑡2 − 𝑡1 detected in the F3 plastic scintillator,
demonstrating how events with inconsistently detected charges and registered timings
can be excluded.

3.2.6 A/Q correction coefficients

As shown in equations 3.3, 3.4 and 3.5, the A/Q ratio reconstructed for ions in BigRIPS and
ZeroDegree depends upon the TOF measured between plastic scintillators determining
the ion velocity and the trajectories reconstructed between PPACs [52]. The reconstructed
A/Q is therefore correlated with ion x, y, A and B as measured in the PPACs and the
volume of charge 𝑞 collected in the scintillators depending upon the incident velocity.
The precision of the reconstructed A/Q ratio𝑅0 can therefore be improved by introducing
a series of x, y, A, B and q correlation correction coefficients 𝑎𝑖 to second order such that

𝑅𝑐𝑜𝑟𝑟 = 𝑅0 + 𝑎0𝑥 + 𝑎1𝑥
2 + 𝑎2𝑦 + 𝑎3𝑦

2 + 𝑎4𝐴 + 𝑎5𝐴
2 + 𝑎6𝐵 + 𝑎7𝐵

2 + 𝑎8𝑞 + 𝑎9𝑞
2 (3.12)
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Figure 3.6: Histogram showing F3 plastic scintillator ln 𝑞1
𝑞2

to 𝑡2 − 𝑡1 correlation. Labelled with graphical
selection on correlation of positions reconstructed using timings and charge methods.

where 𝑅𝑐𝑜𝑟𝑟 is the corrected A/Q ratio. The A/Q against Z histograms in figures 3.7 and
3.8 show the precision of the A/Q BigRIPS particle identification before the application
of the correlation correction and after respectively. By fitting the A/Q spread of 130Cd
in figures 3.7 and 3.8 the BigRIPS A/Q resolution was found to improve by 21.4% from
Δ𝐴/𝑄
𝐴/𝑄 = 0.002489 to Δ𝐴/𝑄

𝐴/𝑄 = 0.001956 after the application of the correction coefficients.

Figure 3.7: BigRIPS ZvsA/Q histogram labelled with incoming 130Cd ions before application of correction
coefficients.
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Figure 3.8: BigRIPS ZvsA/Q histogram labelled with incoming 130Cd ions after application of correction
coefficients.

RIBF189 particle identification

As shown in figure 3.9 the Δ𝐵𝜌𝑖 𝑓 constructed around the secondary target in equation
3.6 indicates a small ions changed charge state. The 6mm secondary 9Be target is the
thickest material encountered by the beam as it travels between the dipole magnets
before and after the target where Δ𝐵𝜌𝑖 𝑓 was constructed and likely therefore facilitated
most of the changes in charge state.

Figure 3.9: Δ𝐵𝜌𝑖 𝑓 histogram demonstrating separation of ions that change charge state from between the
dipole magnets before and after the F8 target and those that do not.
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If all ions were combined in one Z-A/Q plot such as in figure 3.8 for the BigRIPS
separator, the A/Q separation of isotopes in the Zerodegree spectrometer would be
reduced as some ions would shift in A/Q ratio. Particle identification is therefore
achieved after the target by separating ions into those that increase charge state, decrease
charge state or remain unchanged. Figures 3.10, 3.11 and 3.12 show the A/Q-Z
histograms obtained for these groups respectively after unique correlation correction
coefficients are applied in each case. The outgoing 130Cd ions of interest are labelled in
black in each case.

Figure 3.10: ZeroDegree ZvsA/Q histogram showing ions that did not change charged state with labelled
130Cd ions.

Figure 3.11: ZeroDegree ZvsA/Q histogram showing electron pickup charge state channel with labelled
130Cd ions.
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Figure 3.12: ZeroDegree ZvsA/Q histogram showing electron drop-off charge state channel with labelled
130Cd ions.

3.2.7 Reaction channels statistics

By selecting ions entering the secondary target from the BigRIPS spectrometer in figure
3.8 and selecting ions exiting the target into the ZeroDegree spectrometer in figures
3.10, 3.11 and 3.12 the total number of ions in relevant knockout reaction channels are
summarised in table 3.1. As shown table 3.1 a total of 171523 131In ions were produced
in proton knockout reactions from 132Sn and a total of 121447 130Cd ions were produced
in proton knockout reactions from131In. As shown in figures 3.8 and 3.10, 3.11 and 3.12,
many other incoming and outgoing isotopes in the 132Sn region were also produced,
however the analysis of these isotopes and their correlated in-flight gamma-decays are
not the focus of this thesis and are not presented.

Reaction channel Number of ions

132Sn→131In 171523
131In→130Cd 121447

Table 3.1: Table of 131In and 130Cd ions produced in proton knockout reactions in the secondary HiCARI
target.

3.3 HiCARI HPGe array

In order to detect gamma-rays emitted in the in-flight gamma-decays of the excited
states of 130Cd nuclei produced in the secondary target, the HiCARI HPGe detector
array was positioned around the target.
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3.3.1 High-purity Germanium detectors

The primary reason HPGe detectors were used is because they have excellent gamma-
ray energy resolution of a few keV depending upon the gamma-ray energy such as
Δ𝐸𝑖𝑛𝑡𝑟 ∼ 1.9 keV FWHM at 1332.5 keV [55]. A energy resolution of a few keV is favourable
then for targeting gamma-rays emitted in transitions with energies on the order of
100 keV-2 MeV predicted by the shell model calculations in table 2.2 as the intrinsic
energy resolution is small compared to the gamma-ray energy. Furthermore, crystalline
germanium has a small 0.7 ev bandgap, meaning even low energy gamma-rays can
generate large charge signals due to the small amount of energy required to create each
electron-hole charge carrier pair. This means that strong detector signals for even low
energy gamma-rays are attainable [56]. HPGe crystal volumes are typically disk or
coaxial cylinder in shape through which a central hole can be partially drilled with
the surrounding angular section segmented into electrically isolated parts. Miniball
detectors such as the one illustrated in figure 3.13 are segmented into six parts [59]. A
voltage is applied through the central hole surface inducing an anode-cathode structure
between the central and outer segment structures. As expanded upon in section 4.7.7,
incident photons deposit energy in the Ge semiconductor structure, resulting in the
emission of electrons which flow through an externally applied electric field to the
anode for detection.

Figure 3.13: Illustration Miniball HPGe crystal segmented into 6 sections surrounding a central core
[59].

With such a small semi-conductor band gap room temperature thermal fluctuations
are sufficient to liberate electrons. At room temperature, charge signals produced by
gamma-rays of interest are downed out by thermal noise. HPGe detectors such as the
Miniball detector pictured in figure 3.14 therefore house cryogenic dewars containing
coolants (such as liquid nitrogen) which cool the HPGe crystal and parts of the electronics
in order to avoid this noise [51][52].
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Figure 3.14: Picture of Miniball detector showing 𝐿𝑁2 Dewar which cool the HPGe crystals and parts of
the electronics below [59].

3.3.2 Doppler correction in HiCARI in-flight decay spectroscopy experiments

The HiCARI HPGe array consists of 6 Miniball clusters [59], four Superclover [60]
detectors as well as a LBNL P3 and a RCNP Quad detector which hereafter are together
referred to as the tracking detectors [60]. As ions are delivered to the secondary target at
relativistic velocities, gamma-rays emitted in transitions between their excited states are
detected at Doppler shifted energies in the stationary HiCARI array [61]. The energy
measured in the stationary detector reference frame 𝐸𝛾 depends upon the rest frame
energy 𝐸0 and the emission angle 𝜃𝛾 of the gamma-ray from the ions direction of flight
at a velocity 𝛽.

𝐸𝛾 = 𝐸0

√
1 − 𝛽2

1 − 𝛽 cos𝜃𝛾
(3.13)

In order to extract the the rest frame gamma-ray energies from the measured, the
emission angle and velocity of the ion at the point of emission must therefore be
reconstructed. The resolution Δ𝐸0 with which rest frame gamma-ray energies can be
obtained following a correction for the Doppler shift depends upon the Δ𝜃𝛾 angular
resolution, the Δ𝛽 velocity resolution and the intrinsic energy resolution of the detector
Δ𝐸𝑖𝑛𝑡𝑟 for a gamma-ray emitted at an angle 𝜃𝛾 from an ion at velocity 𝛽 [61].(

Δ𝐸0
𝐸0

)2
=

(
𝛽 sin𝜃𝛾

1 − 𝛽 cos𝜃𝛾

)2
(Δ𝜃𝛾)2 +

(
𝛽 − cos𝜃𝛾

(1 − 𝛽2)(1 − 𝛽 cos𝜃𝛾)

)2
(Δ𝛽2) +

(
Δ𝐸𝑖𝑛𝑡𝑟

𝐸𝛾

)2
(3.14)

3.3.3 Emission angle and velocity reconstruction

The secondary target illustrated in orange in figure 3.15 is a passive target. As a passive
target is used in HiCARI experiments, no information regarding where within the
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target the reaction of interest occurred is available. As the location of the reaction is not
measured on an event-by-event basis, it can only be assumed to occur at an average depth
through the target. This is significant because the site of the emission of a gamma-ray in
a transition from an excited state of an ion populated in a secondary target reaction to
another state is also not measured. The gamma-ray emission site is therefore assumed
to be the same as the average reaction location.

Figure 3.15: Illustration of HiCARI Doppler reconstruction of ion trajectory through F8 PPACs to
mid-target and reconstruction of gamma-ray emission angles from mid-target position and half-life delayed
emission site.

In order to determine where within the target nuclear reactions on average occur,
the cross section for the absorption of incident 131In ions as they penetrate the target and
slow was calculated with DWEIKO [62]. The cross sections calculated for the absorption
of 131In ions in nuclear reactions as they penetrate the 6mm 9Be target are approximately
constant as shown in figure 3.16. The fraction of 131In ions remaining unabsorbed in the
target as a function of penetration depth was calculated using these cross sections and is
shown in figure 3.17. As shown in figure 3.17 the number of 131In ions remaining to
engage in secondary reactions and populate excited state of interest reduces by 12.7% by
the end of the target. The mean penetration depth before an ion engages in a reaction is
therefore near the mid-point of the target at 2.8mm.

Emission angle reconstruction

As illustrated in figure 3.15, the positions through which incoming ions pass through the
F8 PPACs (𝑥1 , 𝑦1 and 𝑥2 , 𝑦2) before the target is recorded and the trajectory of incoming
ion through these positions is extrapolated to the middle of the target. At this mid-target
location (𝑥𝛾 , 𝑦𝛾) the reactions are assumed to occur and gamma-rays are assumed to be
emitted. The direction of ions when a gamma-ray is emitted is taken as the direction
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Figure 3.16: Plot of DWEIKO computed 131In ion nuclear absorption cross section as they penetrates
6mm 9Be target and lose kinetic energy [62].

Figure 3.17: Plot of 131In ions remaining un-absorbed in nuclear reactions as they penetrate 6mm 9Be
target. Absorption cross sections computed with DWEIKO [62].
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along which it scatters from the mid-target location to the position with which it is
recorded in the final F8 PPAC after the target (𝑥3 , 𝑦3). The gamma-ray emission angle 𝜃𝛾

used in the Doppler correction is taken as the angle between the ions scattering direction
and the direction from the mid-target location and the position at which the gamma-ray
is detected in the HiCARI array.

Ion velocity reconstruction

The mid-target velocity 𝛽𝑚𝑖𝑑 used in the Doppler correction is reconstructed by measuring
the after target velocity for each ion and comparing this to the average after target
velocity 𝛽𝑎 𝑓 𝑡 . The ratio by which an events velocity exceeds the average after the target
is approximately the same by which it exceeds the average mid-target velocity 𝛽𝑚𝑖𝑑.
This average mid-target velocity was determined in a LISE++ calculation for the velocity
an ion must have had in the middle of the target to be slowed in the second half of the
target to the average after target velocity [64]. The mid-target velocity for each ion 𝛽𝑚𝑖𝑑

was thereby reconstructed with the following equation

𝛽𝑚𝑖𝑑 = 𝛽𝑚𝑖𝑑 · (1 +
𝛽𝑎 𝑓 𝑡 − 𝛽𝑎 𝑓 𝑡

𝛽𝑎 𝑓 𝑡
) (3.15)

3.3.4 HiCARI array geometry

The average mid-target velocity for ions in the 131In→130Cd reaction channel was 0.56c.
In figure 3.16 the contributions of the angular, velocity and intrinsic energy uncertainty to
Δ𝐸0
𝐸0

are plotted as a function of 𝜃𝛾 for the Miniball and tracking detectors at 𝛽 = 0.55𝑐. As
shown in figure 3.16, at 𝛽 = 0.55𝑐 the energy uncertainty due to the angular uncertainty
term is maximum at 56◦ where the contribution of the velocity term is minimum. If the
tracking detectors are positioned close to the target at a distance of 130mm, the tracking
detectors can achieve a position resolution of 0.15% (𝜎) [65]. The Miniball detectors at
200mm achieve a less good position resolution of 1.03-1.52% (𝜎). As the positions of hits
in the tracking detectors can be precisely reconstructed they have low (Δ𝜃𝛾)2 angular
uncertainty. The tracking detector Δ𝐸0

𝐸0
is therefore dominated instead by the velocity

uncertainty, resulting in a Δ𝐸0
𝐸0

minimum at 56◦. The less position sensitive Miniball
detectors however have a larger (Δ𝜃𝛾)2 angular contribution to (Δ𝐸0

𝐸0
) which as shown

in figure 3.18 results in optimal (Δ𝐸0
𝐸0

) at low angles and wide angles outside of 56◦.
Figure 3.19 shows the number of gamma-rays detected by detected by Miniball (green),
Superclover (red) and tracking detectors (blue) in a simulation of the HiCARI array
geometry as a function of the polar angle at which crystals were ultimately positioned
from the nominal direction of the beam. As shown in figure 3.19, the Miniball detectors
were positioned at low angles below 56◦ down to 20◦. The tracking detectors were
positioned at wider, 56 − 85◦ angles which as shown in figure 3.18 is close to the (Δ𝐸0

𝐸0
)

minima. The Superclovers were positioned were positioned at 50 − 95◦ angles from the
nominal direction of the beam. This simulation was produced using the UCHiCARI
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Figure 3.18: Proposed angular, velocity and intrinsic energy contributions to total Doppler corrected
energy uncertainty for Miniball (solid line) and tracking (dashed line) detectors. Edited version of figure
in proposal from [106].

(University of California HiCARI) Geant4 simulation package developed by the HiCARI
collaboration which is based on the UCGRETINA package developed for the GRETINA
HPGe array [63].

Lineshape analysis of Doppler corrected gamma-ray energies

After an excited state is populated in the target, there is a delay before a transition
from that state occurs depending upon the strength of the transition. This results in
an offset between the assumed site of emission in the middle of the target and site of
the emission of the gamma-ray depending upon the velocity of the ion and the time
before the transition. As illustrated in figure 3.15, this can result in an erroneously
larger reconstructed emission angle 𝜃𝑇1/2 . As investigated in [61], erroneously larger
emission angles result in a low energy tail in the Doppler corrected transition energy
distribution which lowers the centroid of the distribution. By analysing the shape and
position of the transition energy peak, the strength of the transition required to produce
it can be inferred. In the analysis of HiCARI data, UCHiCARI simulations of gamma-ray
energy distributions assuming half-lives, excitation energies and level schemes for the
excited states of nuclei are compared to experimentally observed distributions. The
nuclear structure of these nuclei is then inferred from the simulated gamma-ray energy
distribution that best reproduces the experimentally observed distribution.
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Figure 3.19: Reconstructed polar emission angle hits in tracking (red), Superclover (blue) and Miniball
(green) from UCHiCARI simulation.

3.4 Analysis of HiCARI experiment

3.4.1 Experimental energy calibration

Before the BigRIPS spectrometer was focused on 130Cd isotopes in the main experiment
the HiCARI HPGe array was calibrated by positioning 60Co and 152Eu radioactive
sources in the F8 target position in the middle of the array. By studying the raw channel
numbers 𝑁𝑐ℎ𝑎𝑛 recorded in crystals at which gamma-rays with known energies occur, a
pair of linear calibration coefficients 𝐴 and 𝐵 can be introduced, transforming the raw
numbers into calibrated energies 𝐸𝑐𝑎𝑙𝑖𝑏 .

𝐸𝑐𝑎𝑙𝑖𝑏 = 𝐴 · 𝑁𝑐ℎ𝑎𝑛 + 𝐵 (3.16)

These gamma-rays were identified on the basis of the observed relative intensities of
the transitions.The residual difference between the known transition energies and the
energy reconstructed by the calibrated energy from the raw channel numbers for each
detector is shown in figure 3.20. As shown in figure 3.20 the energy resolution achieved
by each HPGe crystal in the HiCARI array varied from ∼ 1 − 4 keV.

3.4.2 Simulated HiCARI HPGe energies

The intrinsic resolutions achieved for each crystal were then implemented into their
simulated UCHiCARI counterparts. A UCHiCARI simulation of a 152Eu source was
produced and in figure 3.21 the simulated gamma-ray energy distribution in red are
compared to the experimentally observed 152Eu energies in blue. As shown in figure
3.20 the energy and widths of the simulated gamma-rays well reproduces the energies
and widths of the experimentally observed 152Eu energy peaks. The energy peaks in
the experimental distribution sit atop a layer of background noise which is not included
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Figure 3.20: Residual energy between linear calibration of HiCARI raw channel energies and known
152Eu source gamma-rays at 344 keV and 1408 keV for HiCARI HPGe crystals.

in the UCHiCARI 152Eu simulation. The origin of backgrounds commonly seen in
HPGe detectors includes, but is not limited to, cosmic rays, natural environmental
radiations and electronic noise [57]. In order to compare UCHiCARI simulations to
the experimentally observed distributions these backgrounds are accounted for as in
section 3.4.5 rather than simulated.

3.4.3 Detector Efficiency

Experimental efficiency

The absolute detection efficiency of the HiCARI array was determined by counting
the number of gamma-rays detected with known transition energies from the 60Co
and 152Eu radioactive source data. The number of gamma-rays at each energy was
then compared to the number that would have emitted over the course of the data
acquisition time by the sources based on their recorded activity. As shown in figure 3.24
the absolute experimental detection efficiency declines for all detectors as a function
of energy. The detection efficiency also drops at low energies because an electronic
threshold was applied to the detectors in order to exclude low energy noise.
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Figure 3.21: Comparison of experimental observed 152Eu source gamma-ray energies (blue) to UCHiCARI
simulated 152Eu source energies(red) demonstrating consistency of simulated gamma-ray energy peak
positions and widths with experimental.

Figure 3.22: Absolute efficiency of HiCARI array measured as a function of gamma-ray energy for
Miniball and superclover detectors as well as tracking detectors using the 60Co and 152Eu source data.

Simulated efficiency

The simulated detection efficiency of the HiCARI array was determined by simulating
the isotropic emission of gamma-rays within a relevant range of energies from the
center of the simulated array and comparing the number of gamma-rays detected to
the number simulated. As shown in figure 3.22 the absolute simulated efficiency of
the array declines as a function of energy, dropping at low energies similarly to the
experimental efficiency due the applied simulated detector thresholds.
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Figure 3.23: Absolute simulated HiCARI gamma-ray detection efficiency measured as a function of
gamma-ray energy for the Miniball and superclover detectors combined and the tracking detectors from
the UCHiCARI simulations.

38



3.4. ANALYSIS OF HICARI EXPERIMENT

3.4.4 Comparison of simulated and experimental detection efficiency

In figures 3.24 and 3.25 the experimental absolute detection efficiency of Miniball,
Superclover and tracking detectors is compared to their simulated counterparts. As
shown in figures 3.24 and 3.25 the simulated and experimental efficiencies follows
the same trend, however the simulated efficiency consistently and increasingly over-
predicts the absolute efficiency towards higher energies. This suggests that while
the experimental efficiencies are generally well reproduced, extraction of information
particularly sensitive to the simulated detection efficiencies must account for this
difference. One example is the extraction cross sections for the population of states
in knockout reactions from the observed intensities of transitions. The extraction of
cross sections for the 131In→130Cd proton knockout channel is in future intended to be
pursued however is not presented in this work.

Figure 3.24: Combined Miniball and superclover absolute detection efficiency as a function of gamma-ray
energy comparing experimentally measured detection efficiency from radioactive 152Eu and 60Co source
data and UCHiCARI simulations.

Figure 3.25: Tracking detector absolute detection efficiency as a function of gamma-ray energy comparing
experimentally measured detection efficiency from radioactive 152Eu and 60Co source data and UCHiCARI
simulations.
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Figure 3.26: Experimentally reconstructed rest-frame gamma-ray energy histogram showing 131In,
𝐽𝜋 = 3

2
− 988 keV gamma-decay energy alignment in Miniball (green), Superclover (blue) and tracking

detector (red).

3.4.5 Validation of energy-lifetime extraction with 131In

As shown in figure 3.26 the Doppler corrected gamma-ray energy spectrum for gamma-
rays detected in coincidence with ions in the 132Sn→131In reaction channel have energy
peaks at 988 ± 1.5, 986 ± 2.3 and 986 ± 1.8 keV for the tracking detectors, Miniball
and Superclovers respectively. This gamma-ray energy peak is similar in energy to a
previously measured 987.8 keV (3/2−) → (1/2−1) 131In transition observed in a previous
experiment [66]. In accordance with the selection rules in section 2.4.1 this transition
is of dominantly M1 multipolarity with a fast transition rate related in equation 2.23.
This fast transition rate implies a short lifetime for the (3/2−) state depending on the
𝐵(𝑀1; 3

2
− → 1

2
−). This means that the 987.8 keV gamma-rays are emitted shortly after

the state is populated. The alignment of the gamma-ray energy peaks across all three
detector subsystems near to the known energy suggests a short lifetime for the state. This
is because as established in section 3.3.4 the longer the lifetime the further the assumed
emission point at the assumed mid-target reaction vertex is from the real emission point.
As the observed transition energy is not strongly shifted from the known transition
energy the (3/2−) lifetime may be short. As the (3/2−) half life is short and the energy
of transition is known, this 131In state forms an excellent test case for validating the
extraction of state energies and lifetimes from experimental HiCARI gamma-ray energy
spectra with UCHiCARI simulations.

Low energy background subtraction

The 131In energy spectrum in figure 3.26 is dominated by (primarily Bremsstrahlung)
background at low energies below ∼ 200 keV [67]. The ions are assumed to spend
the first half of the target as 132Sn and the second half as 131In. The distribution of
this low energy background can therefore be taken as the sum of the background
produced in the 132Sn→132Sn channel and 131In→131In channel. By extracting the shape
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Figure 3.27: 131In→131In channel gamma-ray energy distribution showing tracking detector energies
(red), Superclover energies (blue) and Miniball energies (green).

of the 132Sn→132Sn and 131In→131In Doppler corrected energy spectra and subtracting
it from the 132Sn→131In energy spectra in proportion to the number of ions much of
this low energy background can be removed. This leaves predominantly gamma-rays
emitted from the dexcitation of excited states of populated in the reaction of interest.
The 131In→131In Doppler corrected energy spectrum for all three detectors is shown in
figure 3.27. Following the proportionate subtraction of this energy distribution and the
132Sn→132Sn distribution from figure 3.26, the remaining 132Sn→131In Doppler corrected
Miniball energy distribution is plotted in figure 3.28 in blue.

Fitting experimental gamma-ray energy spectra with simulations

In order to compare the experimental energy distribution to the simulated energy
distribution, the intensity of the remaining background 𝑁𝑏𝑘𝑔 is fit with a double
exponential as a function of gamma-ray energy 𝐸𝑔𝑎𝑚 with 𝑘𝑖 = 𝑘0 , 𝑘1 , 𝑘2 and 𝑘3 fitting
parameters with

𝑁𝑏𝑘𝑔 = 𝑘0𝑒
−𝑘1·𝐸𝑔𝑎𝑚 + 𝑘2𝑒

−𝑘3·𝐸𝑔𝑎𝑚 (3.17)

shown in green in figure 3.28. The simulated Miniball 131In Doppler corrected energy
spectrum shown in purple is then fit on top of this background to the experimental
distribution such as in figure 3.28. The intensity of this combined 𝑁𝑐𝑜𝑚𝑏 background
𝑁𝑏𝑘𝑔 and simulated 𝑁𝑠𝑖𝑚 distribution is scaled by a smoothed-step function in order to
reproduce the downward tapering of the experimental intensity 𝑁𝑒𝑥𝑝 at low energies
introduced by Miniball detector thresholds such that

𝑁𝑐𝑜𝑚𝑏 = 𝑘4 · 𝐸𝑟 𝑓 (
𝐸 𝑓 𝑖𝑡 − 𝑘5

𝑘6
) · (𝑁𝑏𝑘𝑔 + 𝑘7𝑁𝑠𝑖𝑚) (3.18)

with an additional four 𝑘𝑖 = 𝑘4 , 𝑘5 , 𝑘6 and 𝑘7 fitting parameters. A 𝜒2 fitting test for
a combination of 𝑘𝑖 fitting parameters is then performed. As shown in equation 3.19
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Figure 3.28: Reconstructed Miniball rest-frame gamma-ray energy distribution showing experimental
energies (blue), simulated 131In 3

2
− → 1

2
− transition (purple) assuming a 𝑇1/2 = 0.2ps half-life, fitted

experimental background (green) and combined fit (red).

the 𝜒2 is defined as the sum of squares of the number of counts in the experimental
distribution and the simulation-background combination.

𝜒2 =
∑
𝑖

(𝑁𝑒𝑥𝑝 − 𝑁𝑐𝑜𝑚𝑏)2

𝑁𝑐𝑜𝑚𝑏
(3.19)

The 𝜒2 therefore depends upon the fitted 𝑁𝑐𝑜𝑚𝑏 energy distribution determined by
the chosen excitation energies and half-lives of states within the simulated level
scheme. By varying the energy and half-life of the (3/2−) 131In state the 𝜒2 for
the separately fitted Miniball, Superclover and tracking detector gamma-ray energy
distributions, the 𝜒2 energy half-life matrices in figures 3.29, 3.30 and 3.31 respec-
tively were obtained. As summarised in table 3.3, the energy half life minima
(𝐸𝑚𝑖𝑛 , 𝑇1

2 ,𝑚𝑖𝑛) obtained for the Miniball, Superclover and tracking detector fits were
(𝐸𝑚𝑖𝑛 , 𝑇1

2 ,𝑚𝑖𝑛) = (986.5, 1.2), (990.0, 5.0), (986.5, 1.0)) respectively with uncertainties ex-
tracted in the following section.

Uncertainty analysis

There are a number sources of uncertainty associated with the energies and lifetimes
which can be obtained by comparison of experimental gamma-ray energy spectra to
simulated. These uncertainties can be categorised into those that either contribute to
the experimental energy distribution 𝑁𝑒𝑥𝑝 or the simulated 𝑁𝑠𝑖𝑚 energy distribution
which combines with the fitted background to form 𝑁𝑐𝑜𝑚𝑏 in 3.19. Equation 3.14 shows
the uncertainty with which Doppler corrected gamma-ray energies can be obtained
depends upon the intrinsic energy uncertainty of the detectors, the angular uncertainty
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Figure 3.29: 𝜒2 Miniball histogram as a function of 131In, 𝐽𝜋 = 3
2
− UCHiCARI simulation excitation

energy and half-life fitted to experimental energy distribution. Labelled with 𝜒2 minimum (red).

Figure 3.30: 𝜒2 Superclover histogram as a function of 131In, 𝐽𝜋 = 3
2
− UCHiCARI simulation excitation

energy and half-life fitted to experimental energy distribution. Labelled with 𝜒2 minimum (red).
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Figure 3.31: 𝜒2 tracking detector histogram as a function of 131In, 𝐽𝜋 = 3
2
− UCHiCARI simulation

excitation energy and half-life fitted to experimental energy distribution. Labelled with 𝜒2 minimum (red).

and the velocity uncertainty. The intrinsic energy uncertainty of the HiCARI array was
studied in section 3.4.1 by analysing radioactive source data. There are however many
experimental contributions to Δ𝜃 and Δ𝛽. The precision of the longitudinal positioning
of the secondary target within F8 for example would contribute to the uncertainty in the
emission angle, shifting the reaction vertex at which the gamma-ray emission vertex is
assumed. Similarly the accuracy with which the mid-target ion velocity is reconstructed
from the extrapolation into the target from the velocity measured after the target on the
basis of the LISE++ simulations would contribute to the velocity uncertainty [64]. By
varying the average mid-target velocity used to reconstruct the mid-target velocity of
each ion and the longitudinal position of the assumed mid-target reaction depth used to
reconstruct the emission angle, the sensitivity of 𝜒2 fitting solutions to these potential
sources of systematic uncertainty can be studied. As shown in figures 3.32 and 3.33,
the 𝜒2 obtained for fitting simulated Miniball detector energies to the experimental as
a function of assumed mid-target position and velocity takes a parabolic shape for all
three detector subsystems. By fitting parabolas to these 𝜒2 distributions their minima
were found and are summarised in table 3.2.

Parameter Miniball Superclover Tracking

Velocity [c] 0.5595 ± 0.003 0.5638 ± 0.007 0.5624 ± 0.006
Target position [mm] 10.01 ± 0.64 9.96 ± 0.65 10.09 ± 0.59

Table 3.2: Table of 𝜒2 minima showing sensitivity of fitting solutions to average mid-target velocity and
target position.
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Figure 3.32: 𝜒2 goodness-of-fit between experimental Doppler corrected 131In gamma-ray energy
distribution and combined fitted background and simulated 131In energy distribution from UCHiCARI
simulation as a function of longitudinal beamline position from central F8 HiCARI array target position.

Figure 3.33: 𝜒2 goodness-of-fit between experimental Doppler corrected 131In gamma-ray energy
distribution and combined fitted background and simulated 131In energy distribution from UCHiCARI
simulation as a function of average mid target velocity from reconstructed from measured after target
velocity and LISE++ simulations. Tracking detector fit in red, Superclover fit in blue, Miniball fit in green.
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Target position sensitivity

Before the experiment the target position was measured to be 9.8 mm from the F8 focal
point. By fitting the results of the 𝜒2 fitting tests for simulations using different target
positions in figure 3.32 with parabolas, the 𝜒2 target position minima for each detector
fit were obtained. By studying the steepness of these parabolas, 90% confidence interval
limits describing the sensitivity of these solutions to different target positions were
constructed and as listed along with the minima for each detector fit in table 3.2 [68].
Table 3.2 shows that the target position 𝜒2 minima are consistent with the measured
9.758mm target position within their 90% confidence limits. This suggests that the target
position could shift as much as 0.64mm, 0.65mm or 0.59mm for each detector group
respectively and the resulting 𝜒2 shift from the wrongly reconstructed emission angles
(which relies on the assumed target position) could still be explainable as a statistical
fluctuation within the 90%confidence intervals.

Mid target velocity sensitivity

The 132Sn→131In mid-target velocity was reconstructed to be 0.5619c. The 𝜒2 sensitivity
of fits for each detector using different mid target velocities was studied and is plotted in
figure 3.33. Similarly, by fitting these results with a parabola, the 𝜒2 velocity minima and
90% confidence intervals were obtained and are listed in table 3.2 for each detector. Table
3.2 shows that the 𝜒2 mid target velocity minima are consistent with the reconstructed
0.5619c mid-target velocity within their 90% confidence limits. This suggests that the
target position could shift as much as 0.003c, 0.007c or 0.0069c for each detector group
respectively and the resulting 𝜒2 shift from the wrongly reconstructed event based
mid-target velocities, which rely on the assumed average mid-target velocity in equation
3.15, could still be explainable as a statistical fluctuation within the 90% confidence
intervals.

Fitting uncertainty

Another contribution to the uncertainty with which energies and half-lives can be
obtained is the sensitivity of the 𝜒2 fitting minima to the assumed nuclear structure
parameters, determining 𝑁𝑐𝑜𝑚𝑏 . By studying the 𝜒2 matrices in figures 3.29, 3.30 and
3.31 a 2-parameter 90% confidence region can be constructed around the minimum
𝜒2 solutions. This region is illustrated in red in figure 3.29. While the 2-parameter
correlated uncertainty of energy and half-life of the 131In fit is contained within the
red region, it is often useful to compress this information into a 1 dimensional single
parameter uncertainty by taking upper and lower limits of the surface in each parameter
illustrated in black in figure 3.29 [68]. The fitting uncertainties obtained by this method
are summarised in table 3.3. These black 1-parameter limits therefore conservatively
overestimate the 90% confidence 2-parameter region they contain [68]. The energy and
half-life minima obtained in table 3.3 are consistent with the experimentally measured
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3
2
− → 1

2
− 987.8 keV from the previous experiment [65]. The half-lives obtained in each

case in table 3.3 are consistent with the prediction of a short lifetime. The consistency of
the transition energy obtained with previous results and the alignment of the half-life
with expectation suggests the same method may be applied to obtaining transition
energies and half-lives in other nuclei within the sample.

Parameter Miniball Superclover Tracking Combined

Energy [keV] 986.5[+1.5,−2.5] 990.0[+1.0,−5.0] 986.5[+2.0,−2.5] 987 (2)
Half-life [ps] 1.2[+1.8,−1.2] 5[+2,−5] 1[+5.0,−1.0] <3.2

Table 3.3: Table of energy/half-life 𝜒2 minima with 1 parameter fitting uncertainty limits and averaged
values.

3.5 Studies of the excited states of 130Cd

By expanding the method established and validated in section 3.45, the excited states of
130Cd were studied in the 131𝐼𝑛 →130 𝐶𝑑 proton knockout reaction channel.

3.5.1 Observed transitions

The Doppler corrected energy spectrum of gamma-rays correlated with ions in the
131In→130Cd proton knockout reaction channel is plotted in figure 3.34. Transitions are
observed in this figure at ∼ 1320 keV,∼ 505 keV, ∼ 430 keV and ∼ 270 keV. In this figure
the energy spectrum for each detector subgroup is plotted separately. The ∼ 270 keV
transition is observed with highest intensity in the forward angle (22 − 55◦) Miniball
detectors. Transitions occurring with significant delay after 130Cd ions are first produced
in the secondary target occur further along the outgoing ion trajectory. Gamma-rays
which are emitted later in the target or beyond it are emitted closer to the forward
angle Miniball detectors and consequently are more efficiently detected. The enhanced
intensity of the ∼ 270 keV transition in the forward angle Miniball detectors compared to
the wider angle Superclover and tracking detectors suggests these gamma-rays may have
been emitted after a delay. As illustrated in figure 3.18, for the purpose of reconstructing
rest-frame gamma-ray energies, gamma-rays are assumed to be emitted from the middle
of the secondary target. If the gamma-rays are instead emitted later or beyond the
secondary target the constructed emission angle is erroneously widened. Equation 3.13
shows a wider emission angle results in a lower reconstructed energy. This results in a
low energy tail to the observed transitions and a downward shift in the energy centroid
as studied in [61].
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3.5.2 Constructing the 130Cd level scheme

In a previous experiment 1325 keV and 539 keV transitions were tentatively assigned
to (2+) → (0+) and (4+) → (2+) transitions between the low lying (2+) and (4+) 130Cd
excited states [33]. The ∼ 1320 keV and ∼ 505 keV transitions observed in figure 3.34
are candidates for these previously observed transitions, with the downward shift in
energies arising as a consequence of delayed emissions due to the lifetimes of the states.
When a high spin states is populated, it can dexcite through a a series subsequent
gamma-decays each increasingly delayed by the lifetime of the intermediate states.
Gamma-rays emitted in these decay cascades thereby exhibit an effective half-life which
manifests as multiple, increasingly delayed, lower energy tails. Of the remaining
transitions the ∼ 430 keV transition is tall and sharp while the ∼ 270 keV transition has
a long low energy tail. The absence of a low energy tail to the ∼ 430 keV transition
suggests no connected higher spin states were populated that decay through it. The
long low energy tail ∼ 270 keV transition however suggests an effective half-life due to
a higher-lying connected state and/or a long half-life. The ∼ 430 keV and ∼ 270 keV
transitions were therefore tentatively assigned to (4−) → (5−) and (5−) → (4+) transitions
connected to newly observed (4−) and (5−) states in 𝜋(𝑔9/2, 𝑝1/2) configuration, the
next lowest excitation energy states predicted by the shell model calculations in table 2.2.
The level scheme suggested by these shell model calculations is illustrated in figure 3.37
next to an experimentally proposed level scheme containing (0+), (2+), (4+), (5−) and
(4−) states. It is possible that the (5−) state decays to the previously measured (and lower
lying) (6+) state, forming a second decay branch, however no additional transitions
were observed where the shell model excitation energies predict the transition may
occur (77 keV). Figure 3.34 shows the energy spectra is dominated by background at
these low energies, therefore such a transition may be present but cannot be identified
among the present background noise. If the proposed levels are connected as in figure
3.35, transitions between these levels might be observed in time coincidence as multiple
gamma-rays are emitted in gamma-decay cascades as ion de-excite to their ground
states. The energies of gamma-rays observed in nanosecond time coincidences were
studied. There was however inadequate statistics to make conclusions regarding the
connection of states on this basis.
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Figure 3.34: Dopper corrected gamma-ray energy histogram for Miniball detectors (green), Superclovers
(blue) and tracking detectors (red).

130𝐶𝑑 state population cross sections

In a 131𝐼𝑛 →130 𝐶𝑑 proton knockout reaction, excited 130𝐶𝑑 nuclei may be produced in
a set of 𝑛 possible excited states [41]. If these excited states are connected in a linear
series of decays such as in figure 3.35, a cascade of decays such as

𝑛 → 𝑛 − 1 → 𝑛 − 2 → ... → 1 → 0 (3.20)

are possible. For a number of populated excited states 𝑁0 , 𝑁1..𝑁𝑖 one observes that the
decay rate of a given state ¤𝑁𝑖 at a time t after the reaction at t=0 would depend upon its
lifetime 𝜏𝑖 , its population 𝑁𝑖 and the population and lifetime of the state above 𝜏𝑖+1 and
𝑁𝑖+1

¤𝑁𝑖(𝑡) = − 1
𝜏𝑖
𝑁𝑖(𝑡) +

1
𝜏𝑖+1

𝑁𝑖+1(𝑡) (3.21)

As established in section 3.5.2 the observed transitions in figure 3.34 are likely therefore
made up of gamma-rays emitted from the direct population of relevant states and their
subsequent decay after a mean lifetime of 𝜏𝑖 as well as subsequent decays delayed
by the lifetimes of the states above. In order to extract the half-life and energy of the
underlying states from the lineshape of the observed transitions, full decay cascades
must be simulated and the cross dependency of state energies and lifetimes studied.

3.5.3 130𝐶𝑑 decay cascade fitting function

Simulations of the energy distributions (𝑁2+ , 𝑁4+ , 𝑁5− , 𝑁4−) reconstructed from gamma-
rays detected in the HiCARI HPGe array due to gamma-decay cascades, arising as
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Figure 3.35: 130Cd level scheme constructed on the basis of theoretical calculations (left) and experimental
observations of gamma-ray energy peaks (right).

a consequence of the population of simulated (2+ , 4+ , 5− , 4−) states were produced.
These simulations were fitted to the experimental gamma-ray energy histogram by
extending equations 3.17 and 3.18 with additional degrees of freedom for the population
amplitudes (𝑗0 , 𝑗1 , 𝑗2 , 𝑗3) of the gamma-ray energy distributions associated with each
simulated decay cascade.

𝑁𝑐𝑜𝑚𝑏 = 𝑘4 · 𝐸𝑟 𝑓 (
𝐸 𝑓 𝑖𝑡 − 𝑘5

𝑘6
) · (𝑁𝑏𝑘𝑔 + 𝑗0𝑁2+ + 𝑗1𝑁4+ + 𝑗2𝑁5− + 𝑗3𝑁4−) (3.22)

Here 𝑘𝑖 is restricted to 𝑘𝑖 = 𝑘0 , 𝑘1..., 𝑘6. 𝑁4− for example is the simulated energy
distribution of Doppler corrected gamma-rays emitted from the decay of the 4− state,
followed by the delayed emission of gamma rays from the 5− state, 4+ state and 2+ state.

Fitted population amplitudes

The population amplitudes (𝑗0 , 𝑗1 , 𝑗2 , 𝑗3) with which the simulated decay cascade energy
distributions are multiplied by in equation 3.22 are obtained with the Minuit fitting
algorithm [69]. The population amplitudes fitted in figures 3.38, 3.39 and 3.40 were
(𝑗0 , 𝑗1 , 𝑗2 , 𝑗3) = (60(6), 78(7),67(14), 100(8)), (60(10), 83(13), 96(24), 100(11)) and (67(10),
97(11), 147(21), 100 (11)) for the Miniball, Superclover and tracking detectors respectively.
In future investigations state population cross sections are intended to be extracted in
this manner by comparing the intensities of simulated gamma-ray energy distributions
to experimental intensities. Furthermore, there is an uncertainty associated with the
ability of the fitting algorithm to find (𝑗0 , 𝑗1 , 𝑗2 , 𝑗3) parameters optimal for the fitting the
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Figure 3.36: 130Cd Doppler corrected gamma-ray energy distributions fitted with combined fitted-
backgrounds and simulations of direct population of (2+) (green), (4+) (blue), (5−) (yellow), (4−) (purple)
states for Superclover detectors.

experimental energy distributions to simulated. In future investigations the contribution
of uncertainties to the extraction of state energies and half lives is intended to be
comprehensively studied and propagated into final results.

3.5.4 Initial parameters for 130Cd gamma-ray energy spectrum fitting

The experimental Miniball, Superclover and tracking detector 130Cd gamma-ray en-
ergy spectra were initially fitted by manually fixing the excitation energies of the
(2+), (4+), (5−) and (4−) states such that the simulated transition energies were equal
to their experimental counterparts. The half-life of each state was then independently
and iteratively increased, introducing low energy tails to each simulated transition and
reducing the centroid of the energy, while the excitation energies were increased until the
lineshape of each transition closely matched the experimentally observed lineshape. The
combination of excitation energies and half-lives minimising the 𝜒2 between the (blue)
experimental energy distributions in figures 3.36-3.38 and the fitted (red) distributions
was selected as a starting point. The local 𝜒2 surface in excitation-energy half-life
parameter space for each considered state was then independently and systematically
studied. The combination of excitation energies and half-life minimising 𝜒2 for each
subgroup of detector and averaged. The results of this systematic and independent
search for excitation energy half-life 𝜒2 minima are the fits shown in figures 3.36-3.38.
The reduced chi square (with 𝜈 degrees of freedom)

𝜒2
𝜈 =

𝜒2

𝜈
(3.23)

of these fits were 𝜒2
𝜈𝑠𝑢𝑝𝑒𝑟 = 1.08, 𝜒2

𝜈𝑚𝑖𝑛𝑖
= 1.53 and 𝜒2

𝜈𝑡𝑟𝑎𝑐𝑘 = 1.22 in the Superclover,
Miniball and tracking detector cases.
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Figure 3.37: 130Cd Doppler corrected gamma-ray energy distributions fitted with combined fitted-
backgrounds and simulations of direct population of 2+ (green), 4+ (blue), 5− (yellow), 4− (purple) states
for Miniball detectors.

Figure 3.38: 130Cd Doppler corrected gamma-ray energy distributions fitted with combined fitted-
backgrounds and simulations of direct population of 2+ (green), 4+ (blue), 5− (yellow), 4− (purple) states
for tracking detectors.
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Figure 3.39: 𝜒2 Miniball fit histogram as a function of 130Cd, 𝐽𝜋 = 4− UCHiCARI simulation transition
energy and half-life fitted to experimental energy distribution. Labelled with 90% confidence region (red)
and 𝜒2 minimum (green).

3.5.5 Interdependent 130𝐶𝑑 gamma-ray energy spectrum fitting

In the 130Cd level schemes in figure 3.35 there are four states (𝑁2+ , 𝑁4+ , 𝑁5− , 𝑁4−)
which were considered to be populated with four associated excitation energies
(𝐸2+ , 𝐸4+ , 𝐸5− , 𝐸4−) and half-lives (𝑇2+

1/2 , 𝑇
4+
1/2 , 𝑇

5−
1/2 , 𝑇

4−
1/2). Fixing 𝐸2+ and 𝐸4+ to 1325 keV

and 1864 keV from the previously measured values, these eight degrees of freedom can
be reduced to six [33]. As the (4−) state is assumed to be at the top of the level scheme, no
higher lying states was in this case considered to contribute delayed gamma-ray energy
components to the gamma-ray energy peak associated with the (4−) → (5−) transition.
The energy 𝐸4− and the half-life 𝑇4−

1/2 of the (4−) state are therefore independent of the
other nuclear structure parameters and so can be obtained independently of them by
varying only 𝐸4− and 𝑇4−

1/2 and extracting the 𝜒2 minimum such as in section 3.4.5. Plots
of the 𝜒2 obtained when fitting simulated decay cascades with different combinations of
4− → 5− transition energy and 4− half-life are shown in figures 3.38-40 for the Miniball,
Superclover and tracking detectors respectively. The results of this search summarised
in table 3.4. This reduces the interdependent degrees of freedom to (𝐸5− , 𝑇4+

1/2 , 𝑇
5−
1/2 , 𝑇

2+
1/2).

As all detector subsystems are fitted independently and the smallest simulated detection
efficiency is shown to be < 1.5% in figure 3.23 for the tracking detectors, UCHiCARI
simulations of large numbers of ions and emitted gamma-rays are necessary for adequate
numbers of gamma-rays to be detected in each simulated detector for comparison to
experimental spectra. If a 100 keV transition energy range was studied in steps of 1 keV
around the 𝐸5− excitation energy and 50 ps half-life ranges were studied in steps of 1ps
around the remaining (𝑇4+

1/2 , 𝑇
5−
1/2 , 𝑇

2+
1/2) half-life parameters, then 1.25 × 109 UCHiCARI

simulations would need to be produced. The computational challenge this presents
was logistically unachievable in the available analysis time-frame for a single modern
personal computer to perform in a series of simulations therefore the GSI Green-cube
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Figure 3.40: 𝜒2 Superclover fit histogram as a function of 130Cd, 𝐽𝜋 = 4− UCHiCARI simulation
transition energy and half-life fitted to experimental energy distribution. Labelled with 90% confidence
region (red) and 𝜒2 minimum (green).

Figure 3.41: 𝜒2 tracking detector fit histogram as a function of 130Cd, 𝐽𝜋 = 4− UCHiCARI simulation
transition energy and half-life fitted to experimental energy distribution. Labelled with 90% confidence
region (red) and 𝜒2 minimum (green).
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Spin
state

Miniball excitation
energy [keV]

Superclover excita-
tion energy [keV]

Tracking excitation
energy [keV]

Combined excita-
tion energy [keV]

2+ - - - 1325𝑎

4+ - - - 1864𝑎

5− 2155[+6,−8] 2160[+24,−4] 2163[+14,−10] 2158(5)
4− 2592[+3,−5] 2588[+1,−4] 2588[+2,−4] 2590(3)

Spin
state

Miniball half-life
[ps]

Superclover half-
life [ps]

Tracking half-life
[ps]

Combined half-life
[ps]

2+ 1[+1,−1] 5[+2,−5.0] 0[+7,−0.0] < 2
4+ 160[+60,−40] 100[+100,−100] 60[+100,−20] 117(40)
5− 480[+40,−120] 430[+140,−80] 460[+60,−180] 463(70)
4− 8[+2,−1] 5.2[+2,−5] 1[+11,−1] 7(2)

Table 3.4: Table of energy/half-life 𝜒2 minima with 1 parameter fitting uncertainty limits. 𝑎 excitation
energies from [33].

high performance computing cluster was employed to perform these simulations in
parallel [69]. The (𝐸5− , 𝐸4−), (𝑇2+

1/2 , 𝑇
4+
1/2 , 𝑇

5−
1/2 , 𝑇

4−
1/2) minima obtained by independently

studying the energy half-life 𝜒2 surface in section 3.5.4 were (2157, 2591) keV and
∼ (1, 200, 400, 10) ps. The 𝑇2+

1/2 obtained from (𝐸2+ , 𝑇2+
1/2) parameter space search was

200 times smaller than the 𝑇4+
1/2 half life obtained from the (𝐸4+ , 𝑇4+

1/2) parameter space
search. The shape of the delayed components of the simulated (2+) → (0+) transition are
therefore dominated by the effective half-life rather than 𝑇2+

1/2 itself. Consequently the
shape of the simulated (4−) → (5−) → (4+) → (2+) → (0+), (5−) → (4+) → (2+) → (0+)
and (4+) → (2+) → (0+), decay cascade energy distributions in the (2+) → (0+) transition
energy region (∼ 1325 keV) of figure 3.36 (blue, yellow and purple respectively), are
relatively insensitive to 𝑇2+

1/2. 𝑇2+
1/2 was therefore assumed to be independent of the other

parameters. The 𝜒2 (𝐸2+ , 𝑇2+
1/2) matrix is shown in figure 3.42 for the Miniball fit. The 𝑇2+

1/2
half-life minima was extracted from this matrix with 90% confidence 1-parameter limits.
The same process was applied to the counterpart Superclover and tracking detector
matrices and all the results of all three are combined and summarised in table 3.4 at 𝑇2+

1/2
was < 2 ps.
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Figure 3.42: 𝜒2 (2+) energy half-life matrix for fit of simulated 130Cd UCHiCARI Doppler corrected
energy distribution to experimental energy distribution. Labelled with 90% confidence region (red) and
𝜒2 minimum (green).
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3.6 Results of studies of 130Cd

It is difficult to visualise the 4 dimensional volume containing the (𝜒2 , 𝐸5− , 𝑇4+
1/2 , 𝑇

5−
1/2)

parameter space studied in the interdependent parameter search. The method of
obtaining a 1-parameter uncertainties in section 3.4.5 can however be expanded to
4 dimensions in the 130Cd case. By taking the upper and lower 1-parameters limits
surrounding the 4-parameter 90% confidence hyper-surface around the minima, the
parameters minimising the 𝜒2 difference between the UCHiCARI simulation and
the experimentally obtained 130Cd gamma-ray energy spectra were obtained with
uncertainties and are summarised in table 3.4. The independently obtained 𝑇2+

1/2 minima
and the independently obtained (𝐸4− , 𝑇4−

1/2) combination minima are also summarised in
table 3.4 with corresponding fitting uncertainties. By taking the average of the parameters
obtained for each detector weighted by their uncertainties, final excitation energies and
half-lives for the (2+), (4+), (5−), (4−) states were obtained and are summarised in table 3.4
[70]. The errors in table 3.4 for the 130Cd case for each detector group are asymmetrical
in nature. For convenience of presentation these asymmetrical errors are symmetrised
using the method presented in [71]. Using these combined excitation energies and
half-lives a new 130Cd level scheme was constructed and is plotted in figure 3.43 and
is combined with the result for the previously observed 𝐽𝜋 = (2+), (4+), (6+), (8+) states
[33].
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Figure 3.43: Proposed 130Cd level scheme including excitation energies for (2+), (4+), (6+), (8+) states
from previous experiment [33]. Excitation energies for (4−), (5−) states and (2+), (4+), (4−), (5−) half-lives
from averaged solutions in table 3.4. Unobserved 166 keV (5−) → (6+) transition labelled in red.
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Experimental transition 𝐵(𝐸/𝑀𝜆)
[𝑒2 𝑓 𝑚2𝜆/𝜇2

𝑁
𝑓 𝑚2𝜆−2]

𝐵(𝐸/𝑀𝜆)/𝐵(𝐸/𝑀𝜆)𝑠.𝑝
[Wu]

𝐵(𝐸2; (2+) → 0+) > 62 > 1.76
𝐵(𝐸2; (4+) → (2+)) 106[+47,−25] 2.72[+1.2,−0.64]
𝐵(𝐸1; (5−) → (4+)) 4.2[+0.66 − 0.5] × 10−4 2.6[+0.4,−0.3] × 10−6

𝐵(𝑀1; (4−) → (5−)) 0.37[+0.08,−0.06] 0.21[+0.03,−0.05]

Table 3.5: Table of experimental 130Cd reduced transition probabilities based on proposed level scheme in
figure 3.45.

Theoretical transition 𝐵(𝐸/𝑀𝜆)
[𝑒2 𝑓 𝑚2𝜆/𝜇2

𝑁
𝑓 𝑚2𝜆−2]

𝐵(𝐸/𝑀𝜆)/𝐵(𝐸/𝑀𝜆)𝑠.𝑝
[Wu]

𝐵(𝐸2; 2+ → 0+) 143.0 3.66
𝐵(𝐸2; 4+ → 0+) 161.4 4.13
𝐵(𝐸1; 5− → 4+) - -
𝐵(𝑀1; 4− → 5−) 0.2439 0.136

Table 3.6: Table of theoretical 130Cd reduced transition probabilities calculated in Oxbash [34].

3.6.1 Strengths of transitions between excited states of 130Cd.

By substituting the energies half-lives of the transitions in table 3.4 into equations 2.2,
2.21 and 2.23, and assuming purity of the lowest order multipolarity (i.e pure E1, M1
and E2 in each case) the reduced transition probabilities in table 3.5 were calculated. In
order to interpret these reduced transition probabilities it can be useful to convert them
into Weisskopf units for the strength of a single-particle transition 𝐵(𝐸/𝑀𝜆)𝑠.𝑝 between
an initial 𝐼𝑖 and a final 𝐼 𝑓 state for electric and magnetic single particle transitions of 𝜆
multipolarity respectively at 𝐴 = 130 for 130Cd [73].

𝐵(𝐸𝜆; 𝐼𝑖 → 𝐼 𝑓 ) =
(1.22𝜆)

4𝜋 ( 3
𝜆 + 3 )

2𝐴2𝜆/3𝑒2( 𝑓 𝑚)2𝜆 (3.24)

𝐵(𝑀𝜆; 𝐼𝑖 → 𝐼 𝑓 ) =
10
𝜋
(1.2)2𝜆 3

𝜆 + 3

2
𝐴2𝜆− 2

3𝜇2
𝑁 ( 𝑓 𝑚)2𝜆−2 (3.25)

By evaluating these equations for the relevant E1, M1 and E2 transitions

𝐵(𝐸1; 𝐼𝑖 → 𝐼 𝑓 ) = 0.06446𝐴2/3𝑒2 𝑓 𝑚2 (3.26)

𝐵(𝐸2; 𝐼𝑖 → 𝐼 𝑓 ) = 5.94 × 10−2𝐴4/3𝑒2( 𝑓 𝑚)4 (3.27)

𝐵(𝑀1; 𝐼𝑖 → 𝐼 𝑓 ) = 1.79𝜇2
𝑁 (3.28)

the reduced transition strengths in table 3.5 in each case were calculated.
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CHAPTER 3. EXCITED STATES OF 130CD

3.7 Discussion of 130Cd results

3.7.1 Excitation energies

In a previous experiment 1325 keV and 539 keV transitions were tentatively assigned
to (2+) → (0+) and (4+) → (2+) 130Cd transitions [33]. In this experiment newly
observed transitions ∼ 270 keV and ∼ 430 keV were tentatively assigned to (5−) → (4+)
and (4−) → (5−) transitions. By combining these experimental transition energies
and constructing the level scheme in figure 3.45, the excitation energies of 130Cd
(2+), (4+), (5−), (4−) states can be compared to the theoretical excitation energies presented
in table 2.2 [34]. In these Oxbash shell model calculations an inert 132Sn core was assumed
and excited states of 130Cd in the 𝜋( 𝑓 5

2
, 𝑝 3

2
, 𝑝 1

2
, 𝑔 1

2
) and 𝜈(𝑔 7

2
, 𝑑 5

2
, 𝑑 3

2
, 𝑠 1

2
, ℎ 11

2
) orbital model

space were computed in the presence of this core with the Na22 interaction [33]. Of
particular importance are the 𝜋(𝑔9/2) and 𝜋(𝑝1/2) orbitals which form 𝐽𝜋 = 2+ , 4+ , 5− , 4−

states with excitation energies of residual energy difference +9, +39, +84 and +173 keV
respectively from the experimental energies. The Na22 interaction contains effective
nucleon-nucleon matrix elements first applied in [74] based on the realistic CD-Bonn
nucleon-nucleon potential using the methods outlined in [74][75]. As shown in figure
2.7, the single particle energies originally used in [33] have since been updated to include
the newly measured (𝜋 𝑓 5

2
) single particle energy [38]. The calculations well reproduce

the excitation energies of the previously observed (2+) and (4+) 𝜋(𝑔 9
2
, 𝑔 9

2
) states and

under-predict the excitation energies of the higher lying (5−) and (4−) 𝜋(𝑔 9
2
, 𝑝 1

2
) states.

The enhanced accuracy of the predicted 2+ and 4+ excitation energies compared to
the (5−) and (4−) states could therefore be due to the fact that the 𝜋(𝑔 9

2
, 𝑔 9

2
) interaction

has been modified in view of other experimentally observed 𝜋(𝑔 9
2
, 𝑔 9

2
) states while the

interaction of 𝜋(𝑔 9
2
, 𝑝 1

2
) orbitals where spectroscopic information is sparse has not since

the interaction was originally developed [33][73].

3.7.2 Transition strengths

In the Oxbash shell model calculations an effective proton and neutron charge of
1.5e and 0.5e respectively were used (as in [33]) to account for the contributions of
orbitals outside the considered model space. With these effective charges 𝐵(𝐸2; 2+ →
0+), 𝐵(𝐸2; 4+ → 2+), 𝐵(𝐸1; 5− → 4+) and 𝐵(𝑀1; 4− → 5−) were computed and are
summarised in table 3.6 [34]. By comparing table 3.5 and 3.6 one observes that
the experimentally determined reduced transition probabilities are well reproduced
for the 𝐵(𝐸2; 2+ → 0+) and 𝐵(𝐸2; 4+ → 2+) transitions between the 𝜋(𝑔 9

2
, 𝑔 9

2
) 2+

and 4+ states. The reduced transition probability for the 𝐵(𝑀1; 4− → 5−) transition
meanwhile is less well reproduced, differing from the experimentally determined
value, but still within the order of magnitude. With only the 1-body electromagnetic
operator the experimental 𝐵(𝐸1, 5− → 4+) = 2.6[+0.4,−0.3] × 10−6𝑒2 𝑓 𝑚2 from table
3.5 is an l-forbidden transition. This transition may therefore be best interpreted in
the context of other 𝐸1((5−) → (4+)) transitions in proximity to the closed 132Sn core
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instead of the shell-model calculations in which these transitions are not allowed. A
𝐵(𝐸1, 5− → (4+)) = 3.6 × 10−6𝑒2 𝑓 𝑚2 reduced transition strength for example has been
observed in 130Sn [76] and a 𝐵(𝐸1, 5− → (4+)) = 8.4 × 10−5𝑒2 𝑓 𝑚2 was also observed
in doubly magic 132Sn [77]. The newly observed 𝐵(𝐸1(5− → 4+)) reduced transition
probability in 130Cd is within the range of these considered 𝐵(𝐸1) transitions suggesting
it is of similar strength to previously observed transitions within the region.

Interpretation of (2+) and (4+) excitation energies.

The ratio of the excitation energies of the first (2+) and (4+) excitation energies in
even-even nuclei is significant because it can be used as a metric to gauge the degree
of collectivity of a nucleus [29]. The neutron capture cross section is also particularly
sensitive to the degree of quadrupole deformation a nucleus exhibits with low cross
sections for low quadrupole collectivity [78]. This is especially relevant for 130Cd as
an r-process waiting point nucleus, as the nature of its collectivity and its neutron
capture cross section determines the rate at which the r-process proceeds through it.
Nuclei engaging in collective motions have 𝐸(4+)/𝐸(2+) ∼ 2 and 𝐸(4+)/𝐸(2+) ∼ 3.3
for vibrational and rotational motions respectively [79]. The excitation energies in
table 3.4 for the tentatively assigned 2+ and 4+ states from prior experiments have
𝐸(4+)/𝐸(2+) = 1.4. This ratio suggests 130Cd is a spherical nucleus exhibiting neither a
vibrational nor rotational characteristics.

3.7.3 Summary of 130Cd results

Comparison of newly determined 𝐵(𝐸2; 2+ → 0+) and 𝐵(𝐸2; 4+ → 2+) reduced transition
probabilities to shell model calculations show good agreement. Comparison of the
strength of a newly observed (4−) → (5−) transition involving 𝜋(𝑔 9

2
, 𝑝 1

2
) configurations

to the strength predicted by this model also shows agreement. The newly observed
(4−) → (5−) transition meanwhile was shown to have a similar strength to comparable E1
transitions in surrounding nuclei [76][77]. As expected, the excitation energies predicted
for the 4− and 5− 130𝐶𝑑 states in 𝜋(𝑔 9

2
, 𝑝 1

2
) configurations show less agreement with

experimentally determined values than the energies of 2+ and 4+ states in 𝜋(𝑔9/2, 𝑔9/2)
configurations for which there is a wealth of experimental information available with
which to construct the Na22 interaction [73][33]. Analysis of the 𝐸(4+)/𝐸(2+) ratio
suggests 130Cd is a spherical nucleus with no evidence of quadrupole collectivity.
The shell model Na22 interaction is very successful in describing the excited states
of 130Cd. This is demonstrated in the accurate prediction of the properties of the
previously observed energies of low-lying 130Cd states and the newly determined
excitation energies of (4−) and (5−) excited states and (4−) → (5−) and (5−) → (4+)
transition strengths. The nuclear structure of 130Cd is therefore well theoretically
understood, with possible adjustments to the 𝜋(𝑔9/2, 𝑝1/2) interaction justified by the
less good theoretical agreement with the experimentally determined excitation energies
of (4−) and (5−) 𝜋(𝑔 9

2
, 𝑝 1

2
) states than the 2+ and 4+ 𝜋(𝑔 9

2
, 𝑔 9

2
) states.
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Chapter 4

Simulations for HISPEC Slowed
Down Beam Campaign

4.1 Slowed down beam experiments at FAIR

The Facility for Antiproton and Ion Research (FAIR) facility is a new accelerator facility
designed to facilitate research in the fields of nuclear, hadronic, particle, atomic and
anti-matter physics [80]. The construction of the FAIR facility began with upgrades
to the existing UNILAC linear accelerator and ion source at GSI in 2004, increasing
available ion beam currents from hydrogen to Uranium up to 1012 p/s 238𝑈28+ beams
in the heavy mass range [81]. The higher beam intensities provided by the upgraded
UNILAC will feed a new heavy ion synchrotron (SIS100) capable of accelerating heavy
ion beams to higher energies with many times lower beam intensity loss than achievable
with the current GSI synchrotron. Elements as heavy as Uranium can be produced by
the GSI ion source [82]. These accelerated beams can then be delivered to the SuperFRS
(Superconducting magnetic FRagment Separator) with GeV/u energies depending on
the ion species and charge state [12]. In the SuperFRS these high energy and high
intensity primary beams can be impinged on production targets undergoing reactions
such as abrasion-fission to produce rare-isotope beams [36] The SuperFRS at FAIR will
thereby provide the wide range of globally preeminent rare-isotope beam intensities
illustrated in figure 4.1 [83]. High-Resolution In-Flight Spectroscopy (HISPEC) Slowed
Down Beam (SDB) experiments are gamma-spectroscopy experiments designed to study
the nuclear structure of rare-isotope beams delivered by the SuperFRS [12][83]. SDB
experiments will target light and dark green nuclei in figure 4.1 which can be produced
with 104 − 107p/s beam intensities. This includes nuclei in singly and doubly magic
mass regions up to N=126 with particular emphasis on neutron-rich nuclei for which
spectroscopic information is scarce aside from ground state and decay properties. In
multi-step coulomb excitations the nuclear structure of these rare-isotope beams can be
excited for study and in direct and fusion evaporation reactions more exotic secondary
products can be produced and studied [84]. By detecting the gamma-decays of these
nuclei in the AGATA (Advanced GAmma Tracking Array) HPGe array the excitation
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4.2. SLOWING DOWN IONS IN SDB EXPERIMENTS

Figure 4.1: Plot of atomic number and atomic mass of beam species available for study in HISPEC
experiments coloured by achieve able beam intensity [83]

energies of excited states and the strengths of transitions between them can be measured
[85]. From this information the underlying single particle structure and deformations
degrees of freedom which drive structural evolution can be studied [84]. In this chapter
the feasibility of SDB in-flight gamma-spectroscopy experiments studying the excited
states of nuclei in multi-step Coulomb excitation interactions is evaluated and the
required performance of SDB detectors for a future SDB experiments are investigated.

4.1.1 Low energy coulomb Excitation

As shown in figure 4.2 the cross section for an example case of the single 2+ and
multi-step 4+ coulomb excitation of a 74𝑍𝑛 projectile with a 208𝑃𝑏 target is maximised
just below the coulomb barrier [86]. This is because, as explained in section 2.5.1, at
beam energies well below the Cline-condition energy in equation 2.27, the nuclear
surfaces of colliding nuclei cannot come close enough for nuclear processes such as
fusions to begin competing with Coulomb excitations [39]. SDB multi-step Coulomb
excitation experiments are therefore optimised to target this enhanced cross section at
low energies [84].

4.2 Slowing down ions in SDB experiments

The SuperFRS can only produce, magnetically separate and transport rare-isotope beams
with minimum kinetic energies of a few hundred MeV/u [12]. Once delivered to SDB
experiments, these SuperFRS beams must be therefore slowed down to the targeted
Coulomb barrier energies [87]. As shown in figure 4.3 the beam (entering left) is first
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CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

Figure 4.2: Single and multi step Coulomb projectile excitation cross section of 74𝑍𝑛 on a 208𝑃𝑏 target.
Modified version of plot from [86].

Figure 4.3: Illustration of SDB experiment including degrader (blue), two emmssive foils (black), from
which secondary electrons and knocked into tracking detectors (red) as well as DSSDS Δ𝐸 − 𝐸 telescope
(green), target (gold) and a AGATA crystal (purple). Gamma-ray emission angle between ion scattering
angle from target into DSSSD and AGATA gamma-ray hit position.
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4.3. PARTICLE IDENTIFICATION IN SDB EXPERIMENTS

therefore impinged on the thick (typically 3000-4000 mg/cm2 Al) degrader shown in
blue [87]. In the 74𝑍𝑛 projectile 208𝑃𝑏 target case the Coulomb barrier is 3.4MeV/u.
The sharp deceleration of in this case 74𝑍𝑛 ions from hundreds of MeV/u to 3.4MeV/u
is important for SDB experiments as the slowing process introduces many challenges
which must be addressed with special effort.

4.3 Particle identification in SDB experiments

As ions slow down in the thick degrader they can engage in secondary reactions,
meaning they must be identified after the degrader so that detected gamma-rays from
which nuclear structure information can be extracted can be correlated with ions of
known species [76]. For this purpose a procedure for identifying the atomic mass and
atomic number of post-degrader ions is presented in this section.

4.3.1 Mass reconstruction

In order to reconstruct the mass of post-degrader ions, ions next travel through the
pair of thin foils illustrated in black in figure 4.3 after the degrader. As ions traverse
these foils, they knockout secondary electrons (yellow) which are accelerated by a
grid of electrostatic wires into a drift volume [87]. This drift volume is enclosed by a
homogeneous and longitudinal magnetic field which drives the electrons in tight helical
spirals through the volume to the surface of Micro-Channel Plate (MCP) detectors
illustrated in red [88]. Using the timings and energies of charge deposited by electrons
in the electronically segmented surface of the MCPs, the timings and the positions of the
passage of the original ions through the thin foils can be reconstructed. By taking the
magnitude of the path length ®𝑋 traversed between these positions and the time taken
𝑡2 − 𝑡1 between the hits, the velocity of ions through the foils 𝛽 𝑓 𝑜𝑖𝑙 can be reconstructed
with

𝛽 𝑓 𝑜𝑖𝑙 =
| ®𝑋 |

𝑐(𝑡2 − 𝑡1)
(4.1)

After travelling through the secondary target (illustrated in gold) and engaging the
Coulomb excitations, the ions scatter into a doubly layered array (illustrated in green)
of Double-Sided Silicon Strip Detectors (DSSSDs) in which they are fully stopped and
their total kinetic energy is recorded [56]. By comparing the total kinetic energy 𝐸𝐷𝑆𝑆𝑆𝐷

absorbed in the DSSSDs (coloured green in figure 4.3) to an extrapolation of the velocity
reconstructed from the MCPs through the target 𝛽𝑒𝑥𝑡

𝑚0 =
2𝐸𝐷𝑆𝑆𝑆𝐷

𝑐2𝛽2
𝑒𝑥𝑡

(4.2)

the rest mass 𝑚0 of post-degrader ions is reconstructed. The target is intended to be thin
at a few 𝑚𝑔/𝑐𝑚2 [87]. The velocity lost by ions travelling through the target is therefore
small however 𝛽𝑙𝑜𝑠𝑠 correction using stopping powers from a LISE++ simulation is still
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CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

applied [65]. This takes into account the total thickness traversed by the ion on its
incoming and outgoing target scattering angels with

𝛽𝑒𝑥𝑡 = 𝛽 𝑓 𝑜𝑖𝑙 − 𝛽𝑙𝑜𝑠𝑠 (4.3)

4.3.2 Atomic number reconstruction

The Bethe-Bloch equation in equation 3.7 shows that the energy deposited by an ion in a
given thickness of a material depends upon its velocity and its atomic number. The SDB
DSSSD array consists of two layers, a thin 20 um layer which samples the kinetic energy
deposited by traversing ions and a thick 300 um layer that fully stops ions and captures
their remaining kinetic energy. In accordance with equation 3.7, ions with different
atomic number (and therefore stopping power 𝑑𝐸/𝑑𝑋) take on distinct and separable
curves in (Δ𝐸 − 𝐸) space. The atomic number of ions can therefore be identified by with
a Δ𝐸 − 𝐸 selection in the Δ𝐸 − 𝐸 method [87].

4.4 SDB kinematics and Doppler correction

Another challenge exacerbated by the slowing down process is the kinematic recon-
struction of post-degrader ions necessary for reconstruction of rest-frame gamma-ray
energies from the Doppler shifted energies detected in the laboratory-frame by AGATA
[87].

4.4.1 Reconstructing emission angles

As illustrated in figure 4.3 ions engaging in Coulomb excitations are scattered into the
DSSSD array at wide Rutherford scattering angles in the semi-classical approximation
established in section 2.5 [39]. At low (Coulomb barrier) energies, excited states with
short lifetimes gamma-decay within or shortly thereafter the target. Gamma-rays in
transitions between these states are detected in the surrounding AGATA array. In order
to reconstruct rest-frame gamma-ray energies 𝐸0 from the Doppler shifted energy in
the laboratory-frame that gamma-rays are detected with in AGATA, the emission angle
𝜃𝛾 with which each gamma-ray is emitted must be reconstructed. 𝜃𝛾 is reconstructed
by taking the angle between the direction from the point of emission to the position
with which the gamma-ray is recorded as hitting AGATA and the direction from the
emission vertex to the position with which an ion is recorded as hitting the DSSSDs.

4.4.2 Measuring transition strengths in SDB experiments

With a 3.86𝑚𝑔/𝑐𝑚2 (2um) 197Au target such as might be used in a SDB experiment, the
excitation site can be assumed midway through the target with only a maximum 1um
longitudinal offset from the real reaction vertex. Similarly there is an offset between
where the ion is excited and the gamma-ray emission vertex, depending upon how long
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lived the state is before it gamma-decays. At Coulomb barrier energies an example
64Ni projectiles travelling at 0.0949c and which is excited to its first 2+ or 4+ excited
state would travel 30.9um or 16.5um respectively before half would gamma-decay with
1.086ps and 1.73ps half-lives respectively [89][90][91]. If states with short half-lives like
these are populated, the emission vertex is therefore very close to the reaction vertex. If
the emission vertex were also assumed to be in the middle of the target, the offset from
the real emission vertex is likely to be small, meaning 𝜃𝛾 is close to accurate and the
gamma-ray energy is reconstructed at the rest-frame energy. A fictitious state with a
100ps half-life would travel 2.8mm however, offsetting the real emission vertex from
the assumed and resulting in the shifting and warping of the gamma-ray energy peak
in accordance with equation 3.13. The half-life dependence on the shape and position
of gamma-ray energy peaks is advantageous because it can be exploited similarly as
presented in section 3.4.5 in HiCARI experiments in order to extract the strength of the
transitions the gamma-rays are emitted in.

4.4.3 Angular straggling

Detector and target positioning

As incident ions slow in degrader they encounter angular straggling and the beam
becomes defocused [87]. The most immediate problem is the separation between the
degrader and the target in figure 4.3. As the target is positioned 2-3 m downstream
from the degrader, the defocused beam can spreads out and the target must be therefore
be positioned close enough to ensure it captures sufficient ions for Coulomb excitations.
The dominant contribution to this length is the separation between the emmissive foils
in black in figure 4.3. The absolute uncertainty in the velocity reconstructed from the
MCP tracking detectors depends upon their separation and the consequent absolute
time-of-flight 𝑡2 − 𝑡1 and path length | ®𝑋 |. Δ𝛽 precision is important because it ultimately
contributes to the energy uncertainty Δ𝐸0 in equation 3.14 with which rest-frame
gamma-ray energies can be reconstructed and the precision with which the rest mass
𝑚0 can be reconstructed from the extrapolated velocity with 1/𝛽2

𝑒𝑥𝑡 dependence in
equation 4.2. Increased distance between the thin foils is therefore optimal for reducing
velocity uncertainty. The SDB target however must be small enough to fit within the
radial interior AGATA of the spherical AGATA array with radius of 22.5cm [12]. As the
target can only be as big as can fit inside the AGATA array, the target must be brought
sufficiently close to the degrader for it to capture the defocused beam for Coulomb
excitations. This leads to a competition between the achievable intrinsic position and
timing performance of the MCPs, which limits the minimum MCP separation for
adequate ion identification and gamma-ray Doppler correction and the number of ions
hitting the target which can engage in Coulomb excitations.
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SDB kinematic reconstruction for Doppler corrections

In order to reconstruct the mid-target position (and therefore the assumed excitation
vertex) traversed by the beam, its trajectory must be reconstructed after the degrader as
in section 4.3.1 using the MCPs. The emission vertex is assumed to be the same as the
excitation vertex, half way through the target, and therefore a mid-target velocity must
also be determined. Similarly to in section 4.3.1, the post-degrader velocity and trajectory
are reconstructed from the MCPs, then the velocity is extrapolated only halfway into
the target and a correction is made for the energy it would have on average lost on its
incoming angle through the target to the longitudinal middle. As shown in equation
3.14, the uncertainty with which rest-frame 𝐸0 gamma-ray energies can be reconstructed
depends on the reconstructed ion velocity Δ𝛽 and emission angle Δ𝜃 uncertainty. The
uncertainty additionally depends upon the intrinsic energy resolution of AGATA Δ𝐸𝛾

as well as the AGATA gamma-ray hit position resolution with which Δ𝜃 is constructed.
In 2020 the performance of the AGATA array was studied and 1.3 keV energy and 2mm
(1-sigma) hit position resolutions were extracted.

4.5 HPGe Background Discrimination

As ions decelerate in the degrader and later the target, part of their kinetic energy is
converted into Bremsstrahlung radiation and the remainder is converted as they fully
stop in the DSSSDs. In order for gamma-ray energy transition peaks to be identified in
the first place they must be discriminated from this Bremsstrahlung radiation as well as
other natural background, cosmic or environmental [67][87].

4.5.1 Shielding

As the majority of deceleration occurs in the degrader, the majority of the Bremsstrahlung
radiation is emitted from this degrader [87] The erection of a wall of (lead) shielding
at outgoing beam angles from the degrader would absorb much of the emitted low
energy background, reducing the intensity of Bremsstrahlung radiation reaching the
downstream HPGe detectors. The low angles along which ions travel to the target
from the degrader cannot be shielded however without blocking the path of the ions.
Furthermore, this shielding has a maximum logistically feasible thickness through
some radiation will statistically still penetrate. Beyond reducing the intensity of
Bremsstrahlung radiation reaching the HPGe detectors, in this section hardware data
acquisition conditions during the experiment and software analysis conditions on
the collected data are presented which may be capable of suppressing the remaining
background.
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4.5.2 Timing conditions

Firstly, as the Bremsstrahlung radiation emitted from the degrader travels at the speed
of light it arrives in AGATA before gamma-rays of interest are emitted by ions excited in
the target which travel at lower velocity from the degrader. A Coulomb barrier 64Ni
beam travelling at 0.0949c would take 70 ns to traverse a 2m distance such one might
separate the degrader and target depending on the thin foil separation. Bremsstrahlung
x-rays would however travel a 2 m distance in only 6.7 ns at the speed of light. The
timing resolution of modern HPGe detectors is ∼ 20 ns therefore x-rays arriving after
6.7ns may be distinguishable from gamma-rays arriving 63.3 ns later. This depends
upon the spread of angles over which the Bremsstrahlung radiation and ions are emitted
from the degrader. The wider the angle, the longer the path taken to hit the downstream
AGATA array directly, or to hit the target, become excited, gamma-decay and wait for
the emitted gamma-ray to hit the array in the case of the ions. Depending upon these
distributions, degrader-target separation and the velocity of the projectile, an online
hardware condition excluding the acquisition HPGe data before a period has elapsed
between the passage of ions through a timing detector before the degrader or a thin foil
after could be applied. A more stringent software condition could also be applied after
the experiment, taking into account angular straggling of the beam in the target and the
resultantly increased delay before the arrival of ions in the target.

4.5.3 Ion kinematics conditions

As established in section 2.5, at low (Coulomb barrier) energies excited ions are scattered
at large Rutherford scattering angles [39]. By positioning the DSSSDs only at wide
scattering angles from the target and choosing only to acquire data in instances where
ions are detected in these large angles DSSSDs with a hardware condition, natural
backgrounds uncorrelated to the ions of interest would be suppressed leaving only
natural backgrounds that are randomly coincident. In addition, a software selection
on the energy and scattering angle of detected ions could be applied, suppressing ions
which are detected with kinematics inconsistent with having undergone excitations in
inelastic collisions.

4.6 Estimated Required Detector performances

Early SDB developments proceeded with simulations and test experiments aimed at
estimating required detector performance and the development of suitable detectors
on this basis [93][94]. In 2007 the transport of 62Co ions through the GSI FRS and
the slowing of these ions to 10 MeV/u in an Al degrader was simulated [94]. These
Monte-carlo MOCADI simulations relied upon the ATIMA energy loss and angular
straggling code and EPAX cross sections for secondary degrader reactions [95][96].
The accuracy of the simulated angular straggling, secondary reaction cross sections
and post-degrader beam energy distribution was validated in comparison to a 2010
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Detector Energy resolution Timing resolution Position resolution

MCPs - 120ps 1mm
DSSSDs 3% 100ps 1mm
AGATA 1.3keV ∼ 20ns 2mm

Table 4.1: Table of estimated SDB MCP and DSSSD intrinsic detector performance requirements
[87][96]. Achieved AGATA intrinsic energy and position reconstruction performance from [92].

SDB text experiment slowing a 64Ni beam down from 250 MeV/u to 13 MeV/u in a
3.95𝑔/𝑐𝑚2 degrader [93]. In 2011 detector performance requirements estimated on the
basis of these test experiments and simulations were presented and later published
in the HISPEC/DESPEC infrastructure report for FAIR. [87][96]. As summarised in
table 4.1 by studying the simulated separation of elements achieved by means of the
Δ𝐸 − 𝐸 method it was estimated that a 𝑑𝐸/𝐸 = 3% energy resolution would be required
of the DSSSDs. At this point it was proposed that post-degrader atomic masses could
be reconstructed by combining MCP and DSSSD timings and therefore with a proposed
100 ps timing resolution for the DSSSDs. As justified in future sections due to the
small target thickness, relying upon the MCPs solely and extrapolating ion trajectories
into the target and correcting for target energy losses is sufficient for atomic mass
reconstruction. Assuming a separation of 1.5 m between the MCPs, an MCP timing and
position resolution of 120 ps and 1 mm FWHM was estimated as a requirement to limit
the velocity broadening of the reconstructed gamma-ray energy peak [87][96].

4.7 Simulations for SDB Experiments

MOCADI simulations operate by separately calculating ion propagation though a series
of materials and magnetic matrices, accounting for possible nuclear reactions, energy and
angular straggling of ions and preserving the effect this has on their trajectory, energy,
species and charge state entering the next ion-optical element [12]. The fundamental
limitation of this approach is that it fails to take into account the geometric effects
of the shapes and positions of detectors and beamline materials. The electrostatic
wire grids covering the MCP emmissive foils for example are not included in the
MOCADI simulations. This is because a low (4.01MeV/u) energy 64Ni ion beam at
Coulomb barrier energies would be fully stopped, slowed and/or widely scattered
in the 10-20um diameter gold-plated tungsten wires [87]. MOCADI does not have
the capability to account for the shape of the grid and the consequently geometrically
correlated transmission of ions through it. The wire grid is therefore necessarily
excluded from the simulation resulting in an over estimation of foil transmission.
Furthermore MOCADI does not have the capability to simulate Coulomb excitation and
the detection of resulting gamma-rays in the HPGe array. Any estimation of required
detector performances for the kinematic reconstruction limiting the precision of the
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gamma-ray Doppler correction must therefore rely on limiting geometric approximations
regarding the HPGe array. In order to more accurately predict required SDB detector
resolutions a simulation capable of taking into account these geometrical effects must
be performed. In order to study the feasibility of SDB experiments more generally,
a simulation would need to take into account Coulomb excitation cross sections in
order to estimate the number of Coulomb excitations in future SDB experiments. The
feasibility of SDB experiments would then depend upon the precision with which ions
could be identified and gamma-ray transitions reconstructed with detectors operating
with feasibly achievable performances. Depending upon the performance achieved by
detectors in test experiments, the simulation could then inform the design of specific
SDB experiments in the FAIR era such as the necessary separation of the MCPs for
particle identification and gamma-ray Doppler correction. Furthermore, a geometrical
simulation with simulating the Coulomb excitation of ions, their gamma-decays, the
detection of these gamma-rays and their Doppler correction could therefore be used
similarly to UCHiCARI in section 3.4.5 to infer the transition strength of excited states
by comparing the shape of the experimentally Doppler corrected transition peaks to
simulated ones as a function of simulated lifetime.

4.7.1 Geant4 simulations for SDB experiments

In order to investigate the feasibility of SDB experiments at the SuperFRS with AGATA
and to more accurately estimate the performances that would be required of SDB
detectors a simulation fulfilling these requirements was produced. The scope this
simulation includes the transport of a test beam through the SuperFRS to the SDB
degrader, its propagation through the proposed SDB setup, single and multi-step
Coulomb excitation of the test beam and the detection and reconstruction of ions and
gamma-ray energies in the proposed detectors with realistic resolutions. A stable 64Ni
test beam was selected as the nuclear structure of its low-lying 2+ and 4+ excited states
is well known from prior Coulomb excitation experiments [89][90][91]. Furthermore, a
64Ni ion beam can be produced at the existing GSI facility and delivered by the FRS at
the appropriate energy for tests of the slowing down process in future test experiments
[35]. These simulations could be used to plan these future test experiments and in turn
the results of these experiments could be used to validate the simulations.

4.7.2 SDB simulation architecture

MOCADI was specifically designed for the simulation of the transport of relativistic
heavy ion through the FRS and SuperFRS in mind and was validated in FRS experiments
[10]. MOCADI was therefore used to simulate the transport of 64Ni through the
SuperFRS until entering the SDB setup is simulated in MOCADI. The beginning of the
SDB setup beyond the degrader is a thin iron vacuum window which closes a large
vacuum chamber containing the MCPs, target and DSSSDs. Beyond this point the
aforementioned geometry of SDB beamline materials and detectors limits the scope over
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Figure 4.4: Geant4 Visualisation of HISPEC SDB Experiment Geometry including AGATA (red, blue,
green), the thin foils (red), wire grids (black), target (gold) and DSSSD array (green) without vacuum
chamber. Thin foils brought closer together (57cm separation) for purposes of illustration.

which MOCADI simulations can be relied upon before realistic geometric effects (such
as the electrostatic wire grids described in section 4.7) must be considered. The Geant4
software framework fulfills this requirement for fully geometric propagation of ions
through realistically shaped detector geometries and facilitates the implementation of
Coulex physics processes [97].

4.7.3 Geant4 simulated SDB geometry

A Geant4 simulation based on the SDB setup proposed in [87] and illustrated in 4.3
was designed. A visualisation of this geometry including AGATA (red, blue, green),
the emmissive foils (red), target (gold) and DSSSD array (green) with and without the
vacuum chamber is shown in figures 4.4 and 4.5. The geometry of the AGATA array
used in these simulations was generated using AGATA simulation toolkit [98][99].
Not shown are the 10-20um gold-plated tungsten wires behind the emmissive foils
[87]. As illustrated in figure 4.6 and shown in figure 4.4 the emmissive foils are tilted
to 45 degrees so that secondary electrons can be knocked into a magnetic drift volume
connected diagonally to the main vacuum chamber. A CAD drawing showing these
diagonal vacuum chambers as they were constructed by University of Koeln workshop
is shown in figure 4.7.

4.7.4 Coulomb excitation in Geant4

Natively available Geant4 software C++ classes facilitate the implementation of user built
physics processes such as Coulomb excitation applicable to individually simulated ion
propagation events. A Geant4 physics process based on the G4InelasticCoulombScattering
code developed for DSAM experiments in [100] calculates a mean-free-path for nuclear
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Figure 4.5: Geant4 Visualisation of HISPEC SDB Experiment Geometry including AGATA (red, blue,
green) and vacuum chamber (grey) enclosing the thin MCP foils

Figure 4.6: Illustration of MCP detection process. Incident ion enters foil left, knocking out secondary
electron. Electron is accelerated by electrostatic wire grid into the diagonal drift volume. Magnet Array
along drift volume (not illustrated) provides longitudinal magnetic field along drift volume causing
electron to spiral in helical pattern towards surface of the MCP where it is detected.
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Figure 4.7: CAD drawing of MCP detector system including black magnet array blocks along drift
volume length Horizontal volume connected to main SDB vacuum chamber with flanges and encloses a
SDB emmissive foil. CAD drawing courtesy of University of Koeln workshop.

collisions for projectiles in the target depending upon its density. As the spacial
propagation of the projectile ion is simulated through the target this mean-free-path is
evaluated with a random number at every spacial step to determine if a scattering occurs,
fulfilling the role of the ( 𝑑𝜎

𝑑Ω
)𝑅𝑢 Rutherford scattering cross section in equation 2.29. If a

scattering occurs, a further series of random numbers determines the probability 𝑃𝑖 𝑓 if
an excitation from an initial state 𝑖 occurs and if so to what final state 𝑓 . The cross section
informing the rate at which excitations occur is read from a file generated prior during
runtime. These cross sections are calculated for all user input combinations of projectiles
and targets using user supplied nuclear structure information such as nuclear matrix
elements and associated reduced transition probabilities and excitation energies. These
reduced transition probabilities 𝐵(𝑂𝜆;𝐼1→𝐼2) can come from experimentally observed
de-excitations with transition rate such as those in equations 2.18 and 2.19 as probability
of a dexcitation is related to the probability for an excitation with [17].

𝐵(𝐸/𝑀𝜆; 𝐼 𝑓 → 𝐼𝑖) =
2𝐼𝑖 + 1
2𝐼 𝑓 + 1𝐵(𝐸/𝑀𝜆; 𝐼𝑖 → 𝐼𝑖) (4.4)

The ranges of scattering angles and projectile kinetic energies over which cross-sections
are calculated are also supplied by the user. Cross sections for projectiles with kinetic
energies below 𝐸𝑐𝑙𝑖𝑛𝑒 in equation 2.27 fulfill the Cline condition for safe electromag-
netically dominated Coulex [39]. At these kinetic energies the Coulomb excitation
cross section is calculated with the CLX code which is a FORTRAN implementation
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Figure 4.8: Single 2+ and multi-step 4+ projectile Coulomb excitation cross sections for 64Ni on 197Au
target. Low energy Safe Coulex cross-sections calculated with CLX [101]. High energy cross sections
calculated with DWEIKO [63]. Intermediate region is a linear interpolated between the CLX and DWEIKO
cross sections.

of electromagnetically dominated Coulomb excitation [101] from [39]. Higher kinetic
energies (≈> 500𝑀𝑒𝑉) are calculated with the DWEIKO code which was designed for
intermediate energy Coulomb excitation where nuclear contributions need be included
[63]. Cross sections for energies between these ranges are taken as the linear interpo-
lation between the two. Figure 4.8 shows the angle-integrated single and multi-step
Coulomb excitation of a 64Ni projectile to its first 2+ and 4+ excited states by a 197Au
target. The cross section increases to a maximum until just beyond the Coulomb barrier
with incident projectile kinetic energy where nuclear reactions such as fusion begin to
compete. The calculated Coulex cross section of the 2+ state is of the order of 10−1 − 100

barn, close to that of the 2+ state Coulex cross section for the similar 74Zn projectile
208𝑃𝑏 target example case in figure 4.2 [86].

4.7.5 64Ni SuperFRS ion-transport simulations

Beams produced in the SuperFRS production target must be identified before they are
delivered to SDB experiments. This enables the strength of the SuperFRS magnets to be
tuned for the delivery of ions of interest to SDB experiments. This will be achieved in
the SuperFRS (similarly to the BigRIPS and Zerodegree spectrometers in section 3.1.3)
with the 𝑇𝑂𝐹 − 𝐵𝜌 − Δ𝐸 method, separating ions as they are deflected through the
SuperFRS’s magnets and interact with beamline detectors [12][50]. As the primary beam
traverses the beamline detectors and materials necessary for its identification, it slows
from an incident 634 MeV/u energy to 233 MeV/u at the SDB degrader. According to

76



4.7. SIMULATIONS FOR SDB EXPERIMENTS

the HISPEC letter of intent, isotopes which can be delivered to SDB experiments with
104 − 107 p/s intensity are targeted in SDB experiments [84].

MOCADI degrader thickness simulations

The Coulomb barrier for a 64Ni projectile on a 197Au target is 4.2 MeV/u. The optimal Al
degrader thickness for slowing these ions down to the intended energy can by obtained
by simulating the number of number of ions at or below the Coulomb barrier after
the degrader in MOCADI [10]. In figure 4.9 the number of below Coulomb barrier
kinetic energy 64Ni ions after slowing the degrader is plotted against possible degrader
thickness.

Figure 4.9: Plot of number of sub-coulomb barrier post-degrader ions for chosen Al SDB degrader
thickness from MOCADI Simulation of the slowing of an incident 233MeV/u 64Ni primary beam to its
Coulomb barrier in 197Au at 4.22 MeV/u.

As shown in figure 4.9 the number of ions at the desired energies is maximised
for a degrader of 3558 mg/cm2. The origin of this maximum is suggested by the
post-degrader energy distribution in figure 4.10. If the thickness of the degrader were
decreased, less energy would be lost by passing ions and the mean of the energy
distribution in figure 4.10 would shift to higher energies, decreasing the number of ions
below the 4.2 MeV/u Coulomb barrier. If the thickness were to increase, the mean of
the distribution would shift to lower energies, but the total number of ions stopped at
low enough would increase meaning less ions surviving the degrader. As shown in
figure 4.9, the competition between increases in the proportion of ions at the targeted
energies and the decreases in the number of ions surviving the target as a function of
target thickness results in a maximum at 3558 mg/cm2.

Beam Quality

As established in sections 4.3 and 4.4, the post-degrader beam purity and spread are
important problems that must be overcome in SDB experiments. In order to evaluate the
ability of the SDB detectors to handle these problems, post-degrader beam composition,
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Figure 4.10: Histogram of post-degrader beam energy distribution resulting from the slowing of 233MeV/u
64Ni beam in a 3558.3 mg/cm2 simulated in MOCADI simulation.

Ion 64Ni

x [mm] 0.6 ± 24.6
Y [mm] −0.2 ± 24.4
A [mrad] 0.1 ± 18.1
B [mrad] 0.2 ± 17.3

Table 4.2: Table of spacial and angular spread of 233 MeV/u 64Ni ions after 3558 mg/cm2 Al degrader in
MOCADI simulation.

spacial and angular spread was investigated and written as an input file for the later
Geant4 simulations to use as a realistic post-degrader beam input. The degree of the
spacial and angular straggling in the degrader as the 64Ni SuperFRS primary beam slows
down is shown in figures 4.11 and 4.12. As illustrated in the pie chart in figure 4.12,
18.2% of ions are fully stopped in the degrader with a further 6.9% engaging in secondary
nuclear reactions leaving 74.9% of incident 64Ni ions remaining. As summarised in table
4.2 post-degrader 64Ni ions have Δ𝑥 = 24.6 mm, Δ𝑦 = 24.4 mm spacial spread in the XY
plane and Δ𝐴 = 18.1 mrad, Δ𝐵 = 17.3 mrad horizontal and vertical angular spread in
the XY plane.

4.7.6 Target spacing

Setting the separation of the MCPs to be 1.4m, bringing all other detectors and beamline
materials as close as possible and using the largest target size (transverse to the beam)
that fits inside AGATA, the spacial distribution of the beam after it travels through the
large SDB vacuum chamber and reaches the target in a Geant4 simulation is shown in
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Figure 4.11: Spacial distribution of post-degrader 64Ni ions from MOCADI simulation.

Figure 4.12: Angular distribution of post-degrader 64Ni ions obtained from MOCADI simulation.
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Figure 4.13: Pie chart illustrating the fractions of ions that are fully stopped in the SDB degrader, that
underwent nuclear reactions becoming ions other than 64Ni and the remaining 64Ni primary beam fraction.
Distribution produced in SuperFRS MOCADI simulation of the slowing of 233 MeV/u 64Ni beam to
Coluomb barrier energies in 3888 mg/cm2 target.

figure 4.14. In this simulation the realistic post-degrader MOCADI beam was used an
an input. The red box shows the region in the XY plane covered by the target. At a
1.4 m MCP separation the target is 1.805 m from the degrader and captures 89.8% of
post-degrader 64Ni ions.

4.7.7 Geant4 EM Physics Validation

Essential to the predictive validity of the SDB Geant4 simulation is the accuracy of the
simulated electromagnetic physics. Ions must slow down, stop and scatter off of detectors
and materials realistically in order for conclusions about the SDB ion kinematics to be
made. Gamma-rays must interact with HPGe crystals and shielding realistically so that
detection efficiencies and capabilities are reproduced. This is essential for conclusions
regarding the ability of SDB detectors to identify transitions from rest-frame gamma-ray
energy distributions reconstructed from Doppler shifted energies detected in AGATA to
be drawn.

EM ion kinematics validation

Ions in SDB experiments are intended to penetrate thin targets which facilitate Coulomb
excitation and deposit identifiable energy deposition curves in silicon DSSSDs. In figures
4.15 and 4.16, LISE++ simulations showing the kinetic energy deposited by a 64Ni beam
in a 2 um 197Au target, and in a 20um 28Si target were produced. These targets represent
the thin Coulex target and the thin DSSSD layer respectively which are intended to
be used in SDB experiments [65]. The amount of energy deposited increases in direct
proportion to incident kinetic energy until 1.8 MeV/u for the 20 um 28Si target and
0.12 MeV/u for the 2 um 197Au target. In this low-energy regime the beam cannot fully
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Figure 4.14: X vs Y histogram of 64𝑁𝑖 beam spread extrapolated from degrader to final SDB DSSSD
produced in Geant4 simulation.

penetrate and so all incident energy is captured. At Kinetic energies beyond this point,
known as the punch through point, incident ions escape with remaining energy. Equation
3.7 shows the amount of energy deposited per unit length decreases for larger velocities
(or higher kinetic energies). The LISE++ simulations in figures 3.15 and 3.16 demonstrate
this behavior with the energy deposited continuing to a maximum beyond the punch
through point then decreasing thereafter at higher kinetic energies. In 2018 a version
of the ATIMA energy loss code called G4AtimaEnergyLossModel was implemented
into Geant4 [102]. A Geant4 simulation of the 64Ni projectile on the 2um 197Au and
20um 28Si DSSSD across a range of kinetic energies is also plotted in figure 4.15 and 4.16.
The average percentage difference between the LISE++ and Geant4 curves was 5.7%
for the 20um 28Si block in figure 4.15 and 1.9% for the 2um 197Au block in figure 4.16.
The LISE++ curve relies upon ATIMA to compute stopping powers which has been
extensively validated for ions and materials within this energy and mass range [104].
The close reproduction of LISE++ stopping powers and resultant energy deposition
curves for SDB relevant materials with projectiles of masses and energy such as may
be used in SDB experiments suggests the Geant4 version of ATIMA predicts similar
stopping powers compared to the LISE++ version suggesting it is accurate and valid for
use in SDB Geant4 simulations.

Geant4 gamma-ray electromagnetic physics validation

When gamma-rays travel through material they can interact with that material through
three main processes (1) the photoelectric effect (2) compton scattering (3) pair production
[57]. In the photoelectric effect a gamma-ray interacts with an electron bound to an
atom. The electron is then ejected from the atomic shell it occupied with kinetic energy
𝐸𝑒 equal to the energy of the photon 𝐸𝛾 minus the binding energy of the electron 𝐸𝑏
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Figure 4.15: Energy deposition curve of 64Ni ions across range of kinetic energies in 20um 28𝑆𝑖 target
block labelled with 1.8 MeV/u punch through point.

Figure 4.16: Energy deposition curve of 64Ni ions across range of kinetic energies in 2um 197Au target
block labelled with 0.12 MeV/u punch through point.

82



4.7. SIMULATIONS FOR SDB EXPERIMENTS

Figure 4.17: HPGe gamma-ray energy distribution with characteristic photopeak, Compton edge and
escape peaks from [57].

with 𝐸𝑒 − 𝐸𝛾 − 𝐸𝑏 . The atom meanwhile is left in an excited states with excess 𝐸𝑏 energy.
The vacant atomic shell left by the ejection of the photo electron may then be filled with
a higher-energy electron transitioning into it. This may result in the emission of an
X-ray with a characteristic energy in the X-ray fluorescence process [57]. Alternatively
the atom may de-excite by redistributing its excitation energy between the remaining
electrons in the atom, resulting in the release of further electrons from the atom in an
Auger cascade [57]. In Compton scattering an incident gamma-ray interacts directly with
an electron, delivering part of its energy. The energy of lost by an incident gamma-ray
𝐸𝑙𝑜𝑠𝑠 = 𝐸𝛾 𝑓

−𝐸𝛾𝑖 depends upon the continuous distribution of angles it may scatter 𝜃𝑠𝑐𝑎𝑡

from the incident direction
𝐸𝑙𝑜𝑠𝑠 =

𝑚𝑒 𝑐
2

1 − cos𝜃𝑠𝑐𝑎𝑡
(4.5)

where 𝑚𝑒 is the electron mass. The electron then recoils with the kinetic energy
transferred to it by the gamma-ray. Within the Coulomb field of a nucleus a gamma-ray
with a minium 1022 keV energy may undergo pair-production of an electron-positron
pair each with a rest mass of 511 keV. These electrons and positrons can go on to annihilate
with their respective anti-particle partner, escaping the detector as a annihilation photon
resulting in a single or double escape peak at 511 or 1022 keV below the full gamma-ray
energy respectively. In HPGe detectors such the Miniball detectors described in section
3.2.1, charges freed as a consequence of these processes are accelerated across voltages
applied across the detector, enabling their charge to be collected at pairs of anodes and
cathodes and the energies the incident gamma-ray can be deduced [56]. As shown
in figure 4.17 the energy deposited by a gamma-ray in a HPGe detector takes the
characteristic form of full-energy peak, a Compton edge and if there is sufficient energy,
a single or double escape peak [59]. In Geant4 the G4EMStandardPhysicsopt4 module
contains gamma-ray photoelectric, Compton scattering and pair-production physics
processes. In order to validate that these simulated processes realistically reproduce the
characteristic gamma-ray energy deposition structures shown in figure 4.17, a Geant4
simulation was produced. In this simulation 1346 keV gamma-rays (such as might be
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Figure 4.18: Histogram of energy deposition of 1346 keV gamma-ray in Ge target block demonstrating
full energy peak and Compton edge structures.

emitted from the dexcitation of 64Ni ion from its first 2+ state to its ground state) were
impinged on a 20x20x20 cm Ge target block [89][90][91]. As shown in figure 4.18 the
full energy peak is observed at the expected 1346 keV gamma-ray energy. A Compton
edge is also observed, reaching a maximum below the full energy peak as in figure
4.17. In large detectors escape peaks are less likely to be observed as the products of
pair-productions must travel further to escape instead of annihilate and consequently
are more likely to be re-absorbed by the detector. In this simulation the analog for the
detector (the 20x20x20 cm Ge block) was large, explaining the absence of escape peaks.

4.7.8 DSSSD Geometry

Excited ion scattering angles

As established in section 2.5 ions that are excited in Coulomb excitations at the Coulomb
barrier are likely to scatter at large Rutherford scattering angles [39]. Ions that do not
engage in inelastic Coulomb scattering or elastic Rutherford scattering only encounter
electromagnetic angular straggling, scattering at low angles from the target. As shown
in figure 4.19 the polar scattering angle of ions from the target into the DSSSDs in Geant4
simulations is separable into low and wide angular groups. The vast majority of ions
scatter at small (<10 deg) angles while ions that engaged in elastic Rutherford scattering
or inelastic Coulomb scattering scatter at wide (>10 deg) angles from the target. There
is a drop in the number of ions recorded as scattering from the target at 90 degrees.
This is because the target is orientated in the transverse plane perpendicular to the
direction of the beam. Ions that scatter at 90 degrees travel through the half the length
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Figure 4.19: Polar scattering angle of 64Ni ions from 2um 197Au target into DSSSD array. DSSSD
Detection efficiency drops at transverse angles along target and angles backwards angles labelled in blue
and green respectively.

of the target, are stopped, and therefore are not recorded as reaching the DSSSDs for a
scattering angle to be constructed. No ions are recorded as scattering more than 140
degrees. This is because the DSSSD array needs a hole at backwards angles for incoming
ions to reach the target through. The angular coverage of the DSSSDs cannot therefore
extend completely to these extreme backwards angles. Given only ions which engage in
Coulomb excitations are of interest to SDB experiments the DSSSD array needs only
cover small angles (>10 deg) at which excited ions are likely to scatter. The angular
coverage of the DSSSDs may therefore be reduced at low angles without a reduction in
detection efficiency for excited ions.

Backward angle DSSSD angular coverage analysis

By cutting a circular holes in the incoming side of the DSSSD array in the transverse
beamline plane with radius 𝑅𝑖𝑛 , the number of ions hitting the target and the number of
excited ions captured in the DSSSD array was studied in Geant4. In these simulations
the inelastic scattering cross section was enhanced so that the number of excited
ions captured by DSSSD arrays of different shapes could studied without running
unnecessarily long ion simulations in which inelastic scattering occurs rarely. As
shown in figure 4.20, the number of 64Ni ions with incoming spacial and and angular
distributions from the MOCADI input file that hit the target increases with incoming
hole size and plateaus at 90 mm. Despite the reduced backward angle coverage, as less
incident ions are blocked from hitting the target on the way in, more ions can engage
in excitations and so the number of excited ions captured in the array increases to 90
mm. Beyond 90 mm the vast majority of the incoming beam is already captured and
so cutting larger incoming holes and further unblocking the entrance of the beam to
the target is no longer dominant over the competing reduction in backward angular

85



CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

Figure 4.20: Number of incoming ions that hit target (blue) and number of excited ions that are captured
in DSSSD array as a function of incoming hole radius (red).

coverage this introduces and the consequent fractional reduction in the number of
backward scattered excited ions captured.

4.7.9 SDB DSSSD pileup

After an ion is detected in a DSSSD strip, the strip requires a relaxation time 𝜏 to
collect the charge and thereby recover for the detection of the next event. When two
ions arrive within a single relaxation window, the charge deposited by each event is
indistinguishable to the detector and both events are said to be lost in a piled up event
[104]. For a detector with a 𝜏 relaxation time and an incident ion rate of n, the observed
count rate m is

𝑚 = 𝑛𝑒−𝑛𝜏 (4.6)

Waveform analysis of the charge signals recorded in the DSSSDs used in a 2022 SDB
text experiment as GSI showed the DSSSDs intended to be used in SDB experiments to
have a relaxation time of 𝜏 ∼ 20 us. The pile up rate 𝑃𝑟𝑎𝑡𝑒 =

𝑚
𝑛 at which ion detection

events are lost due to this detector relaxation time depends upon the intensity of ions it
is exposed to. This in turn depends upon the intensity of the incident beam and the
size and positioning of the strips. As shown in figure 4.19, DSSSD strips at low angles
are exposed to high ion intensities at which ions are likely to scatter. By cutting larger
and larger outgoings holes in the DSSSD array, low angle strips which are prone to
high pileup rates can be excluded. The size of the chosen outgoing DSSSD hole should
therefore depend upon two things: (1) The rate at which the number of excited ions
captured drops as a function of the reduction in forward angle coverage due an outgoing
DSSSD hole (2) The minimum tolerable pileup rate for exposed strips determining at
what angles ions can be efficiently detected without large losses due to pile up.
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Figure 4.21: Number of excited ions that are captured by DSSSD array as a function of outgoing hole
radius.

Forward angle DSSSD angular coverage analysis

In a series of Geant4 simulations in which the incoming DSSSD array hole radius was
fixed to 90 mm, the number of excited ions captured in the DSSSD array was found
to decrease with increasing outgoing hole radius (𝑅𝑜𝑢𝑡) as in figure 4.21. As shown in
figure 4.21 if the outgoing hole radius was chosen to be 70 mm there would be a 17.6%
drop from the number of excited ions capture with with a small hole of a radius of
10 mm. In these simulations the inelastic scattering cross section was enhanced. This
reduced the number of ions required to be simulated in order to see the effect different
geometries has on the detection rate of ions engaging in Coulomb excitation. The results
in figures 4.20 and 4.21 are based on simulations of 1 × 105 ions for each geometry.

DSSSD pile up simulations

For a DSSSD with a fixed size and position within the array, the smaller the individual
strip width a DSSSD is divided into, the fewer the number of ions each individual
strip is exposed to and the smaller the pile up. The angle that ions scatter from the
target is taken from the assumed reaction vertex in the target to the positions of hits
in the DSSSD array. The DSSSD strips must therefore be small enough not only that
the level of pile up in each strip is sufficiently low but that ion hit positions within
the segmented surface of the DSSSDs are measured with sufficient precision. This is
important because the ion hit position is required for gamma-ray Doppler correction
and particle identification which depend upon the scattering angle into the DSSSDs. In
view of commercially available 20um DSSSD strip segmentation, a large 3.125mm strip
width (such as was used during the SDB 2021 test experiment) and a smaller 0.625mm
width (such as has been used in stopped beam gamma-spectroscopy experiments at GSI)
were considered [105]. The pile up rates for strips with these widths were evaluated in
Geant4 simulations of the SDB setup using the MOCADI SuperFRS beam as the input

87



CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

and splitting the DSSSD array into 5x5 cm rectangular DSSSDs arranged approximately
spherically around the target (as illustrated in figure 4.22) and removing 90mm and
70mm incoming and outgoing radius circular holes. The pile up rates at a 104 − 107

beam intensity range was evaluated as these are the intensities intended to be used in
future SDB experiments with rare-isotope beams [84]. As shown in table 4.3 the strip
pile up rates for 3.125 mm wide strips with a deadtime of 20𝜇𝑠 vary from 1.08 × 10−3 to
8.32 × 102 at small (<10 deg) scattering angles from the target into the DSSSDs. Strips
that are only 0.625 mm wide meanwhile have pile-up rates that vary from 1.25 × 10−4 to
1.16 × 102 at small (<10 deg) scattering angles. As shown in table 4.4 the strip pile up
rates for 0.625 mm wide strips with a relaxation time of 20𝜇𝑠 vary from 1.2 × 10−12 to
1.2 × 10−6 at wide (>10 deg) scattering angles from the target into the DSSSDs. Strips
that are only 0.625 mm wide meanwhile have pile-up rates that vary from 1.25 × 10−15

to 1.2 × 10−9 at wide (>10 deg) scattering angles. The wide angle strips therefore have a
negligibly small pile-up rate, this is expected because as shown in figure 4.19 few ions
scatter to angles beyond 10 degrees. The chosen segmentation size of wide angle DSSSD
strips is therefore not restricted by pileup, but instead by the minimum segmentation
required to provide sufficiently precise hit positions for kinematic reconstruction. It
is still worthwhile having some small angle DSSSD coverage because depending on
where in the target an ion scatters some excited ions will still scatter this small angle
interior rim of the array. This is shown in figure 4.21, where increasing the outgoing
hole radius beyond what it was fixed for this analysis would result in further excited
ions going undetected. The upper limit of the pileup rate encountered by strips at small
angles was 1.16 × 102 p/s to 8.32 × 102 p/s for small strips and large strips respectively
at 1 × 107 p/s incident intensity. Taking this upper limit for pileup rate as a constant for
small angle (<10 deg) strips a conservative estimate for the fraction of events lost at the
highest considered intensity (107 p/s) is is 22% and 32% respectively for the number
of strips with 0.625mm and 3.125 mm widths at low angles. At a 106 p/s intensity
however this drops to 4% and 2.38% respectively. Depending upon the chosen small
(<10 deg) angle stip width between 2.38%-4% of excited ions scattered at these angles
would be lost as to pile up. A mid-range 1mm strip segmentation was therefore selected
for the purposes of these simulations. Alternative DSSSD segmentations may however
be optimal depending upon the experiment, the tolerated loss of ions due to pile up, the
beam intensity and the beam spread determining what DSSSD angles at hit with what
intensities.
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Segmentation
mm

Intensity
[p/s]

hit chance exposure
rate n

count rate m pile-up rate

3.125 1.0e4 2.0e-8 2.0e-4 2.0e-4 1.2e-12
3.125 1.0e5 2.0e-8 2.0e-3 2.0e-3 1.2e-10
3.125 1.0e6 2.0e-8 2.0e-2 2.0e-2 1.2e-8
3.125 1.0e7 2.0e-8 2.0e-1 2.0e-1 1.2e-6
0.625 1.0e4 1.8e-9 1.8e-5 1.8e-5 1.2e-15
0.625 1.0e5 1.8e-9 1.8e-4 1.8e-4 1.2e-13
0.625 1.0e6 1.8e-9 1.8e-3 1.8e-3 1.2e-11
0.625 1.0e7 1.8e-9 1.8e-2 1.8e-2 1.2e-09

Table 4.3: Table of upper limits of pile-up rates that 3.125 mm and 0.625 mm width strips that are hit
with ions scattering at >10 deg in the target into spherically arranged 5x5 cm DSSSDs encounter in
Geant4 SDB simulations as they are exposed to different beam intensities.

Segmentation
[mm]

Intensity
[p/s]

hit chance exposure
rate n

count rate m pile-up rate

3.125 1e4 6e-4 6 6 1.08e-3
3.125 1e5 6e-4 6e1 6e1 1.08e-1
3.125 1e6 6e-4 6e2 6e2 1.05e1
3.125 1e7 6e-4 6e1 6e3 8.38e2
0.625 1e4 2.5e-4 2.5 2.0e0 1.25e-4
0.625 1e5 2.5e-4 2.5e1 2.0e1 1.25e-2
0.625 1e6 2.5e-4 2.5e2 2.0e2 1.24
0.625 1e7 2.5e-4 2.5e3 2.0e3 1.16e2

Table 4.4: Table of upper limits of pile-up rates that 3.125 mm and 0.625 mm width strips that are hit
with ions scattering at <10 deg in the target into spherically arranged 5x5 cm DSSSDs encounter in
Geant4 SDB simulations as they are exposed to different beam intensities.

4.7.10 DSSSD array geometry investigations

As presented in section 4.3.2 the identification of ion atomic number by means of the
Δ𝐸 − 𝐸 method relies upon comparing the energy deposited by ions in a given thickness
to the total kinetic energy deposited in both layers. Ions scattering from the target will
enter the thin DSSSD layer with a distribution of angles from a distribution of positions
within the target. Each ion therefore will traverse a different thickness through the
thin DSSSDs. In order to compare the energies deposited by ions in the first layer,
these energies must be normalised for the thicknesses traversed. The ideal geometry
for a SDB DSSSD array would be a sphere because ions scattering from the target in
the spherical focus would enter mostly normal to the surface, travelling the minimum
distance through the first layer, depending upon how far from the spherical focus the

89



CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

Figure 4.22: Geant4 Visualisation of spherical DSSSD geometry. Thick DSSSD layer in blue, thin
DSSSD layer in green and target in red.

Figure 4.23: Geant4 Visualisation of barrel DSSSD geometry. Thick DSSSD layer in blue, thin DSSSD
layer in green and target in red.

scattering occurs. Commercially available thin DSSSDs such as those intended to be
used in the 2021 SDB test experiment are generally constructed in small rectangles
owing to the fragile nature of self supported 20um silicon strips. A Geant4 simulation of
an array of rectangular DSSSDs arranged in an approximate sphere such as before was
produced and is visualised in figure 4.22. This rectangular composite sphere geometry
visualized in figure 4.23 is very geometrically complex and therefore in the interest of
investigating the viability of simpler, easier to construct geometries, the barrel and box
geometries in figures 4.23 and 4.24 were produced.

Thickness reconstruction

As illustrated in figure 4.23, in the case of an approximately spherical array, the trajectory
through the thin foils is first extrapolated to the longitudinal middle of the target. A
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Figure 4.24: Geant4 Visualisation of box DSSSD geometry. Thick DSSSD layer in blue, thin DSSSD
layer in green and target in red.

straight line parameterised by
x = d + 𝑛u (4.7)

of along x positions at distances 𝑛 along direction vector u from assumed scattering
point d from an origin at o is then constructed. u is then solved for by evaluating
equation 4.7 with recorded hit position in the thin DSSSD array along this line and the
extrapolated d from the emmissive foils. The intersection of this line with the outer
surface of the DSSSD sphere with a inner radius 𝑟𝑖𝑛 and thickness 𝑥𝑡ℎ𝑖𝑐𝑘 , such that
𝑟𝑜𝑢𝑡 = 𝑟𝑖𝑛 + 𝑋𝑡ℎ𝑖𝑐𝑘 at distances x from the same origin

|x − o| = 𝑟2 (4.8)

is then solved for the outgoing hit position 𝑟𝑜𝑢𝑡 and thereby the thickness traversed
𝑥𝑡ℎ𝑖𝑐𝑘 .

𝑥𝑡ℎ𝑖𝑐𝑘 = 𝑟𝑜𝑢𝑡 − 𝑟𝑖𝑛 (4.9)

Similarly, the thickness traversed by ions through the box and barrel DSSSD geometries
in figure 4.22 and 4.23 can be solved by solving the intersection of the target scattering
trajectory with the geometry of the box and barrel. If the geometry of the constructed
array is known accurately and a suitable thickness reconstruction algorithm is written
all three are geometries equally valid for use in future Coulomb excitation experiments.

4.7.11 Simulated SDB particle identification reconstruction

In order investigate the necessary intrinsic timing and position resolutions required
of the MCPs and the necessary intrinsic energy and position resolution required of
the DSSSDs for successful post-degrader particle identification, a Geant4 simulation
first assuming perfect detector resolutions was performed. As shown in figure 4.13
the fraction of contaminants to remaining SDB primary beam is small and so in this
simulation a MOCADI beam input file generated with enhanced secondary reaction
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Figure 4.25: Illustration of thin DSSSD thickness traversal reconstruction in spherical case.

cross sections for Ni, Co and Fe isotopes was generated, so that the degree to which
atomic masses and numbers are separated is clear. Figure 4.26 shows the simulated
Δ𝐸−𝐸 curves for ions of different atomic number, black for Ni, red for Co and blue for Fe
normalised for thickness traversed as in section 4.7.11. The energy deposition curves in
figure 4.26 show the elements are separated beyond 250 MeV above the punch through
point. Figure 4.26 does however show contamination between elements depositing a
normalised 40-60 MeV thin DSSSD energy. This suggests that outside of these regions
post-degrader atomic number identification is achievable with a Δ𝐸 − 𝐸 selection if
perfect relevant MCP and DSSSD detector resolutions are assumed. The invariant mass
of ions in the same Geant4 simulation reconstructed from the extrapolated MCP velocity
and the kinetic energy deposited by ions as they stop in the DSSSDs as in section 4.3.1 is
shown in figure 4.27. Figure 4.27 shows the mass of 64Ni, 63Ni and 62Co isotopes is clearly
separated into distinct Gaussian peaks with small tails resulting in minor contamination.
This suggests the atomic mass of post-degrader ions can be reconstructed by this method
in simulated SDB experiments assuming perfect relevant MCP and DSSSD detector
resolutions.

4.7.12 Simulated SDB gamma-ray reconstruction

In order investigate the necessary intrinsic timing and position resolutions required
of the MCPs and the necessary intrinsic position resolution required of the DSSSDs
for successful post-degrader particle identification, a Geant4 simulation first assuming
perfect MCP and DSSSD detector resolutions was performed. The gamma-ray energy
and position resolutions of AGATA summarised in table 4.1 also involved in the Doppler
correction were however implemented as these are the resolutions that will be available
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Figure 4.26: Simulated energy deposited by ions in thin DSSSD against total energy collected in DSSSD
layers demonstrating Δ𝐸 − 𝐸 separation of black Ni ions, red Co ions and blue Fe ions.

Figure 4.27: Simulated invariant mass reconstruction from MCP velocity extrapolation and DSSSD
energy deposition showing separation between 64Ni, 63Ni and 62Co isotope masses.

93



CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

Figure 4.28: Doppler corrected gamma-ray energy distribution reconstructed of excitation of 64Ni to
2+ and 4+ states showing reconstructed 1346 keV and 1264 keV 2+ → 0+ and 4+ → 2+ transitions.
Rest-frame gamma-ray energy distributions reconstructed assuming perfect MCP and DSSSD detector
resolutions and realistic AGATA energy and position resolutions [92].

in SDB experiments. In these simulations the excitation of 64Ni ions to the first 2+ and
4+ excited states and the subsequent 2+ → 0+ and 4+ → 2+ transitions were simulated
[89][90][91]. In this simulation, the energies of the emitted gamma-rays were Doppler
shifted in accordance with equation 3.15 depending upon the velocity of the ion and the
randomly selected gamma-ray emission angle. By correcting for the Doppler shifting of
gamma-rays detected in the laboratory reference frame with the velocity of the ion at
emission and the emission angle of the gamma-ray reconstructed such as in section 4.4.3
the rest-frame gamma-ray energies were reconstructed and are plotted in figure 4.28.

4.7.13 Simulated HPGe noise discrimination

As discussed in section 4.6 one of the primary challenges successful SDB experiments
must overcome is the identification of gamma-rays of interest from background radia-
tions, including those emitted from the degrader in the slowing down of ions. In order
to investigate the degree to which degrader noise can be discriminated on the basis of
the timing of its arrival in the HPGe array, realistic degrader noise must be added to the
simulation. In 2022 a SDB Coulex test experiment was performed using a 208𝑃𝑏 beam on
a thin 197Au target. In this experiment the 208𝑃𝑏 beam was slowed down to the Coulomb
barrier at 3.18 MeV/u in a plastic degrader. In this experiment a DEGAS HPGe detector
was positioned perpendicular to the target and radiation emitted from the degrader,
the target and natural backgrounds was collected [106]. By subtracting the natural
background detected when there was no incident beam to when there was an incident
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Figure 4.29: Simulated HPGe background energy extracted from 2021 HISPEC SDB experiment.

208Pb beam in proportion to the time for which each data set was collected, a HPGe
energy consisting of primarily degrader noise was obtained. By sampling the energy
and multiplicity of the obtained HPGe energy spectra and scaling for the detection
efficiency of the single DEGAS cluster and the beam intensity an estimate of the energy
of degrader radiation emitted for each ion incident on the degrader was obtained and is
plotted in figure 4.29. The accuracy with which the intensity and energy distribution of
degrader background can be obtained is limited by the accuracy with which the emitted
background can be extracted from what was detected in the 2021 experiment and
separated from natural and target backgrounds. The energy and intensity of the emitted
background also depends upon the projectile, target and beam energy combination and
therefore the validity of the comparison of a simulated background obtained from the
slowing of a 208Pb beam in the plastic degrader used in the 2021 test experiment is limited
by the degree to which the emitted radiation would be different for other cases such
as the 64Ni beam Al degrader test case. As the simulated energy distribution and the
intensity of the detected radiation was obtained from radiation experimentally observed
in DEGAS detectors, the validity of the comparison between what was observed by
DEGAS and what might be observed in AGATA is limited by the degree to which the
detectors are different. The difference in the shielding a DEGAS or AGATA cluster is
equipped with for example may have a noticeable effect on the intensity of low energy
radiations that penetrate to be detected [57]. The degree to which the success of the
suppression of degrader background on the basis of timing is however independent
of the energy distribution of the simulated background introduced to the simulation
as Bremsstrahlung radiation (of which this radiation is primarily composed) travels at
the speed of light. As shown in figure 4.30, if the simulated radiation is emitted from
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Figure 4.30: HPGe timing distribution demonstrating time separation of degrader background from
ion-correlated signal.

the degrader and a 25ns (FWHM) AGATA timing resolution is assumed, by taking the
timing between the passage of ions through the first emmissive foil and the detection
of gamma-rays in AGATA, two distinct timing groups are observed. At ∼ 10𝑛𝑠 an
early arriving group comprised of backgrounds emitted from the degrader is observed.
At ∼ 65 ns a second group connected to transitions between excited 64Ni states and
backgrounds produced in the slowing of ions in the target and DSSSDs is observed. As
illustrated in figure 4.3, by selecting the late timing group, Bremsstrahlung radiation
emitted from the degrader can be suppressed on the basis of timing as described in
section 4.5.2.

4.8 Study of required detector performance parameters

4.8.1 Performance parameters for particle identification

In order to extract transition energies and strengths from gamma-rays observed in SDB
experiments these gamma-rays must be correlated with identified ions. As shown in
section 4.13, the invariant mass of ions can successfully be distinguished assuming
perfect MCP position and timing resolutions and DSSSD energy and position resolutions.
The minimum necessary mass uncertainty ratio Δ𝑚

𝑚 for the identification of ion masses
in the HISPEC/DESPEC technical design report is specified as Δ𝑚

𝑚 = 0.008 − 0.025 [87].
When the 64Ni mass peaks in figure 4.27 is fit with a Gaussian distribution the mass
resolution of the peak in figure 4.27 is Δ𝑚

𝑚 = 0.00166 suggesting that without intrinsic
MCP and DSSSD position, timing and energy resolution that this mass resolution
requirement is achievable. As shown in figure 4.31, if Gaussian detector resolutions
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Figure 4.31: Histogram of reconstructed invariant mass of post-degrader isotopes with (black) and without
(red) intrinsic MCP position and timing and DSSSD energy resolutions from Geant4 simulation with
enhanced post-degrader secondary product production cross sections demonstrating separation of isotopes.

𝑋𝑀𝐶𝑃 = 3𝑚𝑚, Δ𝑡𝑀𝐶𝑃 = 500𝑝𝑠 and Δ𝐸𝐷𝑆𝑆𝑆𝐷 = 1.5% are introduced to the simulations,
the precision of the mass reconstruction is reduced. The width of the (right-most) 64Ni
mass peak is reduced from Δ𝑚

𝑚 = 0.00166 (red) to Δ𝑚
𝑚 = 0.00833 (black). This mass

resolution slightly exceeds the lower limit of the mass identification requirement of
0.008-0.025 [87]. As shown in figure 4.31, with Δ𝑚

𝑚 = 0.00833 the tails of the mass
peaks overlap suggesting that worsened detector resolutions would result in further
contamination. Extending this study of the influence of the implementation of detector
resolutions on the success with which ion atomic number can be identified, figure 4.32
showing the thickness corrected Δ𝐸 − 𝐸 histogram when the Gaussian 1.5% DSSSD
energy resolution is applied was produced. The Δ𝐸 − 𝐸 curves in figure 4.32 are very
similar to the Δ𝐸 − 𝐸 curves in figure 4.26 where no energy resolution was applied.
Figure 4.32 shows that elements are separable above the punch through point beyond 250
MeV. As before there is however minor contamination between normalized 40-60 MeV
thin DSSSD energy deposition. Figure 4.32 therefore shows that outside of these energy
ranges elements are still sufficiently separated for ion atomic number identification even
with a 1.5% DSSSD energy resolution present.

4.8.2 Performance parameters for gamma-ray Doppler correction

Beyond the identification of ions, the Doppler correction of ion-correlated gamma-rays
must be sufficiently precise for transitions of interest to be visible above noise. Therefore
resolutions of Δ𝑋𝑀𝐶𝑃 = 3 mm and Δ𝑡𝑀𝐶𝑃 = 500 ps for the MCP and Δ𝐸𝐷𝑆𝑆𝑆𝐷 = 1.5% for
the DSSSDs were introduced. A Δ𝑋𝐷𝑆𝑆𝑆𝐷 = 3 mm position resolution for the DSSSDs
and a Δ𝑋𝐴𝐺𝐴𝑇𝐴 = 2 mm position and Δ𝐸𝐴𝐺𝐴𝑇𝐴 = 1.3 keV energy resolution for AGATA
were also introduced. The resulting reconstructed Doppler corrected gamma-ray energy
distribution for the 1346 keV transition from the first 2+ to the ground state is shown
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Figure 4.32: Simulated energy deposited by ions in thin DSSSD against total energy collected in DSSSD
layers demonstrating deltaE-E separation of black Ni ions, red Co ions and blue Fe ions with 1.5% DSSSD
energy resolution.

figure 4.34. With the additional detector resolutions applied the black gamma-ray energy
peak is wider and more deformed meaning it would less distinct above background
noise. In order to determine if this Coulex peak is still distinguishable above background
noise with realistic detector resolutions applied a Geant4 simulation of the excitation
of the single and multi-step coulomb excitation of 64Ni to its first 2+ excited states
and subsequent decay was simulated including simulated background. In figure 4.33
the timing suppression of simulated degrader backgrounds was applied assuming a
Δ𝑡𝐴𝐺𝐴𝑇𝐴 = 25𝑛𝑠 timing resolution [57] Furthermore, as established in section 4.7.8 only
gamma-rays with AGATA hit positions reconstructed as being emitted at a particular
range of wide angles from ions reconstructed as scattering into the DSSSD array are
likely to originate from states excited in Coulomb excitations. In order to test the degree
to which backgrounds can be suppressed with kinematic conditions, a 2-dimensional
energy-scattering selection was made. By identifying gamma-rays correlated ion mass
such as in figure 4.31 and atomic number such as in figure 4.32 the resulting Doppler
corrected gamma-ray energy spectrum in figure 4.34 was plotted. As shown in figure
4.34, the 2+ → 0+ 1346 keV transition is clearly identifiable above the simulated noise.
This suggest that even with the SDB detector resolutions summarised in table 4.5,
gamma-ray transitions are still identifiable above the simulated backgrounds.
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Figure 4.33: Simulated Doppler corrected gamma-ray energy distribution showing reconstruction of
1346 keV 2+ → 0+ transition with simulated SDB detector resolutions (black) and without simulated
detector resolutions (red).

Figure 4.34: Simulated Doppler corrected gamma-ray energy distribution showing reconstruction of
1346 keV transition from first 2+ excited state of 64Ni using Δ𝐸 − 𝐸 and invariant mass reconstruction,
scattering angle selection and HPGe background timing suppression.
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Detector Energy resolution Timing resolution Position resolution

MCPs - 500ps 3mm
DSSSDs 2% 150ps 3mm
AGATA 1.3 keV 25 ns 2mm

Table 4.5: Table of simulated detector resolutions used in Geant4 simulation study of minimum necessary
detector for sufficiently precise Doppler correction and particle identification. AGATA gamma-ray energy
and position resolutions from previous experiment [92], timing resolution estimated from [57].

4.8.3 Comparison of new requirements for detectors to previous estimates

Comparison of table 4.5 summarising the newly estimated minimum required detector
performance parameters to the previous estimates in table 4.1 suggests a general
relaxation of requirements. The previous estimates for required MCP timing and
position resolutions were 120ps and 1mm, while the results of this analysis suggest
that only 500ps and 3mm resolutions are necessary. The previous estimate for required
DSSSD energy, position and timing resolutions were 3%, 1mm and 100ps. The results of
this analysis in table 4.5 however suggest that MCP timings can solely be relied upon
for velocity reconstruction and that a 3mm DSSSD position resolution is sufficient for
particle identification and gamma-ray Doppler correction. As shown in table 4.5, the
new simulations do however suggest that the standard for the DSSSD energy resolution
must be raised from 3% to 1.5%.

4.9 Hypothetical 64Ni SDB test experiment

SDB experiments are intended to operate at beam intensities of 104 to 107 p/s over the
mass ranges illustrated in figure 4.1 in experiments lasting up to a week [84]. A typical
experiment might therefore in total be delivered a total of 5 days of uninterrupted
beamtime impinging a 106 p/s intensity on the SDB degrader. Such an experiment may
be intended to determine the energies of gamma-rays emitted in transitions between the
excited states of a chosen beam excited in single and multi-step Coulomb excitations.
Another Geant4 simulation using the MOCADI SuperFRS 64Ni beam input file was
therefore produced in order to determine the rate at which ion correlated gamma-rays
are reconstructed in the Doppler corrected gamma-ray energy peak. With 5 days of 106

p/s intensity incident on the degrader, a total of 3.24 × 1011 64Ni ions would survive the
degrader for detection at the 74.9% 64Ni survival rate from figure 4.13. As established in
section 4.10.3, at this degree of spacial and angular spread and an MCP separation of 1.4
m, 89.8% of these 64Ni ions would reach a 2 um 197Au target meaning 2.91 × 1011 enter
the target to engage in Coulomb excitations. Using the detector resolutions summarised
in table 4.5, the total number of post-degrader-identified ion correlated gamma-rays
successfully reconstructed from simulated 2+ → 0+ and 4+ → 2+ transitions resulting
from single and multi-step Coulomb 64Ni excitations was 86012 and 8322 respectively.
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With the background suppression techniques presented in section 4.5 both transitions
could be un-ambiguously identified above background at 1264 ± 6 keV and 1346 ± 5 keV
energies for the 2+ → 0+ and 4+ → 2+ transitions respectively. In a future experiment
a rare-isotope beam may be impinged on the SDB degrader at similar intensity for a
similar period [84]. If this beam had single and multi-step Coulomb excitation cross
sections similar to the cross sections calculated for the 64Ni projectile 197Au target case in
figure 4.8, similar 103−104 count transition energy peaks may therefore observed. If only
a 105 p/s beam intensity is available then scaling these statistics proportionately leads to
an estimate of 103 and 102 counts for 2+ → 0+ and 4+ → 2+ transitions respectively. At
this intensity both transitions may therefore still be visible depending upon Coulomb
excitation cross section. If only a 104 p/s beam intensity is available however then an
estimate of 102 and 101 for the number of reconstructed 2+ → 0+ and 4+ → 2+ transitions
counts respectively is obtained. At this intensity the 102 count estimate for the number of
gamma-ray transitions obtained subsequent to single step Coulomb excitations suggest
that these transitions would likely be identifiable. The 101 count estimate for the number
of gamma-ray transitions obtained subsequent to the less common multi-step Coulomb
excitation interactions however suggest that these transitions are however unlikely to be
identifiable.

101



CHAPTER 4. SIMULATIONS FOR HISPEC SLOWED DOWN BEAM CAMPAIGN

4.9.1 Conclusions of simulations for SDB experiments

In these simulations the analysis techniques necessary to identify SuperFRS beams
after they slow down in the SDB degrader were developed. The procedures for
Doppler correcting the energies of gamma-rays correlated with ions excited in Coulomb
excitations as well as discriminate these gamma-rays from background noise were also
developed. This was achieved by producing MOCADI simulations of the transport and
slowing down of a 64Ni primary beam through the SuperFRS and the SDB degrader.
The results of these simulations were used as an input for Geant4 simulations designed
to simulate the identification of ions after the SDB degrader and to reconstruct the
rest-frame energy of Doppler shifted gamma-rays detected in the AGATA array. In these
simulations HPGe backgrounds were estimated from a previous test experiment and
the ability of proposed background suppression techniques to separate gamma-rays of
interest from simulated backgrounds was investigated. The minimum sufficient SDB
detector resolutions to identify ions and reconstruct the rest-frame energies of correlated
gamma-rays were also investigated. The results of these investigations suggested that
the requirements of SDB detectors can in general be relaxed in comparison to previous
estimates [87][96]. The required energy resolution of the DSSSDs was however raised
from 3% to 1.5% and a 25ns timing resolution in AGATA was proposed to suppress
background radiation produced in the slowing of ions in the degrader [57]. The
feasibility of a hypothetical 5 day multi-step Coulomb excitation experiment involving a
64Ni projectile on a 197Au target was studied with a beam intensity of 106 p/s delivered to
the SDB degrader using SDB detectors with the proposed resolutions. The results of the
hypothetical experiment showed that adequate numbers of 2+ → 0+ and 4+ → 0+ 64Ni
transitions were observed for the extraction of transition energies from observed gamma-
ray energy peaks, suggesting the hypothetical multi-step SDB Coulex experiment was
feasible. This was interpreted as suggesting that adequate statistics could be obtained for
rare-isotope beams of 106 p/s intensities with similar Coulomb excitation cross sections
as 64Ni. By scaling the estimates for the statistics acquired in the hypothetical 106 p/s
Coulex experiment to a 105 p/s beam intensity, it was estimated that multi-step Coulomb
excitations of rare-isotope beams such as proposed in the HISPEC letter of intent are
feasible for 105 p/s intensities. At 104 p/s beam intensities it was estimated that only
single-step Coulomb excitations would occur at a sufficient rate for the gamma-decays
of connected states to be observed.
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