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Abstract

Topological Insulator (TI) nanowires have attracted attention in recent years,

not only because of the novel physics that are to be discovered in such systems,

but also because they are a possible platform to realize Majorana fermions and

topological quantum computation.

In this thesis, electronic transport in TI nanowires is investigated. Bulk-

insulating nanowires are grown by the vapor-liquid-solid method from the ternary

topological insulators (Bi1−xSbx)2Te3 and Bi2(TexSe1−x)3 . At cryogenic temper-

atures, the particular properties of their quantum-confined topological surface

states are studied through electrostatic gating, which gives rise to characteris-

tic restiance oscillations originating from their quantized sub-band structure. In

magnetic fields, Aharonov-Bohm-like oscillations are measured, and their peculiar

π-shift is observed.

Furthermore, superconductivity is induced by the proximity effect from Nb

and V (in the structure TiVTiAl) in nanowire Josesephson junction devices. The

proximitization is characterized and interplay with the topological surface states
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is investigated. First attempts at tunneling spectroscopy on the proximitized TI

nanowires are made.
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Kurzzusammenfassung

Topological Insulator (TI) Nanodrähte haben in den letzten Jahren Aufmerk-

samkeit erregt, nicht nur wegen der neuartigen Physikalischen Phänomene, die

kontinuierlich in diesen Systemen entdeckt werden, sondern auch, weil sie eine

vielversprechende Plattform zur Realisierung von Majorana-Fermionen und topol-

ogischem Quanten-Computing darstellen.

In dieser Arbeit werden elektronische Transportphänomene in TI-Nanodrähten

untersucht. Nanodrähte, die im inneren isolierend sind, werden mit der Vapor-

Liquid-Solid-Methode aus den topologischen Isolatoren (Bi1−xSbx)2Te3 und

Bi2(TexSe1−x)3 gezüchtet. Bei kryogenen Temperaturen werden die besonderen

Eigenschaften ihrer drehimpulszahlquantisierten topologischen Oberflächenzustände

über den elektrostatischen Feldeffekt untersucht, was zu charakteristischen Wider-

standsschwankungen führt, die aus ihrer quantisierten Subbandstruktur hervorge-

hen. In Magnetfeldern werden Aharonov-Bohm-verwandte Oszillationen gemessen

und deren einzigartige π-Verschiebung beobachtet.

Des weiteren wird Supraleitung über den Proximity-Effekt von Nb und V (in
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der Aufschichtung TiVTiAl) in lithografischen devices mit Nanodraht-Josephson-

Kontakten induziert. Die Proximitisierung wird charakterisiert und das Zusammen-

spiel mit den topologischen Oberflächenzuständen untersucht. Es werden erste

Versuche zur Tunnelspektroskopie an den proximitierten TI-Nanodrähten unter-

nommen.
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11
Introduction

Superconducting topological insulator and semiconductor nanowires have been a

hot topic in recent years. In the constantly progressing back-and-forth between

novel experiments and theory, important motors have been the rise of the field

of quantum computing and the prospect of realizing Majorana fermions in these

platforms [3–9]. Despite being the younger, less common and theoretically more

complex platform of the two, TI nanowires may have key advantages for some of

these applications [10].

At first, we knew only insulators and metals. Whether the filled valence band

was separated from the empty conduction band, or they did overlap such that

electrons could move freely, was the understanding of what determines whether

or not matter could conduct electricity. Then, semiconductors came onto the

stage, having a smaller band-gap and demonstrating, that with enough energy,

the insulating gap could be overcome, for example nowadays, billions of times per

second, in almost everyone’s pocket.

But billions of times per second in almost everyone’s pocket is not enough.
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CHAPTER 1. INTRODUCTION

Obviously. The most complex computational tasks that science has come up with

are practically unsolvable on classical computers, even on the super ones. And on

the other side of the problem, we are approaching the end of Moore’s law [11,

12]. Soon, the cirquits within our computers cannot be made smaller and smaller

anymore. Quantum computers are the new hope for advancing in a world-changing

manner in a number of fields, such as cryptography, drug design, materials science,

protein folding, weather prediction, to name only a few [13]. Although sometimes

considered a niche field, TI nanowires participate in the race to be the platform

to make that happen [14, 15].

Topological insulators are a class of materials that harbor exotic electronic

states on the surface, which are their main feature of interest. They originate

from the topologically non-trivial band-gap of the bulk and are required to exist

because it needs to be closed at the interface to ordinary insulators, in order

to be transformed into a trivial gap. This necessity, and their special properties,

protection from back-scattering, spin-momentum-locking and an almost linear

dispersion makes them a unique platform for a broad spectrum of research topics

and potential applications [4].

TI nanowires (TINW) are thin, rod-shaped microcrystals, with diameters of

several tens of nanometers. They can be crafted or grown by a variety of meth-

ods [16], and are especially fragile experimental endeavors for nanofabrication.

There have been many experimental advances in recent years across several fabri-

cational concepts to make TI nanowires, among these are the etching or constric-

tion of thin-films grown by molecular-beam epitaxy or exfoliated crystals [17–20],

selective area growth [21–24] and by the vapor-liquid-solid growth process [25–

29].

Superconductivity is one of the most fascinating states of matter, which is

being continuously explored since its discovery over a century ago [30, 31]. What

was initially about the complete disappearance of electrical resistance and expul-

sion of magnetic fields, is nowadays still puzzling scientists in much more complex

ways. It can be induced into materials that are not superconducting by themselves

by the proximity effect [32], which is one way to obtain toplogical superconduc-
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tivity, for example, in topological insulators [17, 18, 20, 23, 33–38]. Such systems

have attracted huge attention in the last decades because of the prospects to

realize Majorana fermions. This elusive particle, which is its own antiparticle and

therefore interesting per se, may arrise as exotic quasiparticle excitation in solid

state systems, which is useful for topological quantum computation [39].

In this thesis, bulk-insulating TI nanowires are grown out of the TIs

(Bi1−xSbx)2Te3 and Bi2(TexSe1−x)3 by the vapor-liquid-solid (VLS) method, in

which free-standing naowires are synthesized from evaporated source materials

through liquid gold nanoparticles as catalysts. This is done in two kinds of two-zone

tube-furnaces and three reproducible recipes are specifically provided. Lithographic

devices are fabricated via electron-beam lithography, and electronic transport is

studied at cryogenic temperatures.

In (Bi1−xSbx)2Te3 nanowires, characteristic signatures of the quantum-

confined topological surface states are measured upon changing the chemical

potential through electrostatic gating, and their dependence on the density of

states as well as on scattering are investigated in a collaborative publication [1].

Furthermore, superconductivity is induced in (Bi1−xSbx)2Te3 nanowires by

the superconductors niobium and vanadium, and the proximity effect is studied in

Josephson junctions, as well as first attempts at resolving the density of states in

tunneling spectroscopy are made.

This thesis is structured as follows. Chapter 2 conveys the theoretical con-

cepts, that are required to understand the underlying physics of this work and the

experimental data presented, addressing topological insulators and nanowires, their

particular transport features, the superconducting proximity effect and Josephson

junctions. Experimental methods and equipment are described in Chapter 3, in-

cluding the growth characterization, lithographic fabrication and cryogenic trans-

port measurements.

In Chapter 4, the nanowire growth is presented by explaining the VLS

method, introducing the TI materials, reporting on technical parameters and

the resulting outcome for (Bi1−xSbx)2Te3 and Bi2(TexSe1−x)3 nanowires. Next,

electronic transport of (Bi1−xSbx)2Te3 nanowires in the normal state is shown in

— 3 —



CHAPTER 1. INTRODUCTION

Chapter 5, which consists of the publication Quantum confinement of the Dirac

surface states in topological-insulator nanowires [1], treating characteristic resi-

tance oscillations of the TSS in gating experiments.

In Chapter 6, measurement results on proximitized (Bi1−xSbx)2Te3 nanowires

with Nb and V (TiVTiAl) Josephson junctions are presented. Finally, first at-

tempts at resolving the density of states in close to the superconducting Nb leads

in proximitized (Bi1−xSbx)2Te3 nanowires are shown. Chapter 7 summarizes this

work and the conclusions as well as the open questions and promising follow-up

experiments are discussed.

— 4 —



22
Theoretical background

In this chapter, the theoretical concepts required to understand the physics em-

ployed and investigated in this work are explained. The following sections are

based on a number of publications ranging from review papers to experimental

and theoretical reports [4, 6, 14, 16, 17, 19, 40–44].

2.1 Topological insulators

Topological insulators (TIs) are a class of material with unique electronic proper-

ties on their surface. Similar to ordinary insulators, they have an insulating band

gap, which, however, is opened in a topologically non-trivial way. At the interface

to an ordinary insulator, this gap cannot be smoothly transformed into a trivial

one without being closed in between. This situation can be illustrated by one of

the typical examples of topology, the branch of mathematics that classifies geo-

metrical objects by their possibility to be smoothly transformed into each other.

The Möbius strip cannot be smoothly transformed into a normally wound loop of
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CHAPTER 2. THEORETICAL BACKGROUND

a ribbon, without being cut, untwisted and reconnected anew[42, 45, 46].

Figure 2.1: Topological insulator band gap and surface states.

The insulating band gap in TIs is opened in a topologically non-trivial
way and must be closed at the surface in order to be transformed
into a trivial gap. This gives rise to the gapless surface states with
spin-momentum locking that are protected by time-reversal symmetry.
Adapted from [4].

This necessary transitory closing of the insulating band gap occurs at the

boundary of TIs to trivial insulators, including vacuum, which is called bulk-

boundary correspondence, and hence requires the formation of the surface states.

They have an approximately linear dispersion, letting them behave like Dirac

fermions, and back-scattering is suppressed. Furthermore, strong spin-orbit cou-

pling locks the spin of these electrons parallel to the surface and perpendicular to

their direction of motion.

On flat surfaces of three-dimensional TIs, these properties give rise to spin-

polarized Dirac cones, as illustrated in Figure 2.2, left. On the surface of one-

dimensional TI nanowires, these cones are sliced by size-quantization into doubly

degenerate sub-bands of opposite spin, Figure 2.2, right.

— 6 —



2.2. TOPOLOGICAL INSULATOR NANOWIRES

2.2 Topological insulator nanowires

Nanowires are thin rods of a material, ideally straight with a constant cross-section

and diameters below 100 nm. In TI nanowires, the resulting circumference is what

introduces important changes to the electronic states on the surface. Namely, with

a small enough circumference, the circular direction of motion of the topological

surface states around the nanowire becomes quantized. This hollow cylindrical

shell of metallic states wrapped around the insulating bulk now consists of discrete

bands instead of a continously wound Dirac cone on the two-dimensional surface

of bulk 3D TIs.

Figure 2.2: Surface state sub-band spectrum of a TI nanowire in

comparison to the Dirac cone of a two-dimensional TI surface.

On an infinite two-dimensional surface of a TI, both momenta kx and
ky are free and the gapless surface state forms a hourglass-like double
cone due to the rotational symmetry. In the case of a TI nanowire, the
small circumference causes the perpendicular direction (here kx) to be
quantized as angular momentum ℓ (Equation 2.1). The emerging dis-
crete sub-band spectrum can be retraced by visualizing linecuts of the
2D Dirac cone at discrete values of ky . The spectrum takes half-integer
values due to the Berry phase arising from wrapping spin-momentum
locked surface states around a cylinder.

— 7 —



CHAPTER 2. THEORETICAL BACKGROUND

2.2.1 Topological surface states

In TI nanowires, the circular direction of motion k⊥ of the topological surface

states (TSS) around the cylinder mantle becomes quantized in angular momen-

tum. The yellow dashed lines in Figure 2.2a illustrate the confinement of one

direction (here x) from wrapping the two-dimensional surface around a cylinder.

The resulting confinement in terms of angular momentum quantum number ℓ

with respect to the nanowire circumference leads to the TSS sub-band spectrum

Eℓ(k∥) = ±h̄vF|k | = ±h̄vF

√
k2∥ +

(
ℓ

Rnw

)2
(2.1)

with nanowire Rnw and Fermi velocity vF. Due to the linear dispersion of the gapless

surface state prior to quantization, the subband bottoms occurring at k∥ = 0 are

equally spaced in energy. The angular momentum quantum number ℓ takes half-

integer values ±1
2
, ±3

2
,5
2
, . . . due to the Berry phase arising from spin-momentum

locking of the electrons confined to the cylindric surface wrapped around the

nanowire by 2π. It is important to note, that this causes the famous gapless

mode to disappear, and the subband spectrum is gapped at E = 0. Using the line

cut at k∥ = 0 as a reference, at half integer values of their spacing ∆E = h̄vF/Rw
two spin-non-degenerate subbands with opposite angular momenta lie exactly on

top of each other. This degeneracy can be lifted, and also the gapless mode can

be recovered with a magnetic field parallel to the nanowire axis, which is shown

in Figure 2.3.

2.2.2 Magnetic field and AB-Like oscillations

When a magnetic field is applied along the nanowire axis, an effect similar to the

Aharonov-Bohm (AB) effect [47, 48] comes into play. The surface electrons en-

circling the magnetic flux that pierces the nanowire cross-section acquire a phase.

This lifts the degeneracy of the energetically coinciding spin-non-degenerate sub-

bands of opposite angular momenta, and shifts them past each other, see Fig-

ure 2.3. The magnetic flux B through the cross-sectional area A of the nanowire

— 8 —



2.2. TOPOLOGICAL INSULATOR NANOWIRES

Figure 2.3: Surface state sub-band spectrum of a TI nanowire in

the presence of a longitudinal magnetic field. a Schematic of a TI
nanowire in a magnetic field parallel to its axis. The surface state sub-
bands couple to the magnetic field through their angular momentum
±ℓ. b Sub-band spectrum of the topological surface states, quantized
in angular momentum ±ℓ (Equation 2.2). Spin-degenerate sub-bands
(solid lines, left) with positive and negative angular momenta acquire
opposite phases in the magnetic field and are shifted apart (dashed
lines, middle), shifting illustrated by grey dashed lines. When the mag-
netic flux through the nanowire cross-section amounts to half a flux
quantum Φ0 = hc/e (right), each single sub-band is shifted by half
of their energy spacing at k∥ = 0. As a result, formerly adjacent sub-
bands coincide and the gapless linear mode (red) is recovered. If the
chemical potential is located inside the areas highlighted in pink, the
number of Fermi points is odd and Majorana fermions are predicted to
exist at the ends of the nanowire [3].

Φ = B · A inserted into the sub-band spectrum (Equation 2.1) yields

Eℓ(k∥, η) = ±h̄vF

√
k2∥ +

(
ℓ− η
Rnw

)2
, η ≡ Φ/Φ0. (2.2)

When the magnetic flux through the nanowire cross-section amounts to

multiples of half the flux quantum Φ0/2 = hc/2e, formerly adjacent subbands

coincide and become degenerate again. However, a crucial difference occurs be-

tween integer multiples (1x, 2x, 3x, ...) and half integer multiples (0.5x, 1.5x, 2.5x,

...) of the flux quantum. In the former case, the original spectrum is restored. In

the latter case, the gapless mode is recovered, and since all other subbands are

degenerate again, there is an odd number of Fermi points — the number of sin-
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CHAPTER 2. THEORETICAL BACKGROUND

gle bands crossing the Fermi energy — throughout the entire bulk band gap, as

depicted in the rightmost spectrum in Figure 2.3. Between these two extreme

scenarios, at intermediate fields, a stripe pattern of tunable width exists, hosting

regions of odd and even number of fermi points, which is illustrated by the re-

gions highlighted in green in Figure 2.3. Their importance becomes clear, when

the superconducting proximity effect is taken into account. Within regions with

an odd number of Fermi points, unpaired Majorana fermions are predicted to ex-

ist at the ends of the superconducting region or the nanowire (more to that in

Section 2.3.4).

Figure 2.4: AB-like oscillations. If the chemical potential lies between
two sub-band bottom edges (magenta dashed lines), “π”-ABLO occur.
Turning on the magnetic field shifts sub-bands from above and below
towards it, reducing the resistance until Φ = 0.5Φ0. At further in-
crease, the same bands are shifted past the chemical potential and the
resistance increases again, until Φ = Φ0. The opposite “0”-ABLO oc-
cur, if the chemical potential matches a sub-band bottom-edge. Both
types occur equally above and below the Dirac point, which was omit-
ted for clarity.

When sweeping the magnetic field over a range of multiple Φ0 and the

chemical potential is kept constant, the periodic pattern of sub-band shifting

causes magnetoresistance oscillations, the so-called AB-like oscillations (ABLO).

Depending on the precise location of the chemical potential with respect to the

repetitive sub-band pattern, two distinct prototypical oscillations occur. The so-

called 0-ABLO resemble the traditional Aharonov-Bohm effect and start with an

— 10 —



2.2. TOPOLOGICAL INSULATOR NANOWIRES

increase of resistance between Φ = 0 and Φ = 0.5Φ0, after which the resistance

decreases again, until Φ = Φ0, and so forth. This behavior is most pronounced

if the chemical potential coincides with a sub-band bottom-edge energy. The

opposite phase, the so-called π-ABLO occur when the chemical potential lies

between two sub-band bottom-edges.

The counterintuitive peculiarity of π-ABLO is the occurrence of a resistive

minimum at a flux of Φ = 0.5Φ0, which is contrary to the usual Aharonov-

Bohm effect picture. This, and the fact that π- and 0-ABLO can be measured

in alternation when setting the chemical potential to the respective locations, are

unique signatures of the surface state sub-bands in TI nanowires.

Another type of oscillation that can be observed in the nanowire resistance

from interference effects of the TSS in magnetic field are the Altshuler-Aronov-

Spivak (AAS) oscillations. They emerge from the quantum interference of two

paths in both directions around a ring that encloses a magnetic field. That is, two

complete circles, as in an interference at the original location of departure, e.g.

from backscattering. Thus, the periodicity of AAS oscillations in magnetic flux

through the ring is h/2e, half the periodicity of AB oscillations, which can in turn

be visualized by the interference of two paths on the other side of the ring, thus,

two half circles.

Both types of oscillations, AB and AAS can be observed in metal rings

smaller than the phase coherence length, and equally in TI nanowires, in the

magnetoresistance oscillations of the TSS in longitudinal magnetic field [17, 22,

24, 27, 29, 49–53].

The last magnetoresistance contribution that should be mentioned here is

weak antilocalization. The π Berry phase causes time-reversed paths to interfere

destructively, which enhances conductivity. This anti-localisation can be lifted with

magnetic fields, adding a phase to such closed electron paths, disabling the de-

structive interference and causing a positive magnetoresistance [46, 54, 55]. At

low magnetic fields, this causes the resistivity to increase with field, resulting in

a significant dip around zero field in many TI nanowire magnetoresistance mea-

surements [24, 56, 57].
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CHAPTER 2. THEORETICAL BACKGROUND

2.2.3 Experimental setting

The presented phenomena are key characteristics of electronic transport in TI

nanowires. To convey a practical picture, the orders of magnitude are briefly

addressed in this section. Figure 2.5 shows the expected sub-band spacing energy

at kl l = 0 and magnetic field periodicity of AB-like oscillations in dependence

of nanowire diameter. The estimation is calculated for (Bi1−xSbx)2Te3 nanowires

assuming a Fermi velocity of vF = 4.4×105m/s [58] and a circular cross-section.

Figure 2.5: Energy and magnetic field scales for (Bi1−xSbx)2Te3 nanowires.

a Approximate energy spacing of the sub-band bottom edges (at kl l = 0) and
b magnetic field periodicity of AB-like oscillations, in dependence of nanowire
diameter, assuming a circular cross-section and vF = 4.4× 105m/s [58].

It must be noted that the sub-bands do not appear linearly spaced in a mea-

surement of resistance versus gate voltage. The required voltage for injecting (or

withdrawing) charge carriers can be calculated as V = Q/CG + µ/e, with CG the

geometric (galvanic) capacitance and µ the chemical potential. In devices fabri-

cated with a gate dielectric as thick as 300 nm (see Chapter 3.2), the bottleneck

for injecting charge carriers is the geometric capacitance, being much smaller

than the quantum capacitance of the sub-band structure. Thus, the expense of

charging the nanowire is mainly the voltage V = Q/CG, and since each sub-band,

counting from the dirac point, hosts linearly more charge carriers, the sub-band

bottom-edges appear quadratically spaced in gate voltage.
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2.3 Proximity-induced superconductivity in TINW

Superconductivity is one of the most intriguing phenomena of quantum physics.

Since its discovery in 1911 by Heike Kamerlingh-Onnes [59], it was an unexplained

mystery for almost half a century. Its vanishing resistance allowing dissipationless

currents that can perpetuate in closed superconducting circles, and the expulsion

of magnetic fields from the inside of superconducting metals, the Meissner effect

discovered in 1933 [60], were well known but poorly understood. In 1957, John

Bardeen, Leon Neil Cooper and John Robert Schrieffer published their Microscopic

Theory of Superconductivity [61], nowadays usually referred to as BCS theory,

and could finally fill in the blanks between the macroscopic observations and the

microscopic understanding of quantum physics.

The following sections are intended to convey a basic understanding of su-

perconductivity, followed by the superconducting proximity effect in general and

in the special case of TI nanowires.

2.3.1 Superconductivity

Electrons traveling through the positively charged lattice of a conductor create

phonons, i.e. lattice vibrations, through which an attractive contribution of in-

teraction with other electrons can arise. At very low temperatures, the resulting

energies may exceed both the energetic difference of the electrons as well as the

screened Coulomb repulsion. Electrons become correlated and the formation of

a common superconducting phase is energetically favorable. Electrons pair up as

Cooper pairs, which are in the same ground state and – in the absence of magnetic

field – can now be described by the wavefunction

Ψ = nse
iφ, (2.3)

with ns the cooper pair density and φ the macroscopic superconducting phase,

normalization omitted.

The energy gained through the pairing mechanism results in a forbidden

energy gap around the Fermi energy, because Cooper pairs can only be split up
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Figure 2.6: Density of states in metal and superconductor. a In a
normal metal, the density of states around Fermi energy EF is assumed
as constant, and the states are filled up to that level according to the
Fermi-Dirac distribution. b In the superconducting state, electrons pair
up as Cooper pairs with an energy of ∆. Thus, all electronic states
within an energy band of 2∆ around EF are displaced and accumulated
above and below this gap, which is the energy it would cost to separate
a Cooper pair.

by excitations with higher amounts of energy (see Figure 2.6). Hence, small dis-

turbances and excitations with energies below the pairing potential are forbidden,

and supercurrent flows without any resistance.

In the simplest case of the so-called s-wave superconductivity, the lowest-

energy state of a Cooper pair consists of electrons with zero net momentum and

a singlet spin function (k⃗ ↑,−k⃗ ↓), allowing for a relative angular momentum of

zero [62]. Under special conditions, more peculiar types of pairing are possible,

such as p-wave superconductivity, where electrons pair with parallel spins, which

is a crucial ingredient for the realization of Majorana fermions in TI nanowires.

In the absence of magnetic fields, the transition between the normal to

the superconducting state occurs at a material-specific temperature, which in

practice may change drastically depending on the precise properties of a deposited

metal film. BCS theory provides a relation between this temperature Tc and the
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magnitude of the superconducting energy gap at zero temperature and magnetic

field ∆(0)

∆(0) = 1.76kBTc , (2.4)

which can be used to estimate the superconducting energy gap in an experimental

setting based on the measured transition temperature.

2.3.2 Superconductivity in magnetic field

Superconductors repel magnetic fields, which is called the Meissner effect. When a

superconductor is exposed to a magnetic field, compensating supercurrents form,

such that within the superconductor the net field is zero. These supercurrents are

located close to the surface of the superconductor, which allows for a small but

finite penetration depth of the magnetic field. This property is described by the

London penetration depth λLondon as the length scale of an exponential decay into

the superconducting material. This parameter depends on the superconductor,

the temperature, as well as on the physical properties of a superconducting film,

such as its thickness.

With increasing magnetic field, two distinct behaviors within the Meissner

effect arise. Type I superconductors expel the magnetic field completely until it

forces the superconductor to return to its normal state. This upper critical field

is denoted as Hc , and its value is temperature dependent. The higher the tem-

perature, the lower Hc , until it becomes zero at T = Tc . The behavior of Type II

superconductors however is described by two of such upper critical field boundaries.

Above a certain threshold, Hc1, the magnetic field can partly penetrate a Type

II superconductor. So-called vortices form, through which quantized amounts of

magnetic flux may pierce through the material. At the cylindrical walls of such

a vortex, compensating currents flow, in order to compensate the magnetic field

again. Above the higher, second threshold, Hc2, Type II superconductors are then

forced entirely into the normal state. Hc1 and Hc2 are temperature dependent in

a very similar manner as Hc of Type I superconductors.

Another important consequence of the Meissner effect is flux focusing. Any

magnetic field expelled by a superconductor is in fact diverted. Hence, the field
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strength around the superconductor increases in general, which must be taken into

account when exposing superconducting devices to magnetic fields. As a result,

the effective magnetic field within the narrow N-part of a Josephson junction (see

Figure 2.7) with much larger superconducting contact leads can be significantly

increased by the flux-focusing effect. Furthermore, in the case of Type II super-

conductors, the formation of vortices occurs suddenly and may cause flux jumps,

sudden jumps of the effective field, and aberrations from the initially applied field

values.

Both superconductors used in this work, Nb and V, are type II supercon-

ductors and hence allow for vortices to form within the superconducting contact

leads of the devices. As a result, flux focusing, jumps and shifts are expected to

occur and are taken into account in experimental discussion.

2.3.3 Superconducting proximity effect

When a superconductor (S) and a normal metal (N) are put into direct contact,

the superconducting properties can change the physics of the normal metal. Not

only both their electronic properties leak into the other over a certain distance,

but also new quantum states emerge. This interplay strongly depends on the

properties of their interface [32, 63].

Even though normal metals and superconductors are both expected to be

very good conductors, when comparing their densities of states, one may find

that there is a fundamental mismatch when it comes to electronic conduction

between them. Figure 2.6 sketches an idealized version of an N-S contact with

their respective density of states. The energy spectrum of the normal metal is

continuous, and conduction is provided by electrons with energies close to the

Fermi level. Inside the superconductor, within an energy band of size 2∆ around

the Fermi energy, all quasiparticle states vanish and only Cooper pairs are allowed

to exist. Thus, the transmission of single quasiparticles from N to S is suppressed,

if the driving voltage lies below the superconducting gap eV < ∆.

At energies within the superconducting gap, the fundamental process of

transmission through an N-S interface is Andreev reflection. An incoming elec-

— 16 —



2.3. PROXIMITY-INDUCED SUPERCONDUCTIVITY IN TI NANOWIRES

tron from the normal metal side is retroreflected (along the same path but in the

opposite direction) at the interface as a hole with inverse momentum, negative

energy and opposite spin. This creates an outbound Cooper pair on the super-

conductor side. The reversed process is also possible, a hole being retroreflected

as an electron at the N-S interface, which costs the superconductor one Cooper

pair.

2.3.4 Topological superconductivity in TI nanowires

When superconductivity is induced from an ordinary s-wave superconductor into

the Dirac surface states of a strong TI, the resulting state of matter is topological

superconductivity [5, 6, 14]. In the case of the surface states of TI nanowires,

upon simplification, such as considering the locked spin as spinless, and together

with the particle-hole symmetry established by the induced superconductivity, a

single subband can be modeled by the 1D Kitaev chain [64]. In this model, after

reconstructing the electron creation and annihilation operators with two Majorana

operators, it can be shown that unpaired Majorana fermions may exist at both

ends of the chain at zero energy cost [40]. If the number of contributing subbands

is even, the Majorana fermions can pair up again. However with an uneven number,

unpaired Majorana fermions will be left at the ends of the superconducting part

of the nanowire.

Interestingly, if a TI nanowire is exposed to a longitudinal magnetic field

such that its cross section is pierced by half a flux quantum, the gapless non-

degenerate mode is restored, and all other sub bands become degenerate again.

Hence, at all locations of the chemical potential within the bulk band gap, the

number of Fermi points will always be odd, and Majorana fermions are predicted

to exist within the entire band gap [10]. In the case of Bi2Se3, it can be as large

as 0.3 eV [4, 10].

2.3.5 Majorana fermions in TI nanowires

TI nanowires are a promising platform for Majorana fermion research. The key

proposal that substantially inspired the work in this thesis was made by Cook
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et. al in 2011 [3, 10]. It proposes a comparably simple device, which consists of

a TI nanowire and an s-wave superconductor, which are exposed to a magnetic

field along the nanowire axis. Depending on the magnetic flux through the cross

sectional area of the nanowire, single unpaired Majorana fermions are predicted

to exist at each end of the nanowire.

In TI nanowires, the protected spin-non-degenerate gapless surface state

which is characteristic to TIs becomes quantized, the gapless mode disappears

and a spectrum of spin-degenerate sub-bands forms (described in more detail in

Sections 2.2.1 and 2.2.2). Each sub-band may host unpaired Majorana fermions

at its ends as in the Kitaev chain [64], if superconductivity is induced introducing

particle-hole symmetry. The magnetic field piercing through the nanowire cross

section shifts the spin-degenerate bands in energy and lifts the degeneracy, and

odd numbers of fermi points become possible. That is, if the chemical potential

cuts through odd numbers of single sub-bands, unpaired Majorana fermions are

predicted to exist at the end of the TI nanowire. With half-integer multiples of

the flux quantum piercing the nanowire cross section, the number of fermi points

is odd across the entire band gap.

2.4 Characterizations of proximity-induced super-

conductivity: Josephson junctions

Josephson junctions are very important device architectures for investigating prox-

imity induced superconductivity. Not only can a dissipationless current show the

successful proximitization, because the current must flow through the nanowire

segment connecting the two juntion electrodes, but there are many more parame-

ters that become accessible through various types of measurements. For example,

interface transparency, the magnitude of the induced gap and the current distri-

bution inside the TI material can be investigated in transport experiments [34].
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Figure 2.7: Sketch of an S-N-S Josephson junction. Two pieces of
superconductor (S) connected by a normal metal (N) of length L and
width W.

2.4.1 DC and AC Josephson effects

In 1962, Brian Josephson changed the consensual belief that the tunneling prob-

ability of a Cooper pair through an insulating barrier should be proportional to the

square of the individual electron tunneling probability, and thus, vanishingly small.

Instead, he considered the wave function of the superconducting ensemble for the

tunneling process, and predicted mathematical relationships for the current and

the voltage across weak links [65]. Named after him, the DC and AC Josephson

effects on the one hand may allow a supercurrent to flow across an insulating bar-

rier without any voltage needed, and on the other hand create a high frequency

oscillation of current when a finite voltage is applied [66].

The DC Josephson effect,

I = Ic sinφ, (2.5)

consists of a direct current between two superconducting islands that depends

only on their superconducting phase difference φ and the critical current Ic of the

junction, the maximal supercurrent that it can endure. The AC Josephson effect

is an expression for the voltage,

V =
Φ0
2π

∂φ

∂t
, (2.6)

that is proportional to the time derivative of the phase difference ∂φ/∂t across the

junction. Since the experiments conducted for our work are based on low frequency
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lock-in measurements, and the Josephson junctions are measured in current biased

setups, the AC Josephson effect is less relevant and the DC Josephson effect is in

focus. While the phase difference between the two superconducting islands is not

a directly measurable parameter, it defines the physics of the Josephson junction

in perpendicular magnetic field, which will be described in the next section.

Another quantity to be considered is the Josephson coupling energy. Al-

though in the superconducting state no energy is dissipated in a junction, an

energy is stored within if a nonzero current is flowing. This can be understood by

considering the fact that an increase in current requires a phase change (Equa-

tion 2.5), and a phase change requires a nonzero voltage (Equation 2.6). Upon

integrating the product of current and voltage, one may find the Josephson cou-

pling energy EJ = Φ0Ic
2π
(1 − cos(φ)) [66]. For junctions with very small critical

currents, if its magnitude is comparable to thermal energy kBT , thermal broaden-

ing may smear the measurements. As an example, the Josephson coupling energy

at the critical current (φ = π) of Ic = 1 nA in units of kB amounts to

EJ(1 nA)/kB = 23.8mK, (2.7)

which is of the order of the base temperature of the cryostats used for the Joseph-

son junction measurements.

2.4.2 The Fraunhofer pattern

When a Josephson junction is exposed to magnetic field, the superconducting

electrodes expel the field but the normal metal part does not, and therefore elec-

trons travelling through acquire a phase, depending on their path. Based on the

DC Josephson effect, this interference manifests itself as a sinusoidal variation of

forward and backward flowing currents, distributed along the junction’s width, see

Figure 2.8a-d. The sum of this distribution yields the net current, resulting in a

reduction of the total critical current, which has a field dependence

Ic(Φ) = Ic(0)

∣∣∣∣∣
sin πΦ

Φ0
πΦ
Φ0

∣∣∣∣∣ , (2.8)
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see Figure 2.8e. Key parameter is the projected area of the junction, because

the current interference is periodic in magnetic flux through the junction area

Φ = B · A in units of Φ0 = h/2e. The pattern consists of a central lobe and a

series of adjacent side-lobes of decaying height which meet their neighbor at zero

at every multiple of Φ0 (except for the zeroth at Φ = 0 where no interference

takes place in the absence of field).

Figure 2.8: Fraunhofer pattern in perpendicular magnetic field.

a-d Electrons crossing the N part of the junction acquire a phase which
leads to a local variation in Josephson current. With increasing field,
the sinusoidal distribution becomes narrower, given its periodicity in
Φ = B ·A in units of Φ0. The sum over the current distribution yields
the net current shown in e. The purple line shows the expected field-
dependent switching current, white and blue areas are superconducting
and dissipative ranges, respectively. Images inspired from [66].

Deviations from the prototypical Fraunhofer pattern shown in Figure 2.8e

can provide insights into a non-uniform current distribution along the junction

width. Irregular patterns, such as missing side-lobes have been shown to arise from

non-homogeneous current distributions [34], or computed based on inhomoge-

neous magnetic field profiles [67]. Edge-channel-dominated transport is expected

to enhance the side-lobes towards a SQUID-like pattern [68, 69]. The opposite

case, a Fraunhofer pattern with smaller or no side-lobes at all, can emerge from

specially taylored junctions with Gaussian [70] or quartic shapes [71], or in the

case of very narrow but diffusive junctions [72–74], or applying the magnetic field
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in-plane to a thin junction [75]. A key signature of these patterns is a slowly de-

caying supercurrent at higher fields, as in a Gaussian curve. This field dependence,

although with faint but remaining side-lobes has been observed in Nb Josephson

junctions on (Bi1−xSbx)2Te3 nanoribbons [23] and on InAs nanowires [76].

In the 1D-limit, e.g. in the case of proximitized quantum confined surface

states of TI nanowires, a monotonous decay of the critical current in magnetic

field is expected instead of a Fraunhofer [77], as it has been observed in etched

TI nanowire Nb Josephson junctions by Rössler et al. [17].

2.4.3 The S-N-S junction

The nanowire Josephson junctions in this work are analyzed within the S-N-S

(or S-I-N-I-S) picture drawn by Blonder, Tinkham and Klapwijk (BTK), see Sec-

tion 2.4.6, which takes into account arbitrary barriers at the S-N interfaces [78].

To be more precise, the full picture could be sketched as a S-I-S’-I’-N-I’-S’-I-S

constriction [23, 79], as illustrated in Figure 2.9. While the S elements are the

superconductor leads to the nanowire, including the junction electrodes, the S’

notation describes the TI parts which are directly under the superconductor leads

and are fully proximitized. Then, N denotes the nanowire part linking both S’

segments. The insulating layer I between S and S’ is then the interface between

nanowire and superconductor, which is largely affected by the precise details of

nanofabrication and metallization.

The barrier I’ in between S and S’ however is a more subtle concept. The

tunnel coupling between the superconductor and the TI nanowire (thus the S-I-S’

parts) and the fermi level mismatch induce changes in the proximitized TI segment,

e.g. shifting and splitting the surface subbands, enhancing n type doping [18, 44].

Hence, the S’ and N parts have different properties, justifying taking another

barrier into consideration, I’, in between S’ and N. This can limit the success

in making the ’perfectly transparent’ TI Josephson junction device, and what is

characterized when determining the OTBK-transparency, see Section 2.4.6.
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Figure 2.9: Sketch of the S-I-S’-I’-N-I’-S’-I-S junction picture. The
nanowire segments below the superconducting leads (S) are proximi-
tized and denoted as (S’) and connected by the normally conducting
nanowire link (N). I and I’ denote the interfaces or barriers between
these segments. a Top view based on an SEM picture. b Side view as
sketch.

Figure 2.10: Schematics of Andreev reflection and Andreev

bound states. a At an N-S interface, an incoming electron from N
cannot simply enter S, but it can be Andreev reflected as a hole with
opposite momentum and energy, generating an outbound Cooper pair
in S. b The constriction of a short S-N-S junction gives rise to Andreev
bound states. Cooper pairs can be passed through by performing two
mutually reversed Andreev reflections at both interfaces.

2.4.4 Andreev bound states

Inside as shortly stacked S-N-S structure, the confined Andreev reflection pro-

cesses on both interfaces may lead to the formation of Andreev bound states.

This excitation spectrum in the N part for energies within the superconducting

gap is the key conductance mechanism for the Josephson current. This steady

paddling mechanism can now transfer Cooper pairs from one S to the other S side.

An incoming Cooper pair from the left superconductor is transmitted as an elec-
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tron and an Andreev-reflected counterpropagating hole, and by the same reversed

process on the right interface, a Cooper pair leaves into the right superconductor,

as illustrated in Figure 2.10b.

2.4.5 Multiple Andreev reflections

Figure 2.11: Schematic of multiple Andreev reflections in an SNS

junction. If a finite voltage is applied to an SNS junction, electrons
and Andreev-reflected holes gain energy upon crossing the N part. For
eVn = 2∆/n, n = 1, 2, 3, ..., meaning that the applied voltage is an
integer fraction of the pairing energy, conductive resonances appear,
because the energy gap can be overcome by performing a sequence of
such Andreev reflections.

In the finite voltage state, successive Andreev reflections at both interfaces

can also play a role in charge transfer across the junction, if the voltage difference

amounts to an integer fraction of twice the superconducting energy gap. Through

these multiple back-and-forth reflections, which mirror the quasiparticle’s energy

each time at the respective superconductor’s Fermi energy, a path between the

accumulated densities of states outside the pairing gap of the two superconductors

emerges, see Figure 2.11. At high enough interface transparencies, these paths

can significantly contribute to charge transfer and show as features in the I-V

curve, located at voltages eVn = 2∆/n, n = 1, 2, 3, ... [79–82].
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2.4.6 Interface transparency

When quantifying how well nanowires are proximitized in a Josephson junction

device, there are two key parameters that can be extracted and calculated from

I-V curves. On the one hand, the magnitude of the induced gap ∆induced, and on

the other hand, the OTBK-transparency T .

In 1982, Blonder, Tinkham and Klapwijk (BTK) [83] numerically calculated

I-V curves for N-S interfaces with arbitrary barrier heights, and develop a relation-

ship between the fraction eIexcRN
∆induced

and the barrier height Z, with the excess current

Iexc, and the normal state resitance RN. A year later, Octavio, Tinkham, Blonder

and Klapwijk (OTBK) [84] refine the model and extend it to S-N-S junctions, to

which Flensberg and Hansen make corrections in 1988 [80], bringing theory to

very good agreement with experimental data. In 2009, Niebler et al [85] derive

the analytic relation

eIexcRN
∆induced

=
2(1 + 2Z2) tanh−1(2Z

√
A/B)

Z
√
AB

−
4

3
. (2.9)

with A = (1 + Z2) and B = (1 + 6Z2 + 4Z4). From the barrier height, the

transparency computes as

T =
1

1 + Z2
. (2.10)

For the calculation of the OTBK transparency, the following parameters

need to be extracted from an I-V curve. The normal resistance RN manifests

itself as the slope of the I-V curve at high voltages in its linear regime. In this

work, Iexc is determined by fitting a straight line to the linear regime of the I-V

curve, extrapolating it to V = 0 and taking the current axis intercept. Finally, the

voltage, at which the first order multiple Andreev reflection is observed, naturally

corresponds to twice the induced superconducting gap eVMAR,n=1 = 2∆induced.

Above this voltage, the I-V curve generally turns linear, which is an alternative

means of estimating this energy scale, if multiple Andreev reflections are not well

pronounced.

Alongside the transparency, another quantity can be defined,

∆relative = ∆induced/∆superconductor, (2.11)
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with the superconducting energy gap ∆superconductor of the superconductor leads.

This ratio provides a relative measure of how large a superconducting gap is

induced in the TI directly below the superconducting leads. The OTBK trans-

parency then characterizes the S’-N-S’ junction formed between these directly

proximitized TI parts (S’) and the connecting TI segment in betwen (N), in our

case an uncovered part of nanowire linking the junction leads.

2.5 Characterizations of proximity-induced super-

conductivity: Tunneling junctions

Contacting a sample, e.g. a superconductor, through a thin insulating barrier,

makes it possible to investigate the local density of states through tunneling spec-

troscopy. Based on the BCS theory of superconductivity, the following section

briefly explains how the density of states can be deduced from the tunneling cur-

rent to a nanowire.

2.5.1 Principle of tunneling junction experiments

When a conductor is terminated by an insulating barrier, the electronic wave func-

tion does not stop abruptly but decays exponentially into the barrier. This gives

rise to a finite probability for the electrons to tunnel through it. As a consequence,

if two conductors are separated by a barrier, a tunneling current I can be mea-

sured, if the conductors are biased by a voltage V . A general expression for the net

current between a normal conductor (N) and a superconductor (S), as depicted

in Figure 2.12, can be written as

I = C

∫ +∞

−∞
NN(E)NS(E + eV )[f (E)− f (E + eV )]dE, (2.12)

with NN, NS the respective density of states, f (E) the Fermi-Dirac distribution

and proportionality factors and tunneling matrix element that are assumed as

constant incorporated in the factor C.

A typical purpose of a tunneling spectroscopy measurement is to investi-

gate the density of states in a sample, which can be inferred directly through a
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Figure 2.12: Electron tunneling between a normal metal (N) and

a superconductor (S). The tunneling current through the barrier de-
pends on the densities of states and temperature-dependent occupa-
tion numbers on both sides, looking almost step-like in N. By applying
a bias voltage V , the Fermi level of N, the energy with the highest
contribution to the tunneling current from the N side, is shifted past
the band structure of S by eV , resulting in a bias-voltage dependent
tunneling current that represents the density of states in S. Inspired
by [86].

measurement of the differential conductance dI/dV . Calculating the derivative

of Equation 2.12 and assuming the density of states in the normal metal to be

constant leads in the low-temperature limit to

dI/dV ∝ NN(EF)NS(eV ) ∝ NS(eV ). (2.13)

The differential conductance can be measured directly with an oscillating

voltage signal from a lock-in amplifier, which is biased with a DC voltage source.
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Experimental Methods

In this chapter, the experimental practices and the laboratory equipment employed

for the characterization of nanowires are presented. This comprises the character-

ization of nanowire growth by scanning and transmission electron microscopy as

well as energy-dispersive x-ray spectroscopy, the nanofabrication of lithographic

devices and the low-temperature equipment to perform electronic transport mea-

surements at low and ultra-low temperatures.

3.1 Characterization of grown nanowires

Before qualifying for the lengthy processes of device fabrication, contacting and

cryogenic electronic transport measurements, the VLS-grown nanowires must be

characterized. The characterizations that can be done with reasonable effort after

each growth are Scanning Electron Microscopy (SEM) and Energy-Dispersive X-

ray spectroscopy (EDX). With SEM, from overviews down to close-up images

of individual nanowires can be taken directly off the growth substrates. These
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grayscale images are sensitive to material density or surface morphology. EDX

systems are frequent additions to SEM columns, such that the object imaged by

SEM can also be analyzed in terms of material composition with EDX. When

it comes to crystal structures, Transmission Electron Microscopy is an imaging

method of interest. Crystal structures can be visualized, with the drawback that

samples must be transferred on thin carrier grids. Since taking such pictures is

more complicated, especially high resolution images of crystal structures, this was

done only for selected samples. In the following sections, these technologies are

briefly explained.

3.1.1 Scanning Electron Microscopy (SEM)

A scanning electron microscope scans samples with a focused beam of acceler-

ated electrons. Through a precisely timed detection of either backscattered or

secondary electrons, the resulting information is arranged according to the scan-

ning sequence pixel by pixel into images.

A typical SEM column consists of an electron source, several electrostatic

and magnetic elements including acceleration, focusing and deflection of the elec-

tron beam, a movable sample stage and detectors, which are all operated by a

computer. After generating a beam of accelerated electrons with an energy be-

tween a few and hundreds of keV (in our case 5− 30 keV), and focussing on the

sample surface, it is deflected by the x-y -deflection stage. In this way, a precise

spot of incident electrons scans the sample surface rapidly, line by line of a rect-

angle, which is the imaged area chosen by the user. The beam interacts with the

sample and generates a series of outgoing radiation, including backscattered elec-

trons, secondary electrons and X-ray radiation. The latter will be used for EDX,

see below. Both former can be used for SEM image generation, with the help

of the respective detectors. Time-resolved detection of the radiation enables the

computer program to arrange the data in the same geometry as it was scanned,

line by line of a rectangle, resulting in an image of the chosen area of the sample

surface.

Backscattered electrons contain information about the weight of atoms they
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were scattered elastically from. Heavier elements backscatter more efficiently and

thus appear brighter in the resulting images. Secondary electrons originate from

inelastic scattering with the sample close to its surface, and provide topographic

information. If available, the detection of both can be combined in order to gen-

erate more informative images.

3.1.2 Energy-Dispersive X-ray spectroscopy (EDX)

Energy-dispersive X-ray spectroscopy uses characteristic X-radiation in order to

gain information about the elements contained in a sample. If combined with an

SEM system, the user can select any object or region within the imaged sample to

be analyzed in terms of elementary composition. It will then be irradiated by the

accelerated electron beam, and the characteristic X-radiation is detected, which

originates from the following process. Some of the inelastically scattered incident

electrons eject an electron from an inner shell of the target atom. The initial

condition will be restored by taking an electron from the surroundings and a variety

of possible de-excitations. Electrons from higher shells will fall into lower shells,

emitting photons of the respective energy difference. Since the orbital energies are

different for every element, the resulting radiation is characteristic. The recorded

EDX spectra contain signals of many atoms and are analyzed with the help of a

statistical model. By reconstructing the recorded spectrum with combinations of

the characteristic X-ray spectra of all possible elements, a weighted distribution

of constituent elements is calculated.

When analyzing thin objects such as nanowires, the choice of acceleration

voltage is influenced by the following trade-off. Higher energy electrons penetrate

the sample more deeply and thus provide more information about volumes deep

within the sample substrate, while the nanowires on the surface only make up a

fraction of the measured spectrum. A lower energy electron beam however may

produce less characteristic X-rays, depending on the contained elements. Only

excitations with energies less than the incident electron beam energy are possible.

In this work, EDX spectra were mainly recorded with a beam energy of 20 kV,

such that the L-lines of Bi, Sb, Se and Te are all still resolved. Since the Si/SiO2
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substrates contain none of these elements, the nanowire composition is calculated

from their relative weight in the spectra, excluding the substrate contributions.

3.1.3 Transmission Electron Microscopy (TEM)

The structure of a transmission electron microscope is similar to that of a scan-

ning electron microscope. The main difference is that the sample must be thin,

the electrons pass through it, and the image is captured at once (no scanning)

on the other side of the sample, hence transmission. With acceleration voltages

of several hundreds kV, crystalline samples that are cut precisely into thin layers

along its crystal structure and orientated such that the beam axis matches geo-

metrically, images can be taken with resolutions down to the atomic scale. The

TEM images of the (Bi1−xSbx)2Te3 nanowires were taken by Dr. Stefan Roitsch

in the Department of Chemistry, the images of the Bi2(TexSe1−x)3 nanowires by

Dr. Thomas Fischer in the Institute of Inorganic Chemistry of the University of

Cologne. The available acceleration voltages range up to 300 kV.
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3.2 Device fabrication

Electronic transport measurements on crystals on the micro- and nanoscale in

general requires the nanofabrication of lithographic devices, which was done by

electron-beam lithography (EBL). In the case of nanowires, the devices are espe-

cially challenging to fabricate. Being some of the smallest crystals to be measured,

nanowires are mechanically fragile, prone to endure damage during fabrication and

very easy to be destroyed by electrostatic discharge. Nanowires out of the Bi, Sb,

Te and Se family are especially brittle, such that surface treatment, removal of

oxide, the transfer from growth substrate to device wafer and also the lift-off step

in device fabrication are challenging and fragile tasks. Several key factors in the

fabrication chain were developed and optimized, which substantially increased the

success rate and shortened the fabrication cycle.

• The transfer of nanowires was done dry and manually by directly joining the

surfaces of the growth and device substrates together, without the use of

any chemical (Section 3.2.3).

• For the localization of transferred nanowires with respect to the on-chip

coordinate system, a Python program was developed, significantly speeding

up the process and allowing a higher number of devices to be made within

reasonable timeframes (Section 3.2.4).

• For device layout design, a Python program was developed, again signif-

icantly shortening design time. More importantly, by making the creation

and finalization of complex device layouts feasible, higher lift-off success

rates could be achieved with more elaborate and streamline shaped device

layouts, instead of the commonly used simplistic square-and-rectangle style

(Section 3.2.5).

3.2.1 Fabrication outline

The fabrication of superconducting contacts and the fabrication of normal-state

ohmic contacts to the nanowires both follow the same basic outline, which is
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illustrated in Figure 3.2, left column. Main differences are in the choice of surface

preparation and metallization. Tunneling electrodes are fabricated through the

steps illustrated in Figure 3.2, right column. Each step is described in more detail

in the following sections.

Figure 3.1: Nanowire Josephson junction device. a Optical mi-
croscope image of the outer device layout showing the Nb leads and
contact pads and b at higher magnification of the inner part of the
leads and the Josephson junction at the center. c SEM image of the
nanowire and the Nb leads on top. The colored lines show how the
current is injected and the voltage drop is measured with lock-in tech-
nology.

3.2.2 Device substrates / marked wafers preparation

Devices are fabricated on Si/SiO2 substrates, with a 280 nm thick SiO2 surface

layer on top of B-doped conducting Si wafer. Beforehand, with the help of a

lithographic photomask exposure, the substrates are structured with a coordinate

system into the photoresist AZ 1505 using the developer AZ 326. Metallization

consists of either Pt+Au (5 nm+40 nm) for the ohmic devices or Nb (20 nm) for

the superconducting devices.

Prior to nanowire transfer, the marked wafers are cleaned and prepared as

follows. The protective resist layer is washed off using either warm acetone and/or
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Figure 3.2: Device fabrication: nanowire Josephson junction (left) with

tunneling electrodes (right). Resist process omitted for clarity. a transferred
nanowire, b descumming (O2 or Ar dry-etching) and native-oxide removal (hy-
drochloric acid), c superconductor metallization. d SEM image. For tunneling
contacts: e Native-oxide removal, f Al2O3 atomic layer deposition, g metalliza-
tion of tunneling electrodes. h SEM image of finished (Bi1−xSbx)2Te3 Nb-junction
(dark leads) with tunneling electrodes (bright leads).

ultrasonication. The acetone is washed off by ultrasonication in isopropyl alcohol.

Finally, the substrates are UV-ozone cleaned for 2 min to improve adhesion of the

EBL resist after nanowire transfer. This step is performed directly before, and the

EBL resist is spun directly after nanowire transfer.

Alternative substrates. Several device batches were fabricated on two different

types of substrates, 50 nm SiO2 on doped Si, and 280 nm SiO2 on insulating Si. In

the former case, the objective was to decrease the distance of the bottom-gate to

the nanowire inside the Josephson junction, but this strategy was abandoned be-

cause the integrity of the thin dielectric was mechanically too unreliable, frequently

compromising the bottom-gate. In the latter case, the fabrication was successful,

and due to the insulating carrier wafer, wirebonding could be done without special
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precaution. However, the experiments finally required changing the chemical po-

tential in the nanowires, which is done preferably through a bottom-gate because

of the superconducting leads shielding the top side of the nanowire. Therefore,

fabrication returned to the 280 nm SiO2 on doped Si wafers.

3.2.3 Nanowire transfer on marked wafers

The VLS-growth substrates are extracted from the tube furnaces and either stored

in vacuum or directly used for nanowire transfer, and subsequently stored in vac-

uum. Transferring nanowires onto the marked wafers is performed in a dry manner

without involving any chemicals. After the target substrate is cleaned, the growth

substrate is carefully placed upside-down on top of it, such that their surfaces

touch. Then, depending on the number of already performed transfers from that

growth substrate and the desired transfer yield, pressure can be exerted with a

tweezer, pressing the two substrates onto each other. This step requires subtle

precision because lateral force must be prevented as much as possible. Grinding

the nanowires and scratching the surfaces must be omitted in order to keep the

transferred samples as well as the SiO2 dielectric intact.

This motorically challenging but minimally invasive transfer method has two

principle advantages. Firstly, the nanowires are neither exposed to any additional

chemical nor are they flushed through the tip of a syringe. Secondly, nanowires

can be chosen deliberately from specific locations on the growth substrate and

transferred to specific location on the marked wafer.

After successful transfer, the EBL resist is spun on immediately in order

to prevent further oxidization. Optical images for selection and localization of

nanowires can be done through the EBL resist without complications.

3.2.4 Microscope Image Aligner (Python)

This section briefly introduces the Python program Microscope Image Aligner

(MIA) that was developed during this work.

For the lithographic pattern design, the nanowires to be used for devices

must be precisely located with respect to the on-chip coordinate system and
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Figure 3.3: Microscope Image Aligner (MIA). a Large marker (1 mm grid, green
circle) and coordinate recognition (red) succeeds even with exaggeratedly high
sample concentration on the substrate. b Highest magnification image showing
the nanowires to be selected by the user, and the identified small markers which
are precisely aligned to the 100 µm grid, guaranteeing pixel-precise localization of
the nanowires in the design files. c Intermediate and high magnification images
(20x, 100x) aligned to the low magnification (5x) image that was aligned with
the help of its coordinates in the previous step. Visible matching of the imaged
coordinate markers and the markers from the design file (magenta). d To com-
pensate for error accumulation, each image that was optically aligned to its lower
magnification parent is additionally fine-aligned to the 100 µm grid with the help
of a random selection of up to 6 (to minimize processing time, yellow circles) of
the identified small markers.

integrated in a circuit design software layout file. These repetitive steps were

automated through MIA, resulting in a significant speedup of design work. The

most important decision at this stage, the choice of which nanowire exactly to

select for the individual devices, however, remains in the power of the user.

As imaging method, only optical microscopy is used and the SEM is omitted

at this stage in order to minimize radiation damage [87]. Dark-field images have

shown to be most useful when working with nanowires. Not only are the nanowires
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visible even at the lower magnifications, but also an impression of their shape,

cleanliness and condition can be gained by this edge-sensitive imaging method.

To this purpose, dark-field images are taken from low (5x) to high (x100) mag-

nification for each device candidate nanowire.

From here, MIA takes over until the finished alignment of all images in a

.lys session file for the widely used and free layout editor KLayout, as well as an

initial GDSii-TXT layout file containing the tentative device locations, the precise

on-chip coordinate system and editable device design templates. First, the low-

magnitude images are aligned with the aid of the large markers (1 mm grid) and

x, y coordinates. Subsequently, for each device, higher magnification images are

successively matched as picture-in-picture to their parent image. At each stage, a

random selection of up to 6 (to maintain fast processing times) of the numerous

small markers (100 µm grid) are used for a fine-alignment to their precise grid,

such that positioning error accumulation is excluded, and the highest magnification

images are fine-aligned to pixel precision. Total processing time per image is less

than 1 s.

3.2.5 GDSii-TXT Manipulator (Python)

This section explains the basics of the Python program GDSii-TXT Manipulator

(GTM) that was developed during this work.

In a nutshell, GTM is capable of multiplying device design templates onto

the virtual locations of the nanowires or flakes selected by the user, respecting

their individual location, rotation and size or scale, while adding a number of

convenient additional features. These include device numbering, an orientation

marker, contact lead numbering, inner marks for writefield alignment and a ready-

to-load working area file compatible with Raith Nanosuite.

An important advantage of this way of working is that the user can manually

design the desired device pattern just like in a graphics program (e.g. using the

free software KLayout). As opposed to common programming-based lithographic

pattern design practices, where the patterns are designed via parametrized paths

and shapes in a programming language, such a level of abstraction is not needed,
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Figure 3.4: GDSii-TXT Manipulator (GTM) working principle. a A device tem-
plate is designed (or reused and modified) on a designated template nanowire. b
After manual selection and marking of the nanowires to be used for devices, GTM
multiplies, scales, rotates and fits the design on each nanowire, according to its
size, orientation and location. c Successfully adapted device design on top of the
original optical microscope image of a nanowire (blurred bright green).

potentially resulting in a much workflow with less human errors. Adjustments

can be made directly in the design file with visual feedback until the pattern is

completely suitable. Time needed to fit a device layout on all selected nanowires

on an entire chip is approximately 1 s.

3.2.6 Resist, exposure and development

The device layouts were patterned into the following EBL resists using the speci-

fied developers. For stability of the process, the developers were mixed beforehand

and stored in a 21.5℃ controlled room temperature cabinet.

ZEP520A developed in O-Xylene is a high precision resist process and is

comparably easy to use, because of the step-like sensitivity curve. In some cases

however, adhesion to the SiO2 substrate surface was problematic.

The best results were achieved with PMMA A4 developed in a mixture

of H2O and isopropyl alcohol at a 3:7 ratio. This process is more delicate to

handle because it is very sensitive to development time and temperature, but
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therefore permits the highest variation in undercut design and liberty in higher-

dose-smaller-design practices. By increasing the dose and compensating for the

widened exposure by shrinking the device layout shapes, additional degrees of

freedom for dose testing are obtained. By this method, the pronounced fencing

of Nb can be reduced and narrow gaps between Josephson junctions electrodes

can be fabricated.

Larger structures such as 4-probe ohmic devices were fabricated using PMMA

A6 developed in MIBK-isopropyl-alcohol mixture at a 1:3 ratio.

Spin coating was performed at 3000–4000 rpm for 60 s, followed by a 3–

10 min softbake at 100–120 ℃.

Electron-beam exposure was done in a Raith Pioneer Two at acceleration

voltages 10 kV or 20 kV.

3.2.7 Interface preparation, metallization and lift-off

After development of the EBL resist, a common descumming step is performed in

an Oxford PlasmaPro to remove any residuals from the preceding processes. For

(Bi1−xSbx)2Te3 nanowires, 5 s of 20 W dry etching with 50 sccm O2 at 100 mTorr

are done, for Bi2(TexSe1−x)3 nanowires: 1 min of 10 W dry etching with 50 sccm

Ar at 50 mTorr.

(Bi1−xSbx)2Te3 nanowires grown by the VLS method form a native oxide

layer of approximately 5 nm thickness (see Figure 1c in Chapter 5). In order to

obtain high interface transparencies, this native oxide must be removed, which is

done through wet etching for 20 s in 10x diluted 3.2% HCl solution and stopped

with H2O, in the last possible moment before loading into the deposition cham-

ber. For Bi2(TexSe1−x)3 nanowires this step was not applied, because the contact

resistance between the leads and the nanowire were satisfactorily low, of the same

order as for the HCl-treated (Bi1−xSbx)2Te3 nanowires. A likely reason is the sig-

nificantly faster oxidization rate of Sb2Te3 (see Sections 4.2 and 4.3), which is

absent in Bi2(TexSe1−x)3 .

For ohmic contacts, 5 nm Pt and 45 nm Au are deposited in a Mantis sput-

tering machine. For Nb Josephson junction fabrication, 35 nm of Nb are deposited.
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Due to observed detrimental effects on the interface transparency, the built-in Ar

cleaner is omitted citeRoesslerThesis. Instead, after loading the device into the

deposition chamber, it is pumped for approximately 12 h before initiating the de-

position.

For TiVTiAl Josephson junctions, the device is loaded into the deposition

chamber of a Plassys electron-beam evaporator after HCl treatment. The surface

is treated with a 20 s Ar etch process at 80 V prior to the deposition of 5 nm Ti,

30 nm V, 5 nm Ti and 5 nm Al.

Lift-off is done in N-Methyl-2-pyrrolidon (NMP) at 60 ℃ or acetone at room

temperature over 10 − 60min. The device is held in a sample holder above a

magnetic stirrer rotating at 500 rpm. If necessary, the liquid is agitated locally

with a pipette to rip off dangling metal pieces. Then, the remaining excess metal

is removed with ultrasonication at the lowest power available for several seconds,

under careful observation, using an additional glass of water for attenuation in

between. Ultrasonication can break the nanowires where they are not covered

by metal, but it is needed to reduce the metal fencing, especially in the narrow

junction gap. Finally, the chemicals are washed off with isopropyl alcohol and the

device is blow dried with N2.

Contact resistances measured in a probe station could be as low as 0.5−2 kΩ

for devices with bulk-insulating nanowires with sample resistances in the range of

3− 50 kΩ.

3.2.8 Fabrication and adjustment of the tunnel barrier

The tunneling contacts to the nanowires were fabricated as follows, illustrated in

Figure 3.2. The native oxide of the nanowires is removed with the same HCl wet

etching step as described above. Note that for the Josephson junction fabrication,

only the nanowire surface below the junction contacts are cleaned, because this

step is done after exposure of the pattern and before metallization. Now, the

entire body of the nanowire including the junctions are submerged in diluted HCl.

Then, the device is quickly loaded into an atomic layer deposition chamber (ALD)

and 7 cycles of Al2O3 are deposited.
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Next, the tunneling electrodes are defined by EBL with the same resist pro-

cess with PMMA A4 as for the other contacts, except that no cleaning procedure

is applied after development. In the Mantis sputtering machine, 5 nm Pt and

30 nm Au are deposited at a higher pressure of 10 mTorr to protect the tunneling

barrier. In this step, the Au layer is thinner than for the ohmic contacts, such

that the lift-off is less complicated without potentially ripping of the tunneling

electrodes together with the excess metal.

Another route to fabricate tunneling electrodes was attempted that did not

yield contact resistances in the desired range but rather open contacts. Here, the

native oxide is kept and the HCl cleaning step is omitted, as well as the ALD

deposition. Apparently, contacting the (Bi1−xSbx)2Te3 nanowires directly through

the native oxide with Pt/Au electrodes yields contact resistances in the range of

MΩ and above.
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3.3 Cryogenic transport measurements

Devices featuring Josephson junctions and tunneling contacts were measured in

dry dilution refrigerators. Characterization of the grown nanowires through devices

featuring ohmic contacts was performed in three kinds of wet refrigerators.

3.3.1 Cryostats

Fine-tuning of the nanowire growth: dipstick. After obtaining promising nanowire

growth results assessed by SEM and EDX, the next step was to fine-tune the

growth parameters in order to achieve the most compensated i.e. insulating

nanowires. In a feedback cycle of growth, device fabrication and low-temperature

electronic transport measurements, the relative composition x of (Bi1−xSbx)2Te3 and

Bi2(TexSe1−x)3 was adjusted. These measurements were carried out with the help

of two primitive kinds of dipsticks inside a He dewar. Featuring no magnetic coils,

the measurement parameters are limited to recording cooldown curves down to

and electrostatic gating at liquid He temperature. Due to the mechanical details,

effective base temperatures range between 4.3K and 6.0K. The cooling principle

consists of storing liquid He at ambient pressure, with an open outlet to a recov-

ery line. The liquid He stays below its boiling point of 4.2 K through evaporation

and thus cools the dipstick when it is slowly inserted and lowered into the vessel.

Custom sample carriers were made to fit the bonded device substrates.

Cryomag: VTI in liquid 4He. Measurements in the temperature range of 1.7 K

to 300 K and featuring magnetic field in one spatial direction were carried out in

the Cryomag setup. A variable temperature insert (VTI) equipped with a super-

conducting solenoid and a switch-heater. By pumping evaporating He through a

needle valve, the temperature can be lowered below its boiling temperature. The

magnetic maximum field strengh amounts to 14 T.

Heliox: sorption pumped 3He refrigerator. Measurements at temperatures

down to 250 mK and also featuring a magnetic field in one spatial direction were

carried out with the help of a Heliox insert by Oxford Instruments [88] inside a

liquid He dewar. The Heliox probe is a sorption pumped 3He refrigerator. This
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system consists of two main cooling stages, the 1 K-pot as a pre-cooler and the
3He-pot.

The 1 K-pot serves as a pre-cooler and continuous heat sink, mainly for

the 3He-pot and the sorption pump. It operates by evaporative cooling of 4He,

which it draws through its pickup tube from the main He bath and thus can

operate continuously in principle, holding an approximately constant temperature

of 1.5 K. Lower temperatures are achieved by the 3He-pot, which, however, must

be operated in cycles. Given its critical point of 3.3 K, the 3He inside the closed

volume of 3He-pot and sorption pump is condensed by the cooling power of the

1 K-pot and descends into the 3He-pot. From there, it cools down the sample

holder through evaporative cooling which is solely mounted to its bottom, ideally

down to 250 mK for up to 12 h. The vacuum pumping needed to pull the 3He vapor

from its liquid bath is effectuated by the sorption pump. This porous sieve material,

e.g. activated carbon, being cooled by the 1 K-pot adsorbs the evaporated 3He,

acting as a vacuum pump with a cold and shortest possible pump line. After the

entire 3He is evaporated and adsorbed, its cooling cycle has ended. In order to

restore the initial state, the sorption pump must be heated to about 30 K for

several minutes, such that all adsorbed 3He evaporates, descends and liquefies

into the 3He-pot again.

The dewar receiving the Heliox insert is equipped with a 16 T superconduct-

ing magnet submerged in the liquid He.

Triton: Dry 3He/4He dilution refrigerator. Measurements down to a tempera-

ture of 18 mK were performed in Triton dilution refrigerators [89]. Apart from the

lower temperature and better noise conditions, a significant advantage of these

setups is the installed vector magnet. Its field ranges amount to 1 T, 1 T and 6 T

along x , y and z axis. In general, devices were aligned with their nanowire parallel

along the strong field axis. In this way, not only the subband physics, requiring

strong fields due to the narrow nanowire cross sections, could be accessed. In

the same cooldown, the Josephson junctions could be characterized as well, with

perpendicular magnetic fields of much lower required magnitudes.

The cooling mechanism of 3He/4He dilution refrigerators relies on the finite
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solubility of 3He in liquid 4He at very low temperatures. Exploiting the cooling

resulting from dilution of 3He by 4He in this temperature range was first proposed

in 1962 by London, Clarke and Mendoza [90]. Below 870 mK, 3He/4He-mixtures

undergo a spontaneous phase separation [91]. Due to the fact that inside a liquid

mixture of both isotopes, 3He behaves like a Fermi gas, its Fermi energy rises with

the particle number due to the Pauli principle. Thus, a temperature dependent

upper boundary for energetically favorable relative concentrations exists. Even

at zero temperature, an arbitrarily concentrated mixture of at least 6.5 % 3He

separates into a pure 3He phase and a mixture of 6.5 % 3He in 4He [92], and

therefore, there is no theoretical lower temperature limit of this technique. When
3He is pulled from the mixed phase, it will be substituted from the pure phase, and

this expansion of new 3He into the dilute mixture is thermodynamically equivalent

to evaporative cooling used in simple 4He refrigerators.

The phase separation of 3He and 4He takes place in the so-called mixing

chamber, which is in direct thermal contact with the sample in order to cool it

down to the lowest possible temperatures. The key to the continuous operation

lies in the steady extraction of 3He from the mixed phase. The mixed phase being

denser than the pure 3He phase and thus settling below it, a tube reaches down

from the top, providing a path in a drinking straw like manner to the so-called

still above.

3.3.2 Measurement control and data acquisition

Most data acquisition in the low-temperature measurements was done using stan-

dard lock-in amplifiers, e.g. NF Instruments LI5645, LI6540, Stanford Research

Systems SR830, EG&G Instruments 7260. Bias currents, voltages and gate volt-

ages were applied using DC sources, e.g. Keithley 2400, 2450. The equipment

was controlled via GPIB or LAN, using the QCoDeS package for Python or cus-

tom LabView programs. Most of the non-superconducting measurements were

operated through the all-in-one measurement device Nanonis Tramea.

Additionally, during this work, extensions to the Qcodes package were writ-

ten in Python, which substantially facilitate setting up both simple and elaborate

— 45 —



CHAPTER 3. EXPERIMENTAL METHODS

measurements, reduce error rates and thus shorten machine time.

The connection to the devices, between the top plate of the cryostats and

measurement equipment is made by a doubly shielded 24-pin cable with Fischer

connectors, which is split up through a breakout box into 24 BNC connectors,

which are individually connected with commercial BNC cables through further

circuits in separate metal boxes to the lock-in amplifiers.

Lock-in measurements. Lock-in amplifiers supply and measure oscillating sig-

nals at a steady frequency and are especially useful when it comes to measure-

ments with very low signal-to-noise ratios. Stemming from first experiments in

the 1930’s [93], they are among the most widely used measurement equipment

in low-frequency physics experiments nowadays. Key concept is feeding a pre-

cisely oscillating signal to the measurement, and analyzing the returning signal in

the most narrow frequency window possible around the same frequency (in some

cases with respect to its harmonics), measuring amplitude and phase or in-phase

and out-of-phase components. Since this homodyne detection involves mixing the

measured signal with the carrier signal, it is basically an extremely sharp extraction

of the signal of interest from a potentially large amount of all kinds of noise.

The Tramea system. Nanonis Tramea is an all-in-one transport measurement

system. It is equipped with 8 inputs and 8 outputs that can measure or provide

voltages between −10V and 10V, with a dynamic range of 120 dB, resulting in

a resolution of roughly 20 µV. It is controlled by its own software which allows an

uncomplicated approach to multi parameter sweeps and measurements at short

timescales down to milliseconds. The resistance measurements for the normal

state characterization of nanowires was done with the lock-ins emulated by its

software, with a current-biased wiring of the devices.

Current-biased measurements. Resistance measurements in normal and su-

perconducting state as well as Josephson junction measurements were wired in

a current-biased setup. The output signal of the lock-in amplifier which oscil-

lates at a set frequency and voltage amplitude first passes through a large and a

small resistor, then through the sample and sinks into ground. The large resistor

(e.g. 10 MΩ) being orders of magnitude more resistive than the sample, causes
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a current to pass through the device that oscillates at an approximately constant

amplitude. The resistance of the sample creates a voltage drop across its contacts

which is the signal to be measured (and demodulated) by the lock-in amplifier in-

put. Similarly, the voltage drop on the small resistor (e.g. 1 kΩ) can be used to

monitor the current.

For differential measurements, such as the differential resistance of a Joseph-

son junction, a bias current is needed to offset the constantly oscillating current

signal. It is generated using a DC voltage source and passes a large resistor (e.g.

1 MΩ) for the same purpose of conversion to a current bias. Both signals are

mixed in parallel to the sample which causes the oscillating and the bias current

to add up. For obtaining I-V curves, this data is integrated over the current, and

the differential conductance data can be calculated via subsequent derivation with

respect to voltage.

Voltage-biased measurements. Tunneling spectroscopy measurements were

conducted in a voltage-biased configuration. The oscillator output of the lock-in

amplifier as well as the voltage bias from the DC source now pass voltage dividers

and are scaled down by a factor (e.g. x1/1000). Both voltage dividers share the

same grounded resistor and have their middle point connected to the sample.

Since the resulting currents to ground add up, the sum of the voltage drops over

the grounded resistor, hence the sum of the oscillator and the bias signal pass to

the sample.
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VLS-Growth of

(Bi1−xSbx)2Te3 and
Bi2(TexSe1−x)3 nanowires

The nanowires grown and measured in this work were grown by the Vapor-

Liquid-Solid (VLS) process out of the ternary TIs (Bi1−xSbx)2Te3 (BST) and

Bi2(TexSe1−x)3 (BTS). In the following sections, first, both materials are intro-

duced and elaborated on in terms of how they can be made bulk-insulating. Sec-

ondly, the VLS growth technique and equipment are described, and the detailed

working steps are shown. Lastly, characterizing transport measurements in the

normal state are shown.

4.1 Topological Insulators out of Bi, Sb, Te and Sb

From the building blocks Bi, Sb, Te and Se, a number of different TI materials

can be composed. The first one among these to be predicted in 2007 [46] was

Bi(1−x)Sbx , which was experimentally confirmed only a year later [94], becoming

the first known three-dimensional TI [95]. In 2009, first-principles calculations lead

to the prediction that the binary compounds Bi2Te3, Bi2Se3 and Sb2Te3 should
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also be TIs (whereas the remaining combination Sb2Se3 is not) [96]. Apart from

featuring a single Dirac cone at the Γ-point in the Brillouin zone, the non-trivial

gap of Bi2Se3 was estimated to be as large as 300 meV. In the same year, all three

compounds were confirmed to be TIs and their gapless surface states were shown

in ARPES measurements [43, 97–99].

Figure 4.1: Schematic of the tetradymite crystal structure. The covalently
bonded quintuple layers, made out of 5 hexagonal lattice planes, are stacked with
van der Waals bonds. The positions 1, 3 and 5 within a QL are occupied by Te
or Se, the positions 2 and 4 with Bi or Sb.

Bi2Te3, Bi2Se3 and Sb2Te3 (and Sb2Se3) crystallize in the tetradymite struc-

ture, which is a layered crystal structure out of hexagonal lattice planes (see

Figure 4.1) with the space group R3m. The planes consist of either of both ele-

ments in alternating sequence, and are stacked in quintuple layers with covalent

bonds, e.g. in the sequence Te-Bi-Te-Bi-Te, in the case of Bi2Te3. The quintuple

layers are then stacked again and held together by van der Waals interaction.

This is a convenient aspect for the crystal growth of these materials, because

the repeatedly occurring weaker van der Waals bonds make it possible to grow

single-crystalline structures in conditions where the crystal seed structure is not
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well-defined, such as in the case of the VLS growth on SiO2 substrate surfaces that

are decorated with Au nanoparticles and host potential residues of the Au buffer

solution (see Section 4.6 for details on substrate preparation and Section 4.4 for

an introduction to the VLS growth technique).

When it comes to the electrical properties, these binary compounds per se

are not ideal candidates for TI experiments, because of their natural tendency to

form crystal defects resulting in conductive samples. Bi2Te3 and Bi2Se3 predom-

inantly grow n-type and Sb2Te3 p-type [4, 100]. There are many approaches to

encounter this issue, such as annealing Bi2Te3 in Te atmosphere [27], Cd- [101],

Ca- [102] or Sb-doping Bi2Se3 [26, 49, 50] and the respective adsorption or het-

erostructures [103, 104]. Furthermore, very good charge compensation can be

achieved by growing BiSbTeSe2 or (Bi1−xSbx)2(TeySe1−y)3 from all four of the

binary building blocks [105]

This thesis focuses on the synthesis of two ternary compounds out of this

family of materials, (Bi1−xSbx)2Te3 and Bi2(TexSe1−x)3 . In the following sections,

their specific mechanisms of compensating and preventing charge carrier donation

are explained.

4.2 “BST” - (Bi1−xSbx)2Te3

(Bi1−xSbx)2Te3 is a crystalline mixture between Bi2Te3 and Sb2Te3. As it can be

seen in Figure 4.1, Te constitutes layers 1, 3 and 5 of each quintuple layer, while

Bi and Sb share layers 2 and 4. Bi2Te3 has a natural tendency to grow n-type and

Sb2Te3 p-type. From these two binary compounds, a ternary compound can be

grown, in which the Bi:Sb ratio can be adjusted such that the charge carriers are

compensated, and low charge carriers can be obtained [21, 23, 100, 106]. When

grown by the VLS method, bulk-insulating samples can be obtained by the same

principle. In this work, this was done by the fine-tuning the contribution of the

two binary source materials Bi2Te3 and Sb2Te3. However, it must be noted that

Sb2Te3 was reported to have a significantly faster oxidization rate than Bi2Te3

and Bi2Se3 [107, 108].
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4.3 “BTS” - Bi2(TexSe1−x)3

Bi2(TexSe1−x)3 nanowires can be grown very similarly by the VLS process [109],

but the mechanisms to make the material bulk-insulating are different. From

this TI material, resistivities higher than 1Ωcm have been reported in bulk sam-

ples [110]. Given the fact, that Bi2Te3 and Bi2Se3 both grow naturally n-type, a

charge compensation similar to the case of (Bi1−xSbx)2Te3 cannot be expected.

However, under favorable conditions, the following mechanisms may reduce the

occurence of crystal defects when the elements are combined close to the mixing

ratio Bi2Te2Se1, being one of the candidates raising expectations for being able

to be grown as a truly insulating TI [111]. The stacking sequence Te-Bi-Se-Bi-

Te within a quintuple layer makes the occurrence of the most typically occuring

defects, Se-vacancies in Bi2Se3 and Bi-Te antisite defects in Bi2Te3, less likely

to occur. Se has a higher electronegativity than Te, and being enclosed within

the two Bi layers helps to prevent Se vacancies, and at the same time counter-

acts the tendency to form Bi-Te antisite defects [4, 112]. In terms of oxidization,

Bi2Te3 and Bi2Se3 were reported to be rather unaffected from oxygen and water

exposure [113].

4.4 VLS: The vapor-liquid-solid growth process

Vapor-Liquid-Solid growth is a process based on nanoparticles used as catalysts to

the formation of thin nanowires out of evaporated source materials [114, 115]. In

1964, Wagner and Ellis [116] described this process, growing Si whiskers from Si

vapor using Au nanoparticles. Observing that the grown whiskers had a small glob-

ule at their tip, and had grown at temperatures at which the Au was not expected

to become liquid, they understood the catalytic mechanism of the nanoparticles.

The evaporated source material is absorbed by the Au nanoparticles, forming a

liquid alloy with a lower melting point and becoming a preferred site for the depo-

sition from the vapor. Under ongoing absorption of source material, the droplets

become oversaturated and the source material precipitates and solidifies, forming

a nanowire underneath the catalyst, which is then lifted up by the growing pillar
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underneath.

This growth technique is generally carried out in tube furnaces with one or

multiple thermal zones equipped with a vacuum pump and a mass flow-meter,

providing an adjustable flow of inert gas. Key ingredient is a thermal gradient,

enabling the source material to sublimate in the hotter zone and to alloy with the

catalysts on the substrates in the less hot zone. This entails that the gas flow

must be injected on the hotter side while the vacuum pump is connected on the

colder side. Source materials are placed at specific locations within the resulting

temperature gradient, at temperatures that do not exceed their respective melting

point. In general, the source materials are used in the form of ground powder,

providing them with a high surface to mass ratio.

Figure 4.2: Schematic of the Vapor-Liquid-Solid (VLS) nanowire growth pro-

cess. The source materials are placed in the hotter side of the furnace and subli-
mate (Vapor), which is transported by the Ar gas flow to the growth substrates
decorated with Au nanoparticles as catalysts. These are placed in the colder side
of the furnace, which is hot enough such that the Au-source-material-alloyed
nanoparticles melt (Liquid). With successive source material arriving and being
solved in the alloy, it precipitates to the interface and builds a nanowire pillar
underneath (Solid).

The sublimated source materials (= vapor) are transported by the inert gas
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flow towards the substrates located in the less hot side of the furnace tube.

When the source materials reach the Au nanoparticles, they start to alloy and

form a liquid droplet (= liquid) due to the lower melting point of the alloy of Au

and source materials. Ongoing exposure of the Au nanoparticles to the incoming

vapor causes the droplets to absorb more source material until the liquid alloy

reaches oversaturation. Subsequently, the excess source material accumulates at

the boundary to the substrate and solidifies (= solid). Given the right conditions,

this process continuously creates a pillar that grows into a nanowire, lifting up the

droplet which stays at the tip.

4.5 Growth setups

Two furnace setups were used for the VLS growth of the nanowires. A larger

furnace with a quartz glass tube of 50 mm diameter (Figure 4.4, and a smaller

furnace with a tube diameter of 30 mm (Figure 4.3. Both are equipped with two

thermal zones with individual heaters and thermocouples, that are individually

addressed through the control module. A growth program consists of a set of

tuples for both zones, each containing a time interval and a temperature setpoint.

In a nutshell, based on the specified time intervals, the temperature setpoints are

targeted and feedback is gained through the thermocouples. Between adjacent

setpoints, the transition is interpolated linearly, resulting in smooth temperature

changes with roughly constant rates. In a 2-zone build, one temperature can

be used for the sources, one for the substrates. Variations in temperature for

individual sources or substrates are achieved by placing these precisely along the

arising thermal gradient with the help of a ruler. For both furnaces, the 0 mm

mark of the ruler was placed at the center of the thermocouple of the left zone.

The inert Ar gas is introduced on the hotter (left) side and pumped out on

the colder (right) side. The flow of Ar is controlled through a mass flow meter at

a constant rate through the entire growth process. In the 50 mm furnace setup, an

additional PID-controlled butterfly valve (a system made in the institute) throttles

the pump line in order to maintain the pressure constant at the set value, gaining
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Figure 4.3: 30mm tube furnace setup. Sources are placed in the hotter (1)
and substrates in the colder (2) temperature zone. Ar, controlled by a mass
flow meter (3), flows from left to right through the 30mm quartz glass tube,
where it is vacuum pumped out of the system (5). During loading, the left flange
must be removed and the vent valve (6) is used to continuously flush the quartz
tube with N2, minimizing introduced air and humidity. Pressure gauge (7) and
heater controller (8). Below: Opened furnace tube view with source materials
and substrates placement with Al2O3 boats.

feedback through a pressure gauge.

In order to load or unload samples, the entire flange must be removed from

the Ar inlet side, causing a brief venting of the quartz glass tube. To minimize

the resulting contamination by air and the accumulation of humidity at the quartz

tube wall, an additional Ar (50 mm tube furnace) or N2 (30 mm tube furnace)
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vent valve is included on the pump side, such that the tube can be continuously

flushed while the tube is open. Note that evidently, the furnaces cannot be baked

again after loading sources and substrates.

Figure 4.4: 50mm tube furnace setup. Sources are placed in the hotter (1)
and substrates in the colder (2) temperature zone. Ar, controlled by a mass flow
meter (3), flows from left to right through the 50mm quartz glass tube (4),
where it is vacuum pumped out of the system. By throttling the pump line, the
butterfly valve (5) regulates the pressure during growth with the help of a pressure
gauge and a custom built PID controller (6). The vent valve is connected to an
Ar line (7), enabling minimization of introduced air and humidity during loading.
Heater controller (8). Below: Opened furnace tube view with source materials
and substrates placement with Al2O3 boats.
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4.6 Substrate preparation

Si/SiO2 substrates (0.5 mm B-doped Si, 290 nm thermally grown SiO2) are bro-

ken into rectangles of an approximate size between 8 x 12 mm and 15 x 20 mm

with the help of a diamond tipped engraving pen. These are cleaned by strong

ultrasonication at 37 kHz in acetone and isopropyl alcohol for 4 min each. Subse-

quently, organic residues are cleaned off the substrates in a UV-ozone-cleaner for

2 min. Within a short period of time, while the freshly cleaned surfaces are still

hydrophilic, the substrates are dipped into Poly-L-Lysine solution Sigma-Aldrich

for 2 s and blown dry with an N2 gun. The same dip-and-dry procedure is repeated

with a 20 nm Au nanoparticle solution in citrate buffer Sigma-Aldrich. Until usage,

the substrates are stored in individual sample boxes in order to prevent contami-

nation of the surfaces and mutual damaging resulting in Si dust promoting further

damage.

4.7 Coarse- and fine-tuning of material composition

The objective is to find wide and robust growth windows that enable to change

the nanowire composition, without having to find entirely new sets of parameters

every time. In this way, the electronic properties of the nanowires can be tuned

with the purpose to obtain bulk-insulating nanowires while opting for the highest

possible crystal purity and well-shapedness of the nanowires.

In most cases, in a robust growth window, nanowires can be found on many

locations of the substrates. This is because the vapor and substrate temperatures

and the local source material flow depends on the locations in the tube as well as

on the location within the substrate (e.g., hot- or cold-side-facing edge, corners,

center, ...). Furthermore, this natural variation of parameters enables to deduce

parameter adjustments that seem promising to improve the growth for the next

cycle.

In the absence of an established recipe, when growing nanowires from Bi,

Sb, Te and Se, which all start to sublimate at comparably low temperatures and

are partly interchangeable within their tetradymite structure, three main stages
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of optimization can be recommended. Firstly, finding a coarse parameter range in

which growth is taking place on the substrates through the Au catalysts. Secondly,

narrowing the parameters down to obtain the desired shape of nanowires, while

approaching the required ratio of elements for the tetradymite structure, namely a

2:3 ratio between the total of Bi and Sb on the one side and the total of Se and Te

on the other side. Thirdly, fine-tuning the precise ratio within the interchangeable

elements, such that the charge carrier compensation can be maximized. By fine-

tuning the Bi/Sb ratio for BST and the Te/Se ratio for BTS, bulk-insulating

nanowires can be grown.
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4.8 Growth results: (Bi1−xSbx)2Te3 nanowires onSiO2

Out of many performed VLS growth cycles, two recipes are explained here in detail.

They represent two different approaches to the trade-off between cleanliness of

the growth equipment with pristine source materials versus an equilibrium state

of a coated furnace interior with source materials that have already been baked

out. The latter inspired to mount additional N2 vent valves to the furnaces, which

enable the continuous flushing of the tube with nitrogen while it is opened for

loading, minimizing contamination. These are useful even if a furnace was baked

out, because it must be opened again to load the source materials and substrates.

After loading, it cannot be baked out anymore.

Growth A is the hotter approach that works with cleanly baked out equip-

ment, Growth B is the colder approach and must be carried out with a more

equilibrated state of equipment. Both yield bulk-insulating nanowires with diame-

ters down to 30 nm, which likely show gate-dependent resistance oscillations and

AB-like oscillations. Superconductivity was successfully induced in nanowires out

of both growth recipes (see Chapter 6).

4.8.1 Growth A: the one-shot (30mm tube)

This (Bi1−xSbx)2Te3 nanowire growth is performed in the 30 mm tube furnace,

which was baked out beforehand at a temperature of 800℃ including the boats.

The growth program consists of ramping up the temperatures to T1 = 570℃ and

T2 = 420℃ during 60 min and constant temperature period of another 60 min

until the heaters are switched off and the furnace is let to cool down naturally,

with the lid closed, which takes approximately 3 h. A constant flow of inert Ar gas

is set at 300 sccm during the entire process, resulting in a pressure of 2.5 mbar.

Taking into account the locations of the source materials within the furnace

tube, the 6.4 mg of Sb2Te3 powder at z = −60mm are heated to 508 ℃, and the

7.1 mg of Bi2Te3 powder at z = 0mm are heated to 561 ℃. Substrates 1, 2 and

3, taken for Device 1, Device 4 and Device 3, placed at z = 153mm, 166 mm

and 178 mm, are heated to an effective temperature of T = 435℃, 430 ℃ and
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426 ℃, respectively. These comparably high temperatures (compared to Growth

B in Section 4.8.2) cause a higher evaporation rate of the source materials and a

lower absorption rate in the Au nanoparticles. In this way, the source material feed

in the liquid Au alloy droplet is roughly comparable, but this growth can be run in

a clean baked-out furnace tube and boats. Figure 4.5 shows SEM images from the

three growth substrates with the respective material composition by EDX in the

inset, as well as a visualisation of the growth parameters and furnace positioning

details.

Figure 4.5: Growth A: results and parameters. a-c SEM images of substrates
1-3, relative composition measured by EDX (atomic %) in the inset. The Sb:Bi
ratio increases from x = 0.40 to 0.47 and 0.54 with substantial nanowire growth
and increasing nanowire length across the substrates. Neighboring structures are
micro crystals and flakes revealing shapes of hexagonal sheets. d Growth parame-
ters and device association. Upper part shows the furnace tube with the respective
locations and effective temperatures of sources and substrates. Lower part illus-
trates the growth program timeline.
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4.8.2 Growth B: the pre-cycled (50mm tube)

This (Bi1−xSbx)2Te3 nanowire growth is performed in the 50 mm tube furnace,

which is pre-cycled with source materials in 5 cycles of the same recipe. The

temperatures are heated up within 60 min to T1 = 510℃ and T2 = 280℃, kept

constant for another 60 min and ramped down to room temperature within 30 min.

The last step lets the cooling process commence in a controlled and smoother way

compared to simply switching the heating off as in Growth A. However, after a few

minutes, the set temperature lies below the real temperature inside the furnace

and the natural cooling down process takes over, which lasts approximately 4 h.

Figure 4.6 shows SEM images of the nanowires grown on the two substrates

with EDX-measured material composition in the insets, as well as the precise

growth parameters and a timeline of the program. A high-resolution TEM image

of the crystal structure is shown in Chapter 5. The effective temperatures and

masses of the source materials are 512℃ and 3.6 mg for Sb2Te3 and 496℃ and

21.0 mg for Bi2Te3. Substrates 1 and 2, the latter taken for fabrication of Device

2 (TiVTiAl Josephson junction in Section 6.2), are placed at z = 124mm and

z = 137mm and are heated to an effective temperature of T = 367℃ and

T = 347℃, respectively.
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Figure 4.6: Growth B: results and parameters. a, b SEM images of substrates
1 and 2, relative composition measured by EDX (atomic %). At precisely these
parameters, both substrates show a significant nanowire growth while the Sb:Bi
ratio increases from x = 0.39 to 0.51. Neighboring structures are micro crystals
and flakes revealing shapes of hexagonal sheets. c, d Furnace placement schematic
with device association and growth program sequence, with parameters. High-
resolution TEM image of this growth available in Chapter 5.

When comparing the temperatures of sources and substrates to Growth A,

one may find that most of these are lower in Growth B. For the Bi2Te3 source this

means an approximately 3 times lower vapor pressure [117], which is accounted for

by increasing the mass. Furthermore, to increase the amount of source material

settling down on the growth substrates, they are placed at lower temperatures,

and the pumping efficiency is throttled. A PID-controlled butterfly valve is set to

maintain 15 mbar of pressure. While the net throughput of the 600 sscm Ar-flow

with respect to the larger tube is only 30 % lower than in the case of Growth A,

throttling the pump and increasing the pressure by a factor of 6 significantly slows

down the gas flow.

Nonetheless, the furnace tube as well as the boats need to be in a more

equilibrated, pre-coated state, which is done by pre-cycling the furnace interior

with the same procedure 5 times. After a preliminary bake-out at 800℃, the first

— 62 —



4.9. GROWTH RESULTS: BI2(TExSE1−x)3 NANOWIRES GROWN ON SIO2

and second of these pre-cycles is done with freshly weighed source materials, the

further cycles re-use the material from the second cycle, hence 1+4x in the figure

caption of panel d. After finally loading sources and substrates and closing the

furnace tube, it is evacuated with a turbo pump for at least 1 h before starting

the program.

4.9 Growth results: Bi2(TexSe1−x)3 nanowires grown

on SiO2

Although the Bi2(TexSe1−x)3 nanowires grown during this work have not shown

a charge neutrality point in the gating experiments yet, their relative change of

resistance is similar to the (Bi1−xSbx)2Te3 nanowires, such that the chemical po-

tential lies likely within the bulk band gap. The AB-like oscillations measured in

multiple Bi2(TexSe1−x)3 nanowire devices are very well defined, outperforming the

(Bi1−xSbx)2Te3 nanowires presented in this thesis.

A possible explanation to this could be the different charge compensation

mechanism in Bi2(TexSe1−x)3 than in (Bi1−xSbx)2Te3 . In a nutshell, charge com-

pensation in (Bi1−xSbx)2Te3 can be achieved by matching the concentrations of

positive and negative charge carriers originating from the naturally occurring de-

fects in Sb2Te3 and Bi2Te3, respectively. This however does not mean that a

(Bi1−xSbx)2Te3 nanowire showing a charge neutrality point necessarily must also

have a very low total concentration of charged defects. For Bi2(TexSe1−x)3 however,

one could make the argument, that if close to charge neutrality, it is more likely

to have a low density of charged defects in total. This is based on the assumption

that the naturally electron-doped Bi2Te3 and Bi2Se3 cannot simply compensate

with positive and negative defects as in (Bi1−xSbx)2Te3 , but mutually help pre-

venting the formation of their typically occurring anti-site defects and vacancies,

respectively [4, 112]. While this is one reason for the difficulties to obtain fully

bulk-insulating nanowires from Bi2(TexSe1−x)3 , it is also a possible argument for

a higher sample grade, once highly bulk-insulating samples are grown.
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4.9.1 Bi2(TexSe1−x)3 nanowire growth (30mm tube)

Figure 4.7a shows an SEM image of the growth result, featuring comparably

straight, stiff and thin nanowires, hexagonally layered flakes and micro crystals.

The composition measured by EDX suggests Bi2Te1.5Se1.5. Panel b is a high

resolution TEM image of a nanowire, covering its entire diameter. The single

crystalline structure appears uninterrupted and an amorphous oxide layer is barely

recognizable. Panels c and d illustrate the growth parameters and instructions.

Figure 4.7: Bi2(TexSe1−x)3 nanowires grown on SiO2 in the 30mm tube fur-

nace. a SEM image of the substrate showing thin and straight nanowires of
lengths of up to 8 µm and widths below 50 nm, aside micro crystals and hexag-
onally layered flakes. b High-resolution TEM image covering the entire diameter
of a nanowire. Although the optical axis could not be aligned exactly along any
of the crystal axes, a single-crystalline structure is visible that extends over the
entire observed section of the nanowire. c, d Parameters, illustration of furnace
placement and growth program.

This growth can be performed with baked-out furnace tube and boats, but

recurring growth and experiments suggested that repeating this recipe without

baking out the equipment might provide a more equilibrated and homogeneous

growth result. The powdery source materials of Bi2Te3 and Bi2Se3 are placed in

the same boat, which must be long enough to allow their placement at z = 0mm
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and 50 mm, respectively. The substrate is placed at z = 12mm. With an Ar-flow

of 200 sccm and a pressure of 2.2 mbar, the furnace temperatures are ramped up

during 60 min to T1 = 585 ◦C and T2 = 420 ◦C, held constant for another 60 min

until the heaters are switched off and the furnace cools down naturally within 3 h.

4.9.2 AB-like oscillations

The AB-like oscillations measured in the Bi2(TexSe1−x)3 nanowires grown during

this work are well pronounced and their π-shift can often be seen without any

need of background substraction. Figure 4.8a shows a prime example of 0- and

π-shifted AB-like oscillations measured at different gate voltages. Although a

resistive maximum at zero field is rarely observed, the further oscillation periods

alternate clearly. The insets show the temperature dependence of the resistance

during cooldown and the gating curve measured in both directions. The latter

shows large fluctuations which are unlikely associated with resistance oscillations

from subband crossings (as discussed in [1]), but are likely caused by impurity

states. However, an oscillation of smaller amplitude seems to be contributing to

the curve which would be consistent with the subband oscillations. The nested

inset shows a magnified view on it, revealing that the π-shifted AB-like oscillations

were measured at its minimum and maximum, respectively.

Figure 4.8b shows a colormap of more magnetoresistance curves out of

which the AB-like oscillations were extracted by subtracting a Savitzky-Golay

filtered background. The gate voltages, at which these were measured, are not

equally spaced but narrower around values at which the transition between 0-

and π-ABLO takes place, in order to investigate the transformation. Apparently,

individual peaks shift gradually and sudden major changes occur in between. Thus,

although the required alternation is present, in this case it is not simply a switching

between both ABLO phases in the sense of a chess pattern, as expected by theory.
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Figure 4.8: AB-Like oscillations of a Bi2(TexSe1−x)3 nanowire device. a 0-
and π-AB-like oscillations measured at VG = −5V and −4V, respectively. No
background subtracted. Left inset: R(T )-curve, right: gating curves in both sweep
directions (dashed and solid curve) showing no hysteresis, with vertical dashed
lines indicating the gate voltages at which the magnetic field sweeps were mea-
sured. The large fluctuations are likely due to impurities in the nanowire and
shadow the less pronounced subband oscillations. A possible subband oscillation
is shown in the nested inset, which would be consistent with the observed ABLO
phase shift between magnetic sweeps measured at its maximum and its minimum.
b Colormap of the extracted AB-like oscillations (background subtracted), mea-
sured at VG = 0,−1.2,−1.8,−2.1,−4,−4.5,−5,−5.5,−6,−6.5,−8V. These
non-equidistant voltages were chosen in order to track the transition between 0-
and π-ABLO, which seems to occur not clearly but through a mixture of gradual
shifting and sudden jumps of individual features.
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Quantum confinement of

the Dirac surface states in
topological-insulator

nanowires
5.1 Introduction

One of the main objectives for nanowire experiments is the emergence of size-

related effects arising through the confinement to a narrow rod of material. In the

case of TIs, the topological surface states that normally live on a flat surface, are

now wrapped around a narrow cylinder. The question whether the surface states

become quantized in the way it is theoretically predicted, is of large interest. It lays

the foundation for a number of experiments, such as, among others, the realization

of Majorana fermions in topological insulator nanowires. By the spatial constraint

of one surface dimension to the narrow circumference of a nanowire, a discrete

spectrum is obtained. These spin-non-degenerate sub-bands are key ingredient for

the realization of Majorana bound states at the ends of the nanowire [3].

In this publication, resistance fluctuations were measured in normally con-

ducting topological insulator nanowires, that appeared during changing the chem-

ical potential via electrostatic gating. By building a theoretical model and sim-

ulating its effect on transport, it was found that not only the diverging density
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of states at the flat bottom of each sub-band causes an effect on conductivity.

While this sudden availability of conductive states causes an abrupt increase in

conductivity, it also boosts the probability of scattering. In the weak scattering

regime, it was found that the resistive peaks arise whenever the chemical potential

touches a new sub-band.

5.2 Contribution to publication and its relevance

in this thesis

Growth of nanowires, device fabrication and transport measurements were carried

out by the author in cooperation with O. Breunig, D. Fan and M. Rößler and

supervised by Y. Ando. The theoretical model for the gate-dependence of the

topological surface state sub-bands, the electrostatic model and the scattering

effects were built and established by H. F. Legg and supervised by A. Rosch.

Transmission electron microscopy and energy-dispersive x-ray spectroscopy was

performed by S. Roitsch. Figures and captions were contributed by all three first

authors. The text sections were collaboratively written by all first authors, and

supervised and finalized by Y. Ando.

Measuring the sub-band quantization of the topological surface states of

topological insulator nanowires is a crucial foundation for the subsequent experi-

mental work presented in this thesis. The basic assumption that the finite circum-

ference of the nanowires in the nanometer scale causes a size-quantization for

the electrons in terms of their angular momentum quantum number ℓ, is a foun-

dation for a large number of research, and conceptual propositions in the field of

topological quantum computation and spintronics. In this publication, the quanti-

zation was not only confirmed to arise in the grown nanowires, but also a growth

recipe was developed and further insights were gained that enable the reproducible

growth of bulk-insulating (Bi1−xSbx)2Te3 nanowires. Furthermore, the previously

ambivalent interpretation of fluctuations in transport measurements was led to

a clearer picture such that promising nanowires and quantized sub-bands can be

recognized by transport measurements. In the subsequent work, superconductivity
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will be induced into the topological surface state sub-bands by the proximity ef-

fect. For this purpose, the understanding of the details of electronic transport as

well as the identification and localization of the sub-bands in the measurements

are of crucial importance.
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magnetic flux and are an ideal platform for generating stable Majorana zero modes, playing a

key role in topological quantum computing. However, direct evidence for the Dirac sub-bands
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insulating (Bi1−xSbx)2Te3 nanowires we show that non-equidistant resistance peaks, observed

upon gate-tuning the chemical potential across the Dirac point, are the unique signatures of
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In topological insulator (TI) nanowires1–3, the quantum con-
finement of the electron motion along the circumferential
direction is described by the angular-momentum quantum

number ℓ. In zero magnetic field, this quantization leads to the
gap opening at the Dirac point, and the sub-bands become
doubly-degenerate (see Fig. 1a). When a magnetic flux Φ threads
along the wire, the energy spectrum is modified in a nontrivial
way as described by the following formula (under the simplified
assumption of a circular wire cross-section):

E‘ðkÞ ¼ ± _vF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 þ ‘� η

Rw

� �2
s

; η � Φ=Φ0: ð1Þ

Here, vF is the Fermi velocity, Rw is the wire radius, and Φ0= hc/e is
the flux quantum; note that ℓ takes half-integer values ± 1

2 ; ±
3
2 ; ¼

due to a Berry phase arising from the spin-momentum locking of
the TI surface states1. Interestingly, a spin-non-degenerate gapless
spectrum is restored when Φ is a half-integer multiple of Φ0; the
spin-momentum locking in this gapless sub-band leads to the
appearance of Majorana zero modes (MZMs) when the wire is
proximitized by an s-wave superconductor3,4. The tunability of the
spin-momentum locking with Φ makes the sub-bands described by
Eq. (1) a particularly interesting platform for topological meso-
scopic physics.

In experiments, to elucidate the peculiar quantization effects,
the TI nanowire should be bulk-insulating and as narrow as
possible, preferably less than ~ 100 nm. Past efforts for TI nano-
wires5–16 have only been able to indirectly probe the quantized
Dirac sub-bands, although bulk-insulating TI nanowires have
been occasionally reported12,16–21. In this work, we employed the
vapor–liquid–solid (VLS) method using Au nanoparticles as
catalysts5 and applied the concept of compensation, which has
been useful for achieving bulk-insulation in bulk crystals22,23.
Specifically, we tuned the Bi/Sb ratio of ðBi1�xSbxÞ2Te3 nanowires

to a value that yields the most insulating properties. Fabrication
of gate-tunable four-terminal devices allows us to bring the
chemical potential across the Dirac point, upon which we dis-
covered unusual oscillatory behavior in the resistance near the
Dirac point in very thin wires. This feature turns out to be the
signature of the quantized Dirac sub-bands in TI nanowires as
our theoretical calculations show.

Results
Structural and chemical analysis. During the VLS growth, the
catalysts form a constantly over-saturated liquid alloy with the
absorbed source materials, which then precipitate and form a
crystal underneath. Using nominally-20-nm-diameter Au nano-
particles as catalysts, we obtain nanowires with a constant dia-
meter between 20 and 100 nm, with a length of up to several μm
(Fig. 1b). By using transmission electron microscopy (TEM) and
energy-dispersive X-ray (EDX) analysis (Fig. 1c), we identify the
Au catalyst at the tip of most of the analyzed nanowires. The
wires are found to be surrounded by a ~4-nm-thick amorphous
oxide shell. The selected-area diffraction patterns (SAED, Fig. 1c
inset) indicate a high crystalline quality. We found hexagonal
symmetry for a direction perpendicular the nanowire axis, which
allows us to identify the growth direction to be h11�20i-type. The
compositional analysis using EDX along the wire shows a con-
stant stoichiometry (Bi0.68Sb0.32)2Te3 in the nanowire core and no
incorporation of Au was detected (See Supplementary Note 2).

Temperature and gate-dependent device resistance. In the fol-
lowing, we report five representative devices 1–5. The scanning
electron microscope (SEM) picture of device 5 is shown in
Fig. 1d, with its schematic depicted in Fig. 1e. The single-
crystalline nanowires are most likely of hexagonal shape (see
Supplementary Note 1). The resistance R vs. temperature T
curves shown in Fig. 1f present both insulating and metallic

Fig. 1 Topological-insulator nanowire and its device. a The sub-band structure of quantum-confined TI surface states described by Eq. (1) (left) and
corresponding density of states (right). b SEM image of nanowires (and other nanostructures) grown on a substrate. c TEM image revealing the single-
crystalline nanowire body, the remainder of the 20 nm Au-nanoparticle growth catalyst, and a 4-nm thick oxide layer at the nanowire surface. The inset
shows the SAED pattern taken in the c-axis direction. TEM image and SAED pattern were taken from different nanowires and directions. d false-color SEM
micrograph of device 5 with the schematics of electrical wiring. Pt/Au leads are colored yellow, the nanowire is shown in green. The inset shows a
magnified view of the nanowire. e Schematic 3D image of the device construction. Pt/Au leads are illustrated in yellow. The blue and red arrow illustrate
the angular momentum ℓ. f R(T) curves of devices 1, 2, 4, and 5.
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behavior; nevertheless, all these samples were bulk-insulating,
which can be seen in their gate-voltage VG dependences of R
(Fig. 2a–c and Supplementary Fig. 4) showing a clear maximum,
indicating that the Dirac point is crossed. The difference in the
R(T) dependence is most likely explained by a slightly different
electron density n of the samples in the absence of gating (n ≈
0.38, 0.14, 0.42,− 0.2, 0.5 nm−1 relative to the Dirac point,
according to our analysis described later).

In the R(VG) traces, we found a hierarchy of fluctuation
features. We observe semi-oscillatory features in the VG

dependence with the amplitude AI ≈ 3, 2 and 1 kΩ for devices 1,
2, and 3, respectively. We will show these features (type I) to be
the signature of sub-band crossings. They are not universal
conductance fluctuations (UCF) whose main fingerprint would be
a strong change in magnetic field and the lack of any clear
periodicity and a random amplitude. In contrast, the present
features of type I occur in a regular fashion, i.e., at regularly
spaced gate voltages and with a largely uniform amplitude.
Further, they are robust in small applied magnetic fields (for a
detailed discussion on UCF see Supplementary Note 3). The other
type of fluctuations have the amplitude AII ≈ 0.5 kΩ (type II) and
were changing with time (Supplementary Fig. 3). We speculate
that they arise from time-dependent conductance fluctuations
due to charge traps or mobile scattering centers, similar to those
observed in metallic nanowires of similar mesoscopic size24, but
they may also be affected by the presence of electron-hole
puddles25–27. Averaging over several gate-voltage sweeps sup-
presses type II fluctuations while type I fluctuations remain
unaffected, see Supplementary Note 4.

Model of gate-voltage dependent surface conduction. We now
discuss the main observation of this work, that is, the repro-
ducible semi-oscillatory feature in the R(VG) curves. Due to the
1D nature of the energy bands in the nanowire, the density of
states (DOS) diverges as 1=

ffiffiffi

E
p

at each of the sub-band’s edges as
shown in Fig. 1a. This causes a sub-band crossing to have two
contrasting effects on R: (i) The opening of a new conductance
channel can decrease the resistivity as more charge can be
transported. It can, however, also (ii) increase the resistivity by
opening a new channel where electrons from other bands can
scatter into. Thus, we have performed a straightforward theore-
tical calculation using an idealized model based on the surface
state of a circular TI nanowire. (Small anisotropy effects arising
both from the hexagonal shape of the wire and the anisotropic
electrostatic environment are discussed in the Supplementary
Notes 13–16). The effects of local impurities are taken into
account using the T-matrix formalism and we find that the
experimental data is best described by weak impurities (see
Supplementary Note 11). In Fig. 3, we schematically show how
different sub-bands contribute to the conductivity: When a new
channel is added (Fig. 3b), all other channels scatter efficiently
into the new channel and, as a result, the conductivity con-
tribution of each channel drops. This is by far the dominant effect
and leads to pronounced peaks in R even when several channels
are present. The diverging density of states of the newly added
channel (Fig. 1a) is the main reason why this effect is so large, but
it is further enhanced by a matrix-element effect originating in
the topological protection of the surface states (Supplementary
Note 11).

Fig. 2 Signature of sub-band crossings. In panels a-c, lower curves show the VG dependence of R observed in devices 1-3 at 2 K; ΔVG= 0 corresponds to
the Dirac point of the TI surface state, which was achieved with VG of 30.5, 10, and 18.5 V in devices 1, 2, and 3, respectively. For each device multiple
consecutive sweeps (9, 54, and 40 for devices 1, 2, and 3, respectively) were performed. For clarity, only 9 of these sweeps are shown for each device as
thin lines, together with a single exemplary curve highlighted in bold gray. From the average (colored bold lines) large oscillations of type I are identified
(see main text) which arise from the sub-band structure and the corresponding maxima are labeled by arrows. Oscillations of type II are smaller and differ
between individual sweeps. Upper curves in a–c are the theoretically calculated resistivity with a small density of impurities, assuming that electron density
n is proportional to VG; we used Rw of 20, 16, and 20 nm, and CG of 2.0, 2.2, and 3.6 pF/m for devices 1, 2, and 3, respectively. Pronounced maxima arise at
sub-band crossings (dashed lines). d Rescaled position ΔVG/V0 (see main text) of the resistivity maxima of the three devices (open circles) as a function
of the quantum number ℓ compared to the theoretically calculated n in units of 2π/Rw (solid line). Crosses indicate the value of n at sub-band minima.
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Hence, our calculations show that the resistance is expected to
show a peak, each time a sub-band is crossed. This leads to
equidistant peaks in Fig. 3, at μ= ℓℏvF/Rw, when the conductivity
is plotted as function of the chemical potential μ. In the
experiment, however, the gate voltage VG, rather than μ, is varied
and we observe a super-linear dependence of the spacings of the
main peaks (neglecting features of type II). This originates from
the fact that the effective capacitance of the nanowire devices
(which dictates the VG dependence of the accumulated charge)
must be computed from their quantum capacitance CQ and
geometric (or galvanic) capacitances CG in series where CQ is
proportional to the DOS16. In our experiment, CG strongly
dominates and the gate voltage directly controls the electron
density n (n ≈ CGΔVG/e, with ΔVG measured from the Dirac
point), rather than μ. This relation is used for the theory plots in
Fig. 2. It also determines the peak positions indicated by dashed
lines. We label the position of the peaks identified in the
experimental data by the angular momentum quantum number ℓ
of the added channel. The influence of the flat bottom gate
geometry on the charge homogeneity around the wire is
negligible, since it does not affect the position of peaks due to
Klein-tunneling physics16 (see Supplementary Note 13). When
the chemical potential reaches the bottom of the first electron or
the top of the first hole band (‘ ¼ ± 1

2), the charge density is
approximately zero in both cases and therefore there is only a
single peak in the center for ‘ ¼ ± 1

2. For large ℓ, the peak position
scales with ℓ2, which is peculiar to the sub-bands of Dirac origin,
where the charge density grows as μ2 due to the 2D nature of the
TI surface.

Sub-band crossings observed in experiment. It is striking that in
Figs. 2a–c the theory can reproduce the essential features of our
experiment, in particular the locations of the peaks in the

averaged R(VG) curves. While for devices 1 and 2 every peak can
be indexed, type II features arising from disorder are more pro-
nounced in device 3, such that some of the sub-band crossing
features are not discernible despite averaging. To visualize the
agreement between theory and experiment, we plot in Fig. 2d the
rescaled gate voltage values of the peaks, ΔVG/V0, vs the sub-band
index ℓ, and compare it to the theoretically calculated electron
density n at the peak position (in units of 2π/Rw). In these units
the rescaling factor is given by V0 ¼ 2πe

RwC
, where C is the capaci-

tance per length of the wire. The super-linear behavior in the VG-
dependent sub-band crossings and the excellent agreement of
theory and experiment is a direct signature of the quantum-
confined Dirac surface states, which is observed here for the
first time.

It is prudent to mention that the quantum-confined sub-band
structure of TI nanowires have been indirectly inferred5–16 from
the Aharonov–Bohm (AB)-like oscillations of R as a function of
the axial magnetic flux Φ, which is due1 to a periodic change in
the number of occupied sub-bands at a given μ. In particular, the
observation by Cho et al.12 that R at Φ = 0 takes a maximum
when μ is near the Dirac point and changes to a minimum at
some other μ was consistent with the gapped Dirac cone;
however, the VG dependence was not very systematic nor
convincing in ref. 12. A relatively systematic VG dependence of
R was recently reported for HgTe nanowires and was carefully
analyzed16; unfortunately, the Dirac point of HgTe is buried in
the bulk valence band, hindering the characteristic super-linear
behavior in the ΔVG vs ℓ relation from observation.

Discussion
The realization of very thin, bulk-insulating TI nanowires and the
observation of the quantum-confined Dirac sub-band structure
reported here is crucial for exploring the mesosocpic physics

Fig. 3 Scattering processes and conductivity. a, b Scattering processes (arrows) between conduction channels for two positions of μ (dashed line). When
μ is at the bottom of a sub-band, b all other sub-bands scatter at large rates (bold arrows) with the new sub-band due to its diverging density of states
(illustrated by a large red dot), leading to a pronounced minimum in the conductivity. c Theoretically-calculated conductivity as function of μ (parameters
as in Fig. 2). Thin black lines display the contribution of each sub-band labeled by ‘ ¼ ± 1

2 ; ±
3
2 ; ±

5
2 ; ±

7
2, which add up to give the total conductivity (thick

blue line). The conductivity of all channels shows pronounced minima at μ= ℓℏvF/Rw, when the chemical potential touches the bottom of a new sub-band.
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associated with the topological surface states, not to mention their
potential for future studies of MZMs. For example, the depen-
dence of the spin degeneracy on the magnetic flux along the
nanowires will give us a new tuning knob for mesoscopic trans-
port phenomena, in which the spin-momentum locking can be
varied. Also, it is an interesting insight that the charge inhomo-
geneity induced by gating on TI nanowires will not affect the
energy locations of the sub-band crossings due to Klein-tunneling
physics. Therefore, the new-generation TI nanowires realized
here will open vast opportunities for future studies of topological
mesoscopic physics including MZMs.

Methods
Nanowire synthesis. The ðBi1�xSbxÞ2Te3 nanowires were synthesized by the VLS
method using powders of Bi2Te3 and Sb2Te3 as starting materials in a two-zone 50-
mm tube-furnace under a constant Ar flow. The Si/SiO2 substrates were first
decorated with suspended 20-nm Au-nanoparticles with the help of Poly-L-Lysine
solution and then placed between the two zones (set to temperatures T1 and T2) of
the furnace. The temperature was first ramped to T1 = 500–510 ∘C and T2 = 280 ∘C
within 60 min, kept at these values for 60 min, and finally reduced back to ambient
temperature in roughly 4 h, while keeping a constant Ar flow of 600 SCCM.

Device fabrication. Our gate-tunable four-terminal devices were fabricated on
degenerately-doped Si wafers covered by 280-nm thermally-grown SiO2 which acts
as a gate dielectric. Gold contact pads and a coordinate system were pre-defined by
optical lithography. The as-grown nanowires were transferred by gently bringing
together the surfaces of the pre-patterned wafer and the growth substrate, and
nanowires suitable for device fabrication were identified by optical microscopy. Per
device, five to seven contacts with varying distances were defined by electron beam
lithography, which was performed by exposing a PMMA A4 resist layer using a
Raith PIONEER Two system. The contact area was cleaned using gentle oxygen
plasma treatment and a dip in dilute hydrochloric acid shortly before metallization.
Subsequently, 5-nm-thick Pt was sputter-deposited as a wetting layer and an
additional 45-nm-thick Au layer was deposited by thermal evaporation (devices 4
& 5) or by sputtering (devices 1, 2, and 3), resulting in the structure schematically
shown in Fig. 1e. The contact resistance was well below 1 kΩ for all of the devices.
Following the transport measurements, SEM was used to determine the device
geometry and the nanowire diameter. The distance between the centers of the
voltage contacts were 0.5, 0.8, 1.0, 1.2, and 0.7 μm, and the diameter of the
nanowires were 41, 32, 41, 43, and 29 nm for devices 1–5, respectively.

TEM analysis. TEM micrographs, as well as TEM diffraction patterns, were
recorded by using a JEM 2200-FS (JEOL) microscope operated at an acceleration
voltage of 200 kV. A carbon film supported by a standard copper grid was used as
sample carrier for TEM characterization. Elemental chemical analysis of the
samples was done by Energy-Dispersive X-ray Analysis (EDX) performed with a
JEOL Dry SD100GV detector.

Measurements. Transport measurements were performed in a liquid-helium
cryostat in the temperature range of 2–300 K. The wafers were glued onto copper
sample holders and manually bonded with 50-μm gold wires using vacuum-cured
silver paste. For fast measurements, we used a quantum transport measurement
system (SPECS Nanonis Tramea) in the low-frequency lock-in mode with the ac
current of 100 nA at the frequency f ≈ 17 Hz, while the device is configured in a
conventional four-(device 3, 4, & 5) or three-(device 1 & 2) terminal geometry.
Gate-voltage sweeps were performed at various rates from 0.0125 V/s to 0.25 V/s
while monitoring the sample temperature with a dedicated thermometer using a
low-power AC resistance bridge (Lakeshore Model 370).

Theoretical calculations. We consider the surface states of a quantum wire
described by the 2D Dirac equation where antiperiodic boundary conditions in the
transverse direction arise from curvature-induced Berry phase effect1. Disorder is
modeled by a small density of randomly located local scattering potentials, which is
treated within a (non-self-consistent) T-matrix approximation, which can be cal-
culated in a fully analytic way, see Supplementary Note 9. Within our approx-
imation, qualitative features are independent of the density of impurities; however,
they do depend on the amplitude of the scattering potential. The Kubo formula was
used to calculate the conductivity. Vertex corrections were ignored as a previous
study showed that they have only a small, purely quantitative effect28. Plots of
resistivities were obtained from ρ= 1/(σ0+ σ(μ)), where σ0 is mainly used to avoid
the divergence of ρ when σ= 0. It describes the presence of conductance con-
tributions (e.g., from impurity bands on the surface or in the bulk) not taken into
account in our approximation. Note that, although the experimental data are
shown in resistance R, the theory calculates the resistivity ρ, because the transport
is assumed to be in the diffusive regime. The dependence of μ on ΔVG is computed
from n(μ)= CGΔVG/e, where n(μ) is the electron density along the wire and CG is

treated as a fitting parameter. Full details of our calculations including a discussion
of effects arising from deviations of the circular shape of the wire are given in
Supplementary Notes 13–16.

Data availability
The experimental data that support the findings of this study are available in figshare
with the identifier doi:10.6084/m9.figshare.13524050 (ref. 29).
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Supplementary Note 1. Growth direction and shape of nanowires

TEM investigations reveal that the growth direction of the nanowires is parallel to the 〈112̄0〉
direction, i.e. perpendicular to the c axis of the crystal structure. Since in our TEM characteri-

zation the nanowires lie on the supportive carbon carrier, the 〈112̄0〉 direction is always oriented

perpendicular to the optical axis of the microscope. However, the rotation of the nanowires along

the growth direction is arbitrary with respect to the support. As a consequence, different ori-

entations perpendicular to the growth direction can be observed by TEM. The c-axis, revealing

the distinguished hexagonal symmetry, can only be observed occasionally. This fact also suggests

that our nanowires are closer to a cylindrical shape than a ribbon shape. In this regard, it has

been theoretically shown that the energetically most favorable cross-sectional shape of Bi2Se3 and

Bi2Te3 nanowires grown along the 〈112̄0〉 direction is hexagonal due to the alignment of atoms

in neighbouring quintuple-layers [1]. In fact, it was experimentally found that a narrow Bi2Se3

nanowire (diameter of ∼80 nm) grown along the 〈112̄0〉 direction has a hexagonal cross-section [2].

Therefore, it is most reasonable to assume that the narrow (Bi1−xSbx)2Te3 nanowires grown in this

work also have a hexagonal cross-section, rather than a rectangular cross-section often assumed

for wide nanowires [3].

Supplementary Note 2. Homogeneity and purity of nanowires

The chemical composition of the (Bi1−xSbx)2Te3 nanowire body is homogeneous along the nanowire

axis, such that the atomic fraction of each element measured by EDX on six different locations

varies only within a few percent (Fig. S1). An incorporation of Au atoms can be excluded within

the accuracy of the measurement.

Supplementary Fig. 1: Series of EDX measurements along the nanowire axis. a, Atomic fraction

of the elements Bi, Sb, Te, and Au at each location as shown in b.
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Supplementary Note 3. Universal conductance fluctuations

In mesoscopic systems universal conductance fluctuations (UCF) arise from a specific distribution

of scattering sites. Our devices fall into this regime, which raises the question whether type I peaks

could also be explained by UCF. However, type I peaks are much too regular to be caused by

conductance fluctuations. UCF occur without any clear periodicity as a function of gate voltage

or magnetic field. In contrast, the features of type I that we identify with the sub-band crossings

occur in a regular fashion, i.e. at regularly spaced gate voltages, as shown by Fig. 2d. Secondly,

the amplitude of type I features strongly differs from what would be expected for typical UCF. For

UCF, the amplitude of individual peaks is random. In contrast, our type I oscillations occur with

a largely uniform amplitude. Both of these facts speak against UCF as the origin of type I peaks.

Furthermore, for every type I peak at gate voltage ∆VG we observe a symmetry-related peak

close to −∆VG (see Fig. 2d). This is expected from the presence of an approximate particle-hole

symmetry of the Dirac cone of (Bi1–xSbx )2Te3 [4] and is not consistent with UCFs for which no

such symmetry is expected.

Another hallmark of UCFs is that they are strongly affected by small magnetic fields. If features

of type I in our gating curves were UCF, they should rapidly change when applying a small

magnetic field. Using device 6 (fabricated in the same way to devices 1-5) multiple gate sweeps

were performed at constant magnetic fields of 0.1 and 0.5 T. Fig. 2 shows the average of these

sweeps (see Supplementary Note 4 below). While there is finite differences in the background

(which partly consists of residual type II fluctuations that may well be field-dependent) the main

features that we identify with the sub-band crossings remain robust upon changing the magnetic

field. Thus, we can clearly rule out UCFs as the origin of type I peaks, both due to the regularity

of their amplitude and periodicity, as well as their independence on small magnetic fields.
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Supplementary Fig. 2: Gate voltage dependence of the resistance of device 6. The curves were

obtained by averaging over multiple consecutive sweeps at magnetic fields of 0.1 and 0.5 T.
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Supplementary Note 4. Averaging of multiple gate sweeps

As discussed in the main text, two distinct types of oscillations are seen in the R(VG) curves:

Large oscillations coming from sub-band crossings (type I, ∼ 3 kΩ) and smaller, time-dependent

oscillations (type II, ∼ 0.5 kΩ). The type-I oscillations are reproducible and most of the peaks are

well pronounced. On the other hand, as shown examplarily for device 5 in Fig. 3, the resistance

of the devices changes with a timescale of a few minutes. The magnitude of these jumps is of the

order of the type II features in the R(VG) curves. We speculate that each jump of the resistance

is associated with a reconfiguration of the scattering site distribution and thus changes the back-

ground on which we expect to observe the intrinsic gate voltage or magnetic field dependence of the

surface state transport. Since the gating-curves were measured in about 80 minutes, this process

also takes place during our gate sweeps. The fact that type II features consequently differ between

each individual sweep opens a way to suppress their conductivity contribution by performing a

time average or, more practically, an average of multiple sweeps. Comparing the individual gate

sweeps with the average (see Fig. 2a-c of the main text) clearly shows that large features (type I)

are preserved upon averaging while minor peaks (type II) in the individual curves are suppressed.

As such, averaging of multiple sweeps is a useful tool to deterministically extract the dominant

conductivity features due to the Dirac sub-band structure.

0 5 1 0 1 5 2 0 2 5 3 0

1 0 . 8

1 1 . 0

1 1 . 2

1 1 . 4

1 1 . 6

R x
x (k

Ω
)

T i m e  ( m i n )

Supplementary Fig. 3: Time-dependent resistance fluctuations. Type II fluctuations measured as

a function of time on device 5.

Supplementary Note 5. Identification of the sub-band peaks without averaging

Even without performing gate voltage sweep averages, type I features are also found in each

individual sweep as discussed for two additionally fabricated devices in the following. For these

devices we did not perform averaging at the time of the data acquisition. Yet, they also show

full gate-tunability through the Dirac point and their individual gating curves exhibit features

similar to those of devices 1–3 discussed in the main text (Supplementary Fig. 4). By comparison
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to the theory, major peaks can be indexed for these devices as well, even without performing a

time-consuming averaging over a large number of gate sweeps. However, the type-II oscillations

can make the identification of the type-I peaks complicated, and in such rare cases it is useful to

adopt two criteria for the identification of the type-I peaks: amplitude and regularity. Namely, we

identify peaks that stand out in terms of the amplitude and appear semi-regularly to be type-I.

For example, the identification of type-I peaks in device 5 (Supplementary Fig. 4b) followed these

criteria. Nevertheless, we emphasize that in most cases (such as device 1 shown in Fig. 2a) the

identification of type-I peaks is evident. The intrinsic type-I peaks identified this way remain

robust after averaging multiple gate sweeps as mentioned above and turn out to agree well with

the theoretical calculations as shown in the main text.
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Supplementary Fig. 4: Gate-voltage dependence of the resistance of the additional devices 4

and 5. ∆VG = 0 corresponds to the Dirac point of the TI surface state, which was achieved with VG of

−6 in device 4 and 19 V in device 5. We used Rw of 22 and 15 nm and CG of 5.8 and 4.1 pF/m for

devices 4 and 5, respectively. In comparison to theory, sub-band crossing peaks can be identified even

though type II features are also present in these non-averaged, single gating curves.

Supplementary Note 6. Geometric and quantum capacitances

In general, the gate voltage required to provide the nanowire with additional charge Q can be

expressed as

VG =
Q

CG

+
Q

CQ

, (1)

where CG is the geometric capacitance of the device and CQ is the quantum capacitance, or,

equivalently, as eVG = e2

CG
n(µ) − µ, where e < 0 is the electron charge, µ the chemical potential,

and n(µ) the electron density. In our experiments, a change of the gate voltage by 30 V leads

to changes of the chemical potential by less then 100 meV. Therefore, the effect of the geometric

capacitance dominates by more than two orders of magnitude and we can safely approximate

VG ≈ 1
CG
en(µ).

The geometric capacitance CG was found to be 2 – 3.6 pF/m in our experiments. Note that CG

depends on materials properties and the device geometry, and one needs to numerically calculate

it for each situation [5]. For the present gate geometry, as presented in the section Supplementary
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Note 13, a value of CG ≈ 15 pF/m would be expected. However, our nanowires are not metallic

as is typically assumed in simulations, and hence the result of such numerical simulations should

be taken as an upper bound for CG. In addition, the effective capacitance is further affected by

parasitic capacitances due to the leads, as well as by the finite length of the nanowire. For these

reasons we treat the value of the capacitance as a phenomenological parameter.

Supplementary Note 7. Hamiltonian of a disordered TI nanowire

The Hamiltonian for the surface of a cylindrical TI nanowire of radius Rw depends only on mo-

mentum around the wire, p̂φ = L̂φ/Rw = −ivF∂φ/Rw, and momentum along the wire, p̂x = −i~∂x,
and is given by [6]

Hsurf = i~vF
(
σx
Rw

∂φ − (sin(φ)σz − cos(φ)σy)∂x

)
. (2)

This can be simplified by applying a spinor-rotation by φ about the x-axis, i.e., the unitary

transformation Ux(φ) = exp(−iφσx/2). The result is the Hamiltonian

H0 = i~vF
(
σx
Rw

∂φ − σy∂x
)
. (3)

In the presence of a flux Φ threaded along the wire, ∂φ is replace by ∂φ − iη with η = Φ/Φ0.

Importantly, since spinor rotations are 4π periodic, the eigenfunctions of this Hamiltonian must

obey anti-periodic boundary conditions, resulting from Ux(φ) = −Ux(φ + 2π). As such the wave

function can be written in the general form ψ`(k) = ei(kx+`φ)ξ, where the anti-periodic boundary

conditions require the total angular momentum to satisfy ` = ±1/2,±3/2, . . . and ξ is a spinor

encoding the spin-structure of the surface state within this rotated system.

Due to the finite geometry along the circumference of the wire the eigenenergies of the Hamiltonian

are quantised

E`,±(k) = ±~vF

√
k2 +

(
`− η
Rw

)2

. (4)

The band edge of each band is for η = 0 given by ε`,± = ±~vF `/Rw. We define ε` = ε`,+.

Disorder is modelled by impurity potentials located at random positions ri, Vi(r) = u01δ(r − ri),
where r and ri are 2d coordinates on the surface of the wire.

Supplementary Note 8. Density of states and charge density

The free retarded Green’s function – which is a matrix – has the form

[G0]αβ(µ, k, `) = (µ1−H0(k, `) + iδ1)−1
αβ , (5)
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where we take the matrix inverse. Here δ acts as some overall background scattering rate due

degrees of freedom (e.g. impurity bands) not described by our Hamiltonian. It has the effect of

broadening the divergence of the density of states at the bottom of each sub-band.

The local Green’s function of each ` resolved sub-band is given by

∆(µ, `) =
1

2πRwvF

∫
dk

2π~
G0(µ, k, `) = − (µ+ iδ)1− ε`σx

4πvFRw~
√
ε2
` − (iδ + µ)2

. (6)

From the Green’s function we can obtain the local density of states (at a fixed position at the

surface of the wire)

ρ(µ) = − 1

π

∑

`=± 1
2
,± 3

2
,...

Im {Tr ∆(µ, `)} =
1

2π2RwvF~
∑

`=± 1
2
,± 3

2
,...

Im{ µ+ iδ√
ε2
` − (iδ + µ)2

}, (7)

which, as should be expected, tracks the 2d Dirac density of states ρ2d(µ) = |µ|/2πv2
F~2.

From the density of states we can also obtain the charge density along the wire. It is given by

n(µ) = 2πRw

∫ µ

0

dµ′ρ(µ′) = − 1

πvF~
Im





∑

`=± 1
2
,± 3

2
,...

√
ε2
` − (µ+ iδ)2



 . (8)

Here n(µ) is zero at the Dirac point and counts the total charge density per length of wire. For

µ > 0 this means counting the contribution of all bands above the Dirac point up to the chemical

µ. Correspondingly, for µ < 0 counting the charge of all holes contributed by bands below the

Dirac point, in other words n(µ) is negative for µ < 0. It is shown as a grey line in Fig. 2d of the

main text.

Supplementary Note 9. T-matrix approximation

The full disorder averaged Green’s function is

[G]αβ(µ, k, `) = (µ1−H0(k, `) + Σ(µ))−1
αβ ., (9)

where Σ(µ) is the full self-energy from all scattering processes, including disorder and the other

scattering processes modelled by the factor iδ (see Supplementary Note 8).

To approximate the self-energy contribution due to disorder scattering we use the full T-matrix

calculated at first order in impurity density nimp (i.e. the non-crossing approximation). Within
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this approximation the self-energy, which is also a matrix, is [7]

[Σ]αβ(ω) = nimpu0

〈
1− u0

2πRw

∑

`=± 1
2
,± 3

2
,...

∫
dk

2π~vF
G0(k, µ, `)



−1〉

imp

(10)

= nimpu0


1− u0

∑

`=± 1
2
,± 3

2
,...

∆ (µ, `)



−1

.

For small δ the ∆(µ, `), from Eq. (6), only has a substantial imaginary part for |µ| > |ε`|, this means

that a conductivity channel only contributes when the corresponding sub-band has an occupation

of electrons (holes) for the upper (lower) Dirac cone. Further the off-diagonal components of Σ are

exactly zero for diagonal impurities since the off-diagonal contributions of positive and negative `

cancel.

The self-energy can also be calculated self-consistently by replacing µ→ µ+Σ11 and ε` → ε`+Σ12,

where Σ11 and Σ12 are the diagonal and off-diagonal components, respectively. Self-consistency

has a similar impact on the self-energy as δ, that is, the breadth of the peaks in scattering rate

become broadened in proportion to the self-energy itself. Ultimately this means that peaks at high

sub-band index become “washed out” when the self-energy is of the same order of magnitude as

the sub-band spacing. This is not of relevance for the experimental situation discussed here where

the mean free path is several times the wire radius, but would limit the number of peaks seen in

thicker or dirtier wires where the ratio of mean free path and radius can be substantially smaller.

Supplementary Note 10. Conductivity calculation

The conductivity is found using the Kubo formula to calculate the current-current correlation func-

tion in linear response. The current operator along the wire is given by jx = e∂H/∂k = −i~vF eσy.
We neglect vertex corrections which previous studies have shown only have a quantitative effect

on overall conductivity[7]. Within this scheme the DC conductivity is given by

σ =
e2v2

F~2

π

1

2πRw

∑

`=± 1
2
,± 3

2
,...

∫
dω n′F (ω)

∫
dk

2π~
Tr
(
σyG(ω, k, `)σyG

†(ω, k, `)
)

=
∑

`=± 1
2
,± 3

2
,...

σ`(µ),

(11)

where in general the contribution σ` is given by

σ`(µ) =
e2vF

(2π)2Rw

1

µ̃Γ11 − ε̃`Γ12

Im

{
λ√
ξ
− λ†√

ξ†

}
≈ θ(µ2 − ε2

l )
e2vF

2π2Rw|Γ11|
µ2 − ε2

l

µ
√
µ2 − ε2

l

, (12)
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where Γ = ImΣ is the (spin-resolved) scattering rate, µ̃ = µ + ReΣ11, ε̃` = ε` + ReΣ12, and the

factors ξ = −(µ + iΓ11)2 + (ε` + iΓ12)2 and λ = −ε̃2
` − iε̃`Γ12 + iµ̃Γ11 + µ̃2 ensure the channel

only contributes to conductivity when |µ| & |ε`|. The approximation in Eq. (12) is valid for small

self-energies and diagonal impurities.

Supplementary Note 11. Parameters for theory plots

An important parameter for our theory is u0, the strength of the impurity potential. In Sup-

plementary Fig. 5 we show the resistivity as function of gate voltage for weak, intermediate and

strong impurity potentials. Only for weak impurity potentials, u0
~vFRw

� 1, peaks occur at the band

edges and particle- and hole doping are almost equivalent. For intermediate impurity strength,
u0

~vFRw
∼ 1, the curve is highly asymmetric. For u0

~vFRw
� 1, the particle-hole symmetry is restored

but instead of peaks one obtains dips.

We find that only weak u0 fit the experimental data. This is expected because the wavefunction

of the conduction channel wraps around the circumference of the wire, effectivly diluting the

impurity by a factor 1/(2πRw). To be precise: Weak scattering can be defined by u0ρ̄� 1, where

ρ̄ ∼ 1
2πvF ~Rw

is the typical density of states in the system for small `. Assuming that the width

of the scattering potential is of the order of the lattice constant a, the weak scattering limit is

reached when the amplitude, V0 = u0/a
2, of the scattering potential fulfils V0 � vF

a~
2πRw

a
. Since in

our experiments the circumference is many lattice constants, Rw

a
∼ 100, the weak scattering limit

is generically realised.

Therefore, for the plots in Fig. 2 and Fig. 3 of the main text we use u0 = 0.1vF~Rw, nimp = 20/R2
w

and δ = 0.025vF~/Rw, see also method section. This reproduces the order of magnitude ∼ 5

nm/kΩ of the fluctuations in wire conductivity found experimentally.

While the main contribution to the peaks at the sub-band edges arised from the diverging density

-7/2 -5/2 -3/2 -1/2 1/2 3/2 5/2 7/2

1/2

1

µ/(h̄vF/Rw )

ρ
(µ

)/
ρ
m
a
x

Strong u0

Intermediate u0

Weak u0

Supplementary Fig. 5: Resistivity as a function of chemical potential in the weak,

intermediate, and strong scattering regimes. A weak scatterer, u0
~vFRw

= 0.1, nimp = 20/R2
w, as in

the main text, is shown as the blue curve. The green curve, u0
~vFRw

= 1, nimp = 2/R2
w, describes

scatterers of intermediate strength, the red curve, a strong scatterer u0
~vFRw

= 20, nimp = 0.1/R2
w. Strong

scattering is capable of turning resistivity peaks at sub-band edges into resistivity dips, however such a

situation is unlikely (see text).
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of states, this effect is further enhance by a matrix-element effect closely related to the topological

protection of TI surface states. Here the spin orientation is locked to the propagation direction and

scattering from k to −k is prohibited by time-reversal symmetry. In our nanowires, ky = `/Rw is

quantized, and the 1D bands are doubly degenerate as for each kx = k, two transverse momenta,

±ky, are possible. For kx � ky, however, the 2D vectors k = (kx,±ky) and k = (−kx,±ky)
are almost antiparallel, leading to a suppression of the scattering rate by the factor (ky/kx)

2.

This matrix element effect (encoded in the 2 × 2 matrix structure of the T-matrix) substantially

suppresses backscattering among occupied channels with `/Rw � kx relative to the scattering to

a newly opened channel with a large ky.

Supplementary Note 12. Electron-hole puddles

Several physical effects have not been taken into account by our theoretical treatment. For ex-

ample, we do not reproduce the type II fluctuations which likely arise from extra charge traps

in the experimental setup. We also assume scattering from local impurities, but there will be

also long-range potentials arising from randomly distributed positive and negative charges in our

compensation doped samples of (Bi1−xSbx)2Te3. In bulk systems, these lead to the formation

of electron-hole puddles [8, 9] both in the bulk and in the surface states [10] of TIs. Estimates

from Ref. 11 suggest that bulk puddles are absent in TI nanowires with a radius of less than

∼ 100 nm. But also in this case, one can expect substantial fluctuations of the chemical potential

on the surface of the TI. For surface states of bulk samples of BiSbTeSe2, fluctuations of the local

chemical potential with an amplitude of 20 meV on a length scale of 50 nm have been measured

by scanning tunneling spectroscopy [10]. While the size of these fluctuations will be reduced for

nanowires, surface puddles can be expected to be of quantitative importance (perhaps, also for

type II fluctuations).

Supplementary Note 13. Electrostatic modeling and anisotropy effects

In Supplementary Notes 7-11 above, we investigated disorder effects assuming an idealized setup

with cylindrical symmetry. Now we investigate the role of anisotropy effects arising both from the

hexagonal shape of the wire and of the electrostatic environment. As shown in Supplementary

Fig. 6a, wires with diameters between 29 and 43 nm are positioned on a 255 nm thick dielectric

SiO2 substrate, see methods for details. When in our experiment the chemical potential is adjusted

via a flat bottom gate below the dielectric substrate, the induced charge around the wire will not

be uniform and will depend on both the substrate/gate geometry and also the approximately

hexagonal wire shape. These geometric effects can introduce changes to both the sub-bands and

the charging physics of the wires. We will show that Klein-tunnelling physics means that the

locations of the sub-band minima in terms of chemical potential are largely unchanged and so the

underlying theoretical signature of confinement: An increased scattering at the bottom of each

sub-band and a corresponding resistivity peak, should remain robust for most set-ups. In contrast,

charging effects could be important such that the mapping from induced charge density to chemical
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Supplementary Fig. 6: Effect of a bottom gate on an hexagonal nanowire. a Numerical solution

of the Laplace equation and electric field due to bottom gate and metallic hexagonal wire. b Ratio of

chemical potential, µ(φ), to the average chemical µ̄ around the nanowire. c Resulting sub-bands of

device 1 when tuned to the charge neutrality point. The sub-bands of an isotropic circular wire are

shown as blue dashed lines. d Theoretically calculated locations of the van-Hove singularities in the

experiment as a function of charge density for anisotropic hexagonal wires (circles) compared to the

isotropic wire (grey crosses).

potential is influenced by the geometry of the system.

For our experiment, however, we will argue that these effects are below the resolution of the

experiment and so the cylindrical wire description above remains a valid approximate model of

our experimental set-up. Such effects could, however, be important in future experiments.

We would like to stress that, as discussed above, the following electrostatic modeling is not fully

quantitative as it ignores, for example, parasitic capacitances as arising, e.g., from the gold contacts,

see Fig. 1d of the main text, and the finite length of the wire. Furthermore, our modeling assumes

metallic surfaces of the topological insulator and there are effects arising from the finite penetration

depth of the surface state, the experimental uncertainty in the radius of the wire and its surface

chemistry, and also possible effects arising from electron-hole puddles, see Supplementary Note 12,

which may act as extra charge reservoirs.
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Supplementary Note 14. Influence of geometry on energies of sub-band minima

We start by addressing the influence of the geometric effects on the sub-band minima and associated

resistivity maxima. An important question for our experiment and physical interpretation is the

consequence the induced charge anisotropy has for the confinement of surface states around the

wire. It turns out that the Dirac nature of the TI surface states leads to Klein tunnelling of the

state through any smooth surface potential and that, as a result, the energies of sub-band minima

and associated peaks in resistivity are only very weakly sensitive to any charge anisotropy.

The charge anisotropy induced by bottom gating can be modelled as an angular dependent chemical

potential µ(φ) = µ̄ + δµ(φ), where µ̄ is the averaged chemical potential around the wire and

δµ(φ) the angular variation of the chemical potential. (An estimate of µ(φ) calculated using an

electrostatic model and the full influence on sub-bands, which is important for the charge density,

can be found below).

Of relevance to our study is the impact this angular dependent potential has on the quantisation

of the surface states. In the cylindrical case the location of the quantisation peaks is set by the

energies of the bottom of the sub-bands i.e. at k = 0. Adding an inhomogeneous chemical potential

µ(φ) to the Hamiltonian of the surface at the sub-band bottom gives

Hk=0 = i~vFσx
∂φ
RW

+ µ(φ)1. (13)

This Hamiltonian still has quantum confined eigenstates around the wire, given exactly by

ψ±(`, k = 0) = ξ±e
i
(

(`−µ̄)φ−
∫ φ
0 dφ′ δµ(φ′)

)
, (14)

with ` = ±1
2
,±3

2
,±5

2
, ... and the spinors ξ± are eigenspinors of the Pauli-matrix σx. Although

the states ψ±(`, k = 0) are no longer simultaneous eigenstates of the angular momentum operator

Lz = −ivF ∂φ
RW

, they still have eigen-energies ε`,± = ±~vF |`|, the same as those of a wire with

an isotropic surface chemical potential µ̄. Importantly this means that the locations where the

chemical potential are tuned to a sub-band edge, µ0 = ε`,±, will be very close to those of an

idealised circular wire without any inhomogeneity.

Physically, the absence of an effect at k = 0 is due to Klein tunnelling of 1d chiral modes around a

wire through the additional potential δµ(φ), this potential only induces an angular dependence of

the mode’s phase and does not alter its energy at k = 0 [12]. Away from k = 0 the Klein-tunneling

is not perfect and anistotropies can cause small shifts in the sub-band minima to finite k, most

prominently for low angular momenta sub-bands, see Supplementary Fig. 6c and explanation

below. Strikingly, however, the perfect Klein-tunnelling at k = 0 and strong but imperfect Klein-

tunnelling for small k means that there is very little change in the energies where sub-band minima

occur and associated resistivity peaks at these energies, even if that anisotropy is much larger than

the sub-band gap.

12
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Supplementary Note 15. Estimate of the anisotropic chemical potential

Although Klein-tunnelling results in extremely small changes in the energies of sub-band minima

due to geometric effects, the charge density – as changed in the experiment – will be dependent on

these effects due to changes at large k where Klein-tunnelling is less effective and suppressed [12].

To assess the influence of these effects on density we first need to obtain an estimate of the induced

charge and resulting anisotropy in chemical potential µ(φ) = µ̄+ δµ(φ), this can be approximated

using a classical electrostatic analysis. As in Ref. [12], the inhomogeneity of charge density can

be estimated by numerically solving the Laplace equation for our set-up, ∇
[
ε(x, y)∇Φ(x, y)

]
= 0,

as shown in Supplementary Fig. 6. We use ε = 3.5 for the dielectric constant of SiO2 and the

Dirichlet conditions Φ(x, y) = VG on the gate and Φ(x, y) = 0 on the surface of the TI nanowire,

which assumes the wire is perfectly metallic and hexagonal (with rounded corners, see below).

The induced charge on the nanowire is proportional to the electric field normal to the wire, ∼
∇Φ(x, y) · r̂. To obtain an estimate for µ(φ), we can use the 2D Dirac relation n ∝ µ2. The ratio

of the chemical potential to its average is shown Supplementary Fig. 6b in terms of the polar angle

around the wire. We see that the flat bottom gate leads to an imbalance in chemical potential

around the wire and that the hexagonal shape results in sharp features at the corners of the wire.

This numerical estimate assumes that the surface of the nanowire is perfectly metallic, with no

penetration of the surface state into the wire. The influence of the finite penetration of the surface

state into the wire will be most apparent at the corners, which cannot anyway be treated as

perfectly sharp, and at the bottom of the wire, where the wire touches the dielectric. To model

this we assume a small distance of 1 nm between dielectric and bottom of the wire and round

the edges of the hexagon by the equivalent of 0.2 nm, which is much smaller than estimates for

the penetration depth of the surface state and so likely overestimates the sharpness of the voltage

spikes at the corners.

Supplementary Note 16. Influence of geometry on charge density of sub-band minima

Having obtained an upper bound for the chemical potential anisotropy around the wire, δµ(φ), we

can use this to calculate the full change of the resulting sub-bands through the matrix elements

〈`, η| δµ(φ) |`′, η′〉 between different sub-bands, where ` is the angular momentum and η = ±
indicates particle/hole sub-bands. These matrix elements can be simplified since

〈`, η| δµ(φ) |`′, η′〉 = ξ†`,η(k)ξ†`′,η′(k)

∫
dφ

2π
ei(`

′−`)φδµ(φ) =
[
ξ†`,η(k)ξ`′,η′(k)

]
δ|`−`′|,n

δµ(n)

2
(15)

where the product in square brackets accounts for Klein-tunnelling effects and we have used the

Fourier cosine transformation of the anisotropic chemical potential δµ(φ) =
∑∞

n=1 δµ(n) cos(nφ).

Diagonalising the full Hamiltonian matrix for each k we can obtain the band structure for a given

average chemical potential µ̄. An example of the resulting sub-bands is shown in Supplementary

Fig. 6c which is calculated for the parameters of device 1 when it is tuned to the Dirac point. As

expected from the above discussion on Klein tunnelling, there is little alteration to the locations

13

— 88 —



of the sub-band minima in terms of energy apart from a small splitting of the lowest angular

momenta sub-band ` = ±1/2 away from k = 0, which results from the fact δµ(1) is largest. Since

this sub-band is anyway not visible in our experiment the theoretical discussion of transport in the

main text is essentially unchanged by geometric effects. In particular, the theoretical plot Fig. 3

of the main text, which shows that resistivity peaks are equally spaced as a function of chemical

potential for a circular wire, remains valid for our geometry apart from very small shifts in peak

positions and the onset of a finite conductivity at a slightly smaller chemical potential.

Despite this, we see in Supplementary Fig. 6c that for large k the bands and their net velocity are

affected by the anisotropies arising from µ(φ). Thus the charge density n(µ̄) is modified, which

is the quantity controlled in our experiment by the gate voltage. To estimate the influence of the

anisotropy on the position of the peaks as a function of charge density – rather than chemical

potential – we show in panel Supplementary Fig. 6d the charge density at which the bottom of a

sub-band occurs and a resistivity peak is expected (to be compared to Fig. 2d of our paper). The

plot is calculated self-consistently by tuning the chemical potential to a given sub-band minimum,

then recalculating all bands for the applied potential. This allows the recalculation of densities

and applied voltages in an iterative procedure until convergence is reached.

Supplementary Fig. 6d shows the resulting effect is small for all three of our experimental devices,

which differ by the amount of gate voltage (V 0
G = 30.5, 10, and 18.5 V for device 1, 2, and 3,

respectively) needed to reach charge neutrality. For negative voltages the effects are completely

negligible for all three devices but for positive voltages which add to V 0
G there is a small effect

visible, most pronounced for device 1 as V 0
G is largest in this case. More precisely, we find that

the change of density ∆n is smaller than 0.2 2π
RW

which corresponds to a change of gate voltage

of ≈ 4.5 V for the largest peak shift of device 1, i.e. ` = 7/2 for ∆VG > 0. Actually, this trend

is consistent with our data (the circular-wire fits predict the position of the peak at ∆VG ≈ 24 V

but it occurs experimentally at ∆VG ≈ 27 V). Although this might indicate the change of charge

density is just visible in our experiment, one should also take into account experimental noise,

the substantial uncertainties in our electrostatic modeling, and further small perturbations to the

sub-band structure, e.g. due to non-linearities of the Dirac spectrum.

For device 2 the effect of anisotropies is smaller compared to device 1, while device 3 is similar to

device 1. In device 2 we find a maximal shift in density of 0.12 2π
RW

or ≈ 2.5 V for the largest shift

in a peak, i.e. for ` = 7/2 of the upper Dirac cone, which occurs at ∆VG = 28 V. We therefore

conclude that the effects of gate-, dielectric- and shape-induced anisotropies on charge density are

small for our experimental set-up and do not affect our modelling of the experiment. In particular

the presence of quantum-confined surface states in a bulk-insulating quantum wire identified by

resistivity peaks with a super-linear dependence on gate voltage remains valid our set-up, but

geometric effects may be relevant for future devices, in particular when a large gate voltage is

necessary for accessing the Dirac point.
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66
Proximity-induced

superconductivity in TI
nanowires

Inducing superconductivity by the proximity effect into the surface states of topo-

logical insulator nanowires is a promising route not only to realize Majorana

fermions, but also to explore the peculiar physics of the topological surface states.

In this chapter, results on electronic transport measurements at cryogenic temper-

atures of proximity-induced superconductivity in BST nanowire Josephson junc-

tions are discussed.

As superconductors, two kinds of material are used, niobium (Nb, Sec-

tion 6.1), and vanadium (V) enclosed in the stacking composition Ti/V/Ti/Al

(Section 6.2). In both systems, a fully dissipationless current across the Joseph-

son junction is observed. In a current-based wiring with standard lock-in technique

(details in Chapter 3.3), the differential resistance is measured at magnetic fields

in all spatial directions. In fields perpendicular to the nanowire axis, no Fraun-

hofer interference patterns are observed, which is consistent with the picture of

quasi-one-dimensional transport. Gate-dependent resistance oscillations similar to

previous normal state experiments (Chapter 5) are observed and the critical cur-
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rent of the junctions follows approximately the inverse behavior.

After characterizing the successful proximitization by Josephson junction

physics, electronic transport is investigated further. In Section 6.4, tunneling spec-

troscopy measurements are presented, in which the density of states is measured

close to the superconducting leads. These measurements lay the foundation to-

wards precisely resolving the electronic states within the superconducting gap in

proximitized TI nanowires.

6.1 Nb Josephson junction on BST nanowire

In this section, the proximity induced superconductivity by Nb in BST nanowires is

investigated in Josephson junctions. The SEM micrograph in Figure 3.1a shows a

representative device, featuring a nanowire Josephson junction in pseudo-4-point

wiring. This type of device is used to fine-tune the fabrication, nanowire surface

preparation and metallization details in order to improve the proximitization, before

proceeding to more complex device architectures.

6.1.1 Temperature dependence

At base temperature, the main task is to access the characteristic physics of the

topological surface states. This is only possible if the chemical potential of the

nanowires lies close to charge neutrality. For this purpose, the high temperature

part of a cooldown curve is insightful, revealing the temperature dependence of

the resistance of the nanowire in the normal state. Figure 6.1 shows the cooldown

R-T-curve of Device 1. The normal state temperature dependence, shown by the

upper inset, features a wide hump between 20 K and 80 K, and a swift upturn below

18 K. This shape is consistent with (Bi1−xSbx)2Te3 nanowires and thin films with

good charge carrier compensation [1, 100, 106].
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Figure 6.1: Cooldown curve of Device 1. Upper panel: Tempera-
ture dependence of resistance in the normal state and onset of the
superconducting transition. Enlarging the curve vertically around its
normal resistance reveals one of the typical R-T characteristics of bulk-
insulating (Bi1−xSbx)2Te3 nanowires and thin films. Lower panel: Full
cooldown curve. Inset: Enlarged completion of the superconducting
transition down to zero resistance. Steps in the curve are due to the
cryostat temperature readings.

Below 8 K, the Nb leads turn superconducting (Appendix A.2) and the junc-

tion resistance starts to suddenly drop. At the lowest temperatures, as shown

by the lower inset, the resistance is steadily dropping and approaching, but not

quite reaching zero yet, which will be achieved later, after a longer period of ther-

malization. As measured subsequently and shown in Figure 6.2a, this Josephson

junction has a critical current of 6.1 nA. Following the argument in Section 2.4.1,

expressing the corresponding Josephson coupling energy in units of kB yields a

temperature of EJ0(Ic = 6nA)/kB ≈ 143mK. Hence, the incomplete supercon-

ducting transition in the cooldown measurement might be owed to the slowly

decreasing effective temperature of the sample and nearby wiring in the 100 mK

range. After the onset of superconductivity at 8 K, reaching zero resistance took

about 9 h.
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Figure 6.2: Device 1: Differential resistance at low bias cur-

rents. At basetemperature, a dissipationless current flows through
the junction. Increasing the bias current reveals a critical current of
IC = 6.1 nA, followed by a flat curve. The features below the critical
current are possibly due to imperfections in the interface, see text.

Figure 6.2 shows the differential resistance of Device 1 at low biases, mea-

sured with an lock-in exciting current of Iex = 0.1 nA. Now, that the sample in

the cryostat has thermalized to base temperature at T = 17mK, a dissipationless

current flows though the nanowire Josephson junction, at bias currents within

Ibias = ±3 nA. At higher biases, a small but nonzero voltage drop is measured

until large peaks appear at the critical current IC = 6.1 nA. The finite resistance

between 3 nA and 6 nA could be caused by an imperfect interface, as it has been

observed in Nb junctions on etched (Bi1−xSbx)2Te3 nanowires [35], W junctions on

milled Bi2Se3 flakes [37], as well as in other systems with nonideal interfaces [118].

6.1.2 Transparency and induced gap

By measuring the differential resistance up to higher bias currents, further informa-

tion can be gained such that the nanowire Josephson junction can be characterized

in terms of transparency and induced superconducting gap. Such a measurement

must be continued up to at least twice the bias voltage corresponding to the

superconducting gap of the Nb leads. This can be estimated with the help of the
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transition temperature TC,Nb ≈ 8.0K of the Nb leads measured during cooldown

(measured in other device branches on the same chip, see Appendix A.2), using

the BCS relation ∆(0) = 1.76kBTC,

∆Nb,leads(0) ≈ 1.2meV. (6.1)

Figure 6.3 shows the resulting I-V characteristic of Device 1. This curve is

calculated from the current-biased differential resistance measurement via inte-

gration of the measured voltage drop.

Figure 6.3: Device 1: I-V characteristic. The data is taken in a
differential, current based setup and the absolute voltage values are
calculated via integration. Above 900 µV, the curve is linear, with
a slope of RN = 2.53 kΩ. Fitting a line to this section reveals an
offset of Iexc = 49.1 nA, the excess current. The induced supercon-
ducting gap can be estimated as half the onset of the linear regime,
∆induced = 0.45meV.

When the bias current exceeds the critical current, the measured voltage

increases abruptly. Upon further increase of the bias current, the curve approaches
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a linear behavior in a rather featureless manner (differential conductance curve in

Figure A.2). Only when the resulting bias voltage exceeds twice the energy scale

of the induced superconducting gap, the I-V curve is expected to turn fully linear.

This threshold can be visualized by fitting a linear function to the I-V curve, as

shown in Figure 6.3. The slope indicates a normal resitance of RN = 2.53 kΩ, and

the linear regime begins at a bias voltage of 900 µV. The induced superconducting

gap can be estimated as half of this value,

∆induced ≈ eVlinear/2 ≈ 0.45meV. (6.2)

In relative terms, this amounts to

∆relative = ∆induced/∆Nb,leads(0) = 0.375 (6.3)

of the estimated superconducting gap of the Nb electrodes as fabricated.

Even though the I-V curve is linear above the 2∆induced voltage threshold, this

part does not extrapolate to zero, but is shifted by a remaining superconducting

contribution. The so-called excess current can be determined by extrapolating the

fitted line to zero bias voltage and taking the current axis intercept,

Iexc = 49.1 nA. (6.4)

With the extracted normal state resistance RN, excess current Iexc and in-

duced superconducting gap ∆induced, the interface transparency can be calculated

according to the OTBK theory (Section 2.4.6). Due to the rather small excess

current and no significant subharmonic energy-gap structure, the onset of the

linear regime is not clearly visible. Figure A.2 shows the differential conductance

calculated by differentiation, which shows a clear break from linearity at 900 µV.

Nonetheless, in order to accomodate a certain error of estimating a reasonable

2∆induced, it is calculated with a 10 % error, which yields qualitatively the same

results (details in Appendix A.3.1). To show how this error translates, the error

margins are included for the calculation steps of this device.

The interface barrier height can be determined after caluclating the fraction
eIexcRN
∆induced

= 0.28± 0.03 as

Z = 0.91± 0.02, (6.5)
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The interface transparency then computes as T = 1
1+Z2

,

T = 0.547± 0.010. (6.6)

This moderate transparency is consistent with the absence of a clear subharmonic

gap structure [80, 82]. The relatively small error shows that the transparency

does not change significantly if the fit parameters to the I-V curve are varied.

Thus, it will be omitted in the discussion of the following devices. Next, the

characteristic length scales of electron transport can be estimated based on the

available numbers.

For the mobility, although literature values report larger values of µ >

1000cm2/V s [27, 38, 119–121], similar works have reported µ ≈ 600cm2/V s
[18] on etched (Bi1−xSbx)2Te3 nanowires. From the electrostatic gating experi-

ments in Chapter 5 mobilities of the order µ ≈ 300cm2/V s can be estimated.

This was done [122–124] by fitting the average slope of the conductance gating

curve G(Vgate), and making use of the galvanic capacitances calculated from the

same experiments. Essentially, µ ≈ ∆G/∆U ·L2/C with L the channel length and

C = cL · L the galvanic device capacitance.

From the experiments in Chapter 5, mean free paths larger than the nanowire

radius were concluded [2], however in device architechtures with much larger dis-

tance between the contact leads. In case of the Nb devices presented here, with

much smaller contact distance-to-width ratio, the junction fabrication might have

a more damaging effect on the TI. Analogous to [50], the mean free path can be

calculated by le = vFτ and τ = h̄σ
√
π/n/(e2vF), which yields le ≈ 6.8 nm. From

similar works on Nb Josephson junctions on etched (Bi1−xSbx)2Te3 nanowires,

mean free paths were reported of le = 2.29 nm [35].

Using the estimated induced superconducting gap ∆induced ≈ 0.45mV, the

coherence length ξ =
√
h̄D/∆ind with the diffusion constant D = vFle/d in d

dimensions [125] can be calculated. Using vF = 4.4× 105m/s [58] and le = 2 nm

in 3D as a lower bound, and le = 50 nm in 1D as an upper bound, the coherence

length is expected to lie within ξ ≈ 20− 180 nm.

Based on these numbers and a junction length of LN ≈ 40 nm, the junctions

can be assumed to be in the intermediate regime, at most quasi-ballistic but
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rather diffusive. The intermediate regime makes generally sense, because surface

states and the residual finite bulk contribution have different properties. In terms

of length regime, the junctions can be assumed to be in the short limit since the

junction length is shorter than the critical length LN < LC ≈ 3.65ξ [126], even

for the lower estimate of the coherence length.

For this regime, the product of ICRN = 15.4 µV lies two orders of magnitude

below the ideal value 1.32π∆ind/e for short diffusive SNS junctions [126–128],

which could be connected to the formation of a screened dipole layer at the

interface [78].

6.1.3 Magnetic field

At base temperature, the nanowire Josephson junction is measured in the field

of a vector magnet in the three natural directions with respect to the nanowire

orientation and the substrate, parallel to the nanowire axis as well as perpendicular,

in-plane and out-of plane of the substrate. As before, differential resistance is

measured with lock-in technique as a function of bias current, but now additionally

as a function of magnetic field.

In the normal state, the TI nanowires have shown particular signatures of

quasi-one-dimensional transport due to the quantum confinement of the circum-

ferential direction of the topological surface states into sub-bands. In magnetic

field, this concerns the field direction parallel to the nanowire axis, which gives

rise to Aharonov-Bohm-like resistance oscillations 2.2.2. Individual sub-bands are

shifted in energy, depending on their angular momentum around the lateral surface

of the nanowire, which can now be probed in the superconductive state.

In the directions perpendicular to the nanowire axis, the main question is,

whether Fraunhofer patterns emerge. These modulation patterns of the critical

current are typically observed in larger Josephson junctions (Section 2.4.2). The

magnetic flux through the N part of the Junction causes a phase gradient and

therewith an oscillating current density along the width of the Junction, creating

a slit-like diffraction pattern. However, in a quasi-one-dimensional system, this

degree of freedom is missing, and the modulation pattern is not expected to
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arise. Interestingly, since the nanowires are of comparable height and width, this

measurement can be made in both perpendicular directions, in-plane as well as

out-of-plane of the substrate plane.

In order to estimate the expected magnetic field periodicity of a potential

Fraunhofer pattern, three factors must be taken into account. The projected area

of the nanowire segment between the junction electrodes, the London penetra-

tion depth of the magnetic field into the Nb electrodes, and the flux focusing

resulting from the expulsion of the magnetic field from the Nb electrodes. The

scope of this estimation is to show that the absence of Fraunhofer patterns in the

following measurements stems from the nanowire junctions being in the quasi-

one-dimensional transport limit. The trivial case that the side-lobes of the pattern

disappear simply due to the magnetic field exceeding the critical field, can be ex-

cluded by showing that the observed monotonous decay spreads to much higher

fields than the expected Fraunhofer-pattern periodicity.

Estimation of Fraunhofer periodicity in out-of-plane direction. The effective

magnetic flux through the N-part of the junction can be estimated as follows [23,

34, 129], illustrated in Figure 6.4. The effective length of the junction is longer

than the visible nanowire link between the Nb leads, because the magnetic field

can partly penetrate the superconductor of the order of the London penetration

depth. Furthermore, the main part of the Nb electrodes expel the magnetic field

due to the Meißner-Ochsenfeld Effect, causing the field between the centers of

both electrodes to be focused towards the junction center, the so-called flux-

focusing effect. However, since the relevant measure for the Fraunhofer pattern

is the magnetic flux through the area of the effective N-part, the details of the

field penetration into the superconductor can be neglected. Hence, the effective

flux can be estimated by multiplying the applied field with the area, within which

the field is focused towards the junction center,

Φ = B(LN + 2 ·
1

2
LNb)WN = B · Aeff,OOP, (6.7)

with LN the lenght of the N-part of the Junction, i.e. the length of the nanowire

link between the junction electrodes, LNb the length of the Nb electrodes, WN the
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width of the N-part (or nanowire), Aeff,OOP the effective area and B the applied

magnetic field. Inserting the device dimensions LN = 40 nm, LNb = 500 nm,

WN = 30 nm yields

BΦ0,OOP =
Φ0

Aeff,OOP
=

Φ0
(40 nm + 500 nm) · 30 nm ≈ 0.13T (6.8)

as the expected out-of-plane Fraunhofer periodicity.

Figure 6.4: Schematic of the flux focusing effect in the nanowire

Josephson junction device: out-of-plane field direction. In order
to estimate the periodicity of a potential Fraunhofer pattern, the effec-
tive magnetic flux through the nanowire segment must be estimated.
Since the London penetration depth also increases the effective area
of the exposed nanowire, it can be neglected. The flux focusing due to
the expulsion of the field from the Nb electrodes is what significantly
increases the field in the junction center.

Estimation of Fraunhofer periodicity in in-plane direction. Following the

same argumentation as for the out-of-plane direction, for the in-plane direction

of the magnetic field, an effective area for the calculation of the magnetic flux

can be estimated by increasing the lenght of the N-part of the junction by twice

the length scale, over which the magnetic field is focused from the Nb electrodes

towards the junction center. In this case however, since the magnetic field is ap-

plied parallel to the Nb film, the cross sectional area of the Nb it encounters is
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much smaller. Hence, the focusing of the field towards the junction occurs only

over a distance as large as half the film thickness, approximately. Any field passing

further away from the central edge of the Nb electrode would rather be deflected

above or below the Nb film [23]. Hence,

BΦ0,IP =
Φ0
Aeff,IP

=
Φ0

(40 nm + 35 nm) · 30 nm ≈ 0.92T, (6.9)

with TNb = 35 nm the Nb film thickness.

Figure 6.5: Schematic of the flux focusing effect in the nanowire

Josephson junction device: in-plane direction. Similar to the out-
of-plane direction illustrated in Figure 6.4, the in-plane direction follows
the same argumentation. However, the flux focusing effect is much less
pronounced, because the projected area of the Nb contacts is much
smaller due to the field direction being in-plane to the Nb film. Hence,
the field is expelled only over a length scale of the order of half the Nb
film thickness towards the junction center.

Measurement. The differential resistance maps measured in magnetic field paral-

lel, perpendicular in-plane and out-of plane to the nanowire on the device substrate

are shown in Figure 6.6b and d. The bright line stems from the sharp peaks in the

differential resistance, and can be retraced in order to find the critical current of

the junction at each magnetic field value. The unusual choice of colorscale makes

the identification of the normal state resistance possible by its narrow change in

color at low values.

In both field directions perpendicular to the nanowire axis, the critical cur-

rent is never reduced to zero, but is only at most reduced to half its zero-field

value of 6 nA to roughly 3 nA. In-plane, the zero-resistance state and the switch-

ing current peaks persist in a damped manner up to the full field range of 1 T.

Out-of-plane, where the flux focusing effect is much stronger and causes the ef-

fective field through the junction to be several times higher, the critical current
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is still not reduced to zero, but the entire curve is smeared out above a magnetic

field strength of 0.6 T. Hence, in both perpendicular directions to the nanowire

axis, no Fraunhofer diffraction pattern is observed, even though, according to the

estimation in the previous sections, a destructive interference - and therewith a

switching current reduction to zero - would be expected around a field scale of

0.92 T and 0.13 T, respectively. These findings are consistent with the quasi-1D-

limit observed in the normal state.

Both perpendicular directions show a noticeable fluctuation on top of the

monotonous decay of the switching current, which have at least the following two

origins. On the one hand, the discontinuities appearing as vertical cuts through

the heatmap, repeating the pattern of a slightly lower field scale, stem from mag-

netic flux jumps. The Nb leads in these devices are fabricated in a tapered shape

from the large bonding pads to the small junction leads (as shown in Figure 3.1b).

Therefore, apart from the sudden formation of vortices in the type II supercon-

ducting electrodes, which abruptly change the effective flux through the junction

in a step-wise manner, these can also migrate with increasing field towards the

junction, in the direction of the lead narrowing, resulting in a gradual distortion

of the pattern. As expected, these occur at a much higher frequency in the out-

of-plane direction.

On the other hand, (Bi1−xSbx)2Te3 nanowires are prone to charge jumps.

Trapped charges, sudden changes in the disorder landscape, fluctuations of the

chemical potential throughout the crystal influence transport in a complicated

way. Apart from simply occuring randomly over time [1, 2], the application and

change of magnetic field can trigger these as well, causing step-wise changes in

transport behavior (Section 4.9.2).

In the field along the nanowire axis, Figure 6.6c, the zero resistance and the

pronounced switching current peak begin to blur above 1.5 T, but superconduc-

tivity persists at least up to the measured field range of 3 T. In this field direction,

the Nb film has the least projected area and only a few flux jumps occur. The

oscillation of the switching current on top of its monotonous decrease, being

much smoother compared to the other field directions and at a lower field peri-

— 102 —



6.1. NB JOSEPHSON JUNCTION ON BST NANOWIRE

Figure 6.6: Device 1: Differential resistance in magnetic field.

Bright line shows the switching current. a Schematic of field direc-
tions with respect to nanowire orientation. b, d Perpendicular field
out-of- and in-plane, showing no Fraunhofer pattern, which would be
expected to reduce the critical current to zero at approximately 0.13 T
and 0.92 T, respectively (white arrows). Instead, the critical current
persists with more than half its zero-field value up to 1 T and 0.6 T,
respectively. The absence of Fraunhofer patterns in perpendicular field
is consistent with the quasi-1D picture of the induced superconductiv-
ity. c Field along the nanowire axis with surviving zero-resistance state
over the measured field range of 3 T and potential signs of AB-like
oscillations.

odicity, reasonably matches possible AB-like oscillations. The concrete periodicity

is however obscured by the interruptions. The strongest among these, occurring

at Bll = 1.1T, resembles the typical charge jumps in magnetic field. These not

only cause step-wise changes in resistance, but also switch abruptly from one ex-

emplary AB-like oscillation mode to a completely different one, similar to what is

observed in the normal-state magnetoresistance.

Now that the induced superconductivity in (Bi1−xSbx)2Te3 nanowires has

been observed and measured with niobium as superconductor, the next section

shows the results on another type of device in which vanadium is used as super-
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conductor in the Josephson junction.
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6.2 TiVTiAl Josephson junctions onBSTnanowires

Ongoing research by P. Umesh showed that Josephson junctions can be fabricated

by using the stacked metals Ti/V/Ti/Al on BiSbTeSe2 flakes. A complication is

the mechanical strain resulting from the mismatch between V and BSTS. This 4-

layered metallization makes use of a Ti buffer layer, which is repeated above the V

layer to reduce the strain, as well as an Al layer, protecting from oxidization from

above. Similarly, in this work, (Bi1−xSbx)2Te3 nanowire Josephson junctions were

fabricated with TiVTiAl metallization (details in Section 3.2.7), to investigate

the proximitization on the VLS grown BST nanowires. In the following sections,

elecronic transport measurements at cryogenic temperatures are shown, similarly

to the measurements performed on the Nb Josephson junctions.

Figure 6.7: Device 2: Differential resistance in dependence at low

bias currents. A dissipationless current flows through the junction at
low bias. The critical current peaks around IC = 1.34 nA appear to be
thermally broadened, see text.

At base temperature, the voltage drop over the junction disappears almost

completely, and the supercurrent survives up to a bias of 1.34 nA. The shape of the

differential resistance sweep shown in Figure 6.7 is broadend to a certain extent.

The small resistance at zero bias increases upon approaching the IC-peaks which

are widened as well. Thermal broadening and noise contribution are potential
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reasons for this, since the Josephson coupling energy calculated from the critical

current is not much larger than the thermal energy scale at the base temperature

of 18 mK, namely EJ(1.34 nA) ≈ 32mK [66].

6.2.1 Transparency and induced gap

By extending the differential resistance measurement to high bias currents, the

I-V characteristic, shown in Figure 6.8, is obtained through integration. Fitting

a line to the linear regime and extrapolating it to zero voltage yields an excess

current of Iexc = 21.3 nA. The linear region extends down to 0.66mV, hence the

induced superconducting gap can be estimated as

∆induced = 0.33meV, (6.10)

and the OTBK transparency then yields

T = 0.571 (6.11)

The normal state resistance of RN = 5.33 kΩ suggests that the nanowire

is bulk-insulating. To put this estimated induced superconducting gap in rela-

tion to the pristine V, the literature value must be taken due to the lack of

cooldown data of the fabricated TiVTiAl leads. With a critical temperature of

TC = 5.45K [130], the estimated superconducting pairing gap would be ∆(0)V =

1.76kBTC = 0.83meV. Comparing the induced gap extracted from the I-V curve

yields

∆V,relative = ∆V,induced/∆V,leads(0) = 0.398. (6.12)

6.2.2 Magnetic Field

In magnetic field, the differential resistance behaves similarly to what was observed

in the Nb measurements. In both field directions perpendicular to the nanowire,

in-plane and out-of-plane of the substrate surface, there are no signs of a Fraun-

hofer pattern. Similarly as done for Device 1 in Section 6.1.3, the magnetic field

expected to create the first Fraunhofer dip can be estimated as follows. The
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Figure 6.8: Device 2: I-V characteristic. Data integrated from a
differential resistance measurement. Linear curve fit for extraction of
Iexc = 21.3 nA, RN = 5.33 kΩ and ∆induced = 0.33meV

nanowire segment between the junction electrodes has a width of 30 nm and a

length of 100 nm, the TiVTiAl electrodes are 45 nm thick and the flux focusing

is estimated to occur over a distance of 500 nm as before. Thus, the maximal

magnetic field expected to cause a Fraunhofer dip computes as

BΦ0,IP =
Φ0
Aeff,IP

=
Φ0

(100 nm + 45 nm) · 30 nm ≈ 0.48T

BΦ0,OOP =
Φ0

Aeff,OOP
=

Φ0
(100 nm + 500 nm) · 30 nm ≈ 0.11T

(6.13)

for the in-plane (IP) and out-of-plane (OOP) direction, respectively.
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Figure 6.9: Device 2: Differential resistance in magnetic field.

Differential resistance in dependence of bias current, in both magnetic
field directions perpendicular to the nanowire axis. White arrows mark
the expected first zero crossings if a Fraunhofer pattern was present.
a In-plane and b out-of-plane of the substrate surface.

6.2.3 Topologial surface states

Figure 6.10 shows the effects of changing the chemical potential in the nanowire

by electrostatically charging the backgate of the substrate. The critical current

increases and decreases repeatedly upon changing the gate voltage, following the

inverse behavior of the normal state gating curve. Depending on the location of

the chemical potential, alternating oscillations in magnetic field parallel to the

nanowire axis can be observed, which could be of AB-like origin.
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Figure 6.10: Device 2: Signatures of the topological surface

states in the TiVTiAl Josephson junction on a BST nanowire.

a Above: Inverse critical current measured at different gate voltages,
in comparison to the normal-state gating curve. Below: Gate voltage
dependence of ICRN, calculated from the values above. b Magnetore-
sistance (above) and background-subtracted oscillations (below) inside
the NW junction at four distinct gate voltges, −8.7V, −6.7V, −4.5V
and 0V, where the gating curve shows consecutive peaks and dips,
marked with color-matched dashed lines.

In order to obtain the gating curve of the nanowire normal resistance, a

constant bias current above the critical current is set of Ibias = 2 nA. Then,

the gate voltage is changed while the resistance of the nanowire is measured.

The upper subplot of Figure 6.10a compares this curve (black) with the critical

current measured at different gate voltages, plotted as its inverse (red). Both

curves show a strikingly similar behavior, increasing and decreasing repeatedly

with gate voltage. The horizontal spacing of these up and down movements in

terms of gate voltage is consistent with the expected magnitude for the the TSS

sub-band spacing [1]. Thus, it is possible that some of these fluctuations originate

from the chemical potential crossing the size-quantized TSS sub-band bottoms.
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However, it must be noted that a conclusive association of such oscillations in

the gating curve with specific subband crossings in the nanowire is a complicated

task [17].

The magnetoresistance curves shown in panel b are measured at consecu-

tive minima and maxima of the gating curve. They likely contain contributions

of AB-like as well as AAS oscillations of half the periodicity. Since the expected

AB-periodicity lies within 3 T, and 6 T, maximally two periods can be observed

within the measured field range of 6 T. Additionally, the low field oscillations are

usually distorted from the strong weak antilocalization dip, making the identifica-

tion of the AB-like oscillation modes difficult, without enough visible oscillation

periods at higher fields. Only one of the measured magnetoresitance curves shows

a prototypical AB-like oscillation, the one measured at Vgate = −6.7V, namely the

0-ABLO mode, in which the resistance is highest at Φ0/2. However, a distinct

appearance of the magnetoresistance curves measured at resistive peaks versus

the curves measured at resistive dips can be made out.

The lower part of Figure 6.10a shows the product ICRN calculated from

the resistance and switching current values measured versus gate voltage plotted

above. The curve is approximately constant over the measured voltage range

within ±10%, with the highest values on the sides and the lowest value in the

center, around 0 V.

The average of ICRN = 5.97 µV lies more than orders of magnitude below

the ideal value 1.32π∆ind/e for short diffusive SNS junctions [126–128]. Similar IC
and RN dependencies have been observed in Al junctions on BiSbTeSe2 flakes [34]

and Al-InAs nanowire junctions [125, 131], and without gating dependence on W-

Bi2Se3 [37], all with higher absolute ICRN compared to the superconducting gap.

A probable reason for the low ICRN values presented here is the formation of a

charge-accumulation layer at the interfaces which can significantly suppress the

critical current [78]. The Fermi energy mismatch between superconductor and TI

nanowire makes the transparency of the S-N interface drop rapidly, which makes

it become essentially a S-I-N interface with an insulating barrier in between, as

described in Section 2.4.3. Changing the chemical potential by electrostatic gating
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only has effect in the TI nanowire and not in the superconductor, where the Fermi

energy is pinned. It is therefore reasonable to expect that the charge accumulation

layer at the interface - and hence the ICRN product - cannot easily improve with

gate voltage.

Figure 6.11: Device 2: Differential resistance in parallel mag-

netic field. a Measured at a gate voltage of VG = −4.5V on the
highest resistive peak of the gating curve (Figure 6.10a, bright green
dashed line), the switching current decreases monotonically with field
and the supercurrent fades out around 2T. b At VG = 0V (bright yel-
low dashed line), in a resistive dip of the gating curve, the switching
current increases symmetrically in field and bias current from zero field
to 0.5T, and decreases monotonically in a similar manner. Dashed lines
as guide to the eye showing the symmetry and absence of hysteresis in
both directions, horizontal lines at ±1.1 nA and ±1.35 nA. Both mea-
surements are swept in bias current and stepped in magnetic field both
from negative to positive values.

Figure 6.11 shows the differential resistance measured in magnetic field along

the nanowire axis at two different gate voltages. The two distinct situations in the

gating curve are shown by the bright green and yellow dashed lines in Figure 6.10a,

on the top of the highest resistive peak within the measured gate voltage range,

and inside a dip next to it. While both heatmaps show a similar monotonic decay at

higher fields and the dissappearance of the Josephson current around Bll = 2T,

their low-field behavior is different. The measurement within the resistive dip

shows an increase of switching current with magnetic field below 0.5 T, which is
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a rather unusual phenomenon.

An elevation of switching current with magnetic field has been observed in

Al Josephson junctions on Ag, InAs and InSb nanowires [77, 131, 132] and has

been attributed to quasiparticle thermalization or even topological effects, but

none of the settings are applicable to the present case. The quasiparticle ther-

malization effect has been attributed to a change of hysteresis between switching

and retrapping current [133] in a 4-probe setup, which are both not present in

the measurements presented here. The white dashed lines are guides to the eye

for the purpose of showing the symmetry of the measured patterns in terms of

magnetic field as well as bias current.

In the present case, the increase of the switching current at low fields could

have a different origin, in line with the aforementioned observations. The low-field

behavior of the magnetoresistance in Figure 6.10b shows a different trend at the

respective gate voltage locations, and could therefore cause a certain increase or

decrease of IC in low field. The fact, that the low-field increase is associated with

a resistive dip and the monotonic decrease with a resistive peak, is somewhat

counterintuitive, when compared to the commonly known simple chess-pattern-

like picture of AB-like oscillations and TSS sub-bands. However, a major insight

from the published work in Chapter 5 are new criteria for the association of

resistance peaks in gating curves to sub-band energies. In the weak-scattering

limit, a resistive peak arises whenever the chemical potential crosses a sub-band

bottom edge, due to the sharp increase of scattering probability across sub-bands.

Therefore, the simple picture that any resistive peak in the gating curve comes

from the chemical potential being in-between of sub-band bottom edges and will

therefore be lowered with magnetic field which splits the neighboring sub-bands

towards conduction and vice-versa is not directly applicable here.

6.3 Comparison

Josephson junction on (Bi1−xSbx)2Te3 nanowires using two different supercon-

ductors were shown, Nb and V enclosed in the stack TiVTiAl. Table 6.1 lists the
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values, that were extracted from the differential resistance measurements as well

as from the integrated I-V curve. On an absolute scale, the Nb junction shows a

larger induced superconducting gap, which is in line with the fact that bulk Nb

has a larger bulk gap than V. However, the relative value ∆rel = ∆ind/∆leads/bulk,

in which the induced gap is compared with the bulk value, is slightly higher for

TiVTiAl. Here it must be noted, that due to the absence of cooldown data, the

induced gap of TiVTiAl was compared to the literature bulk value for V, instead

of the estimated gap based on the on-chip critical temperature of the leads, as

it was done for Nb. If the same had been done for Nb, in a comparison with the

literature bulk value, the difference between both relative induced gaps would be

approximately 30 %.

Device (SC) RN Ic Iexc ∆ind T ∆ind/∆leads/bulk

1 (Nb) 2.53 kΩ 6.1 nA 49.1 nA 0.45 mV 0.547 0.375
2 (TiVTiAl) 5.33 kΩ 1.34 nA 21.3 nA 0.33 mV 0.571 0.398

Table 6.1: Comparison between the extracted values of the shown devices,

characterizing the proximitization of Bi2(TexSe1−x)3 nanowires by Nb and

TiVTiAl. The absolute values of the induced gap are larger for Nb, but on a relative
scale, TiVTiAl lies slightly above. It must be noted, that in the TiVTiAl case, the
induced gap was compared to the literature bulk value, while the Nb values were
only compared to the gap calculated from critical temperature of the fabricated
leads, which is lower than the literature bulk value. In terms of transparency, the
TiVTiAl junction also shows a slightly higher number.

In terms of OTBK transparency, the value calculated for TiVTiAl lies again

above the result for Nb, but the difference is much smaller. Since none of these

transparencies are particularly high, from a qualitative perspective they are both

in the same regime, and for a more reliable comparison, more devices would need

to be measured.
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6.4 Tunneling spectroscopy on proximitized TI

nanowires

For the following series of experiments, more elaborate device architectures were

conceived, for the purpose of directly measuring the density of states in the prox-

imitized TI nanowires. The devices shown are the two first working generations

of such devices and are therefore a proof of principle and the first steps towards

reliably fabricating such devices. Here, the Nb-BST Josephson junction devices

are capped with a thin layer of Al2O3, and normal metal tunneling electrodes from

Pt/Au are defined. These are made narrow and placed as close as possible to

the superconducting leads. For a more detailed description of the fabrication see

Section 3.2.8.

Figure 6.12 shows tunneling spectroscopy at the edge of two Josephson

junctions in magnetic field parallel to the nanowire axis, along with SEM images

of the devices. Within certain field ranges, reduced densities of states around zero

bias voltage was measured. In the case of panels a and c, this is only observed

with a field in the range of 2 − 4.5T. The linecuts at 0 T and 6 T only show a

number of unidentified features at a sub-millivolt scale, which seem to shift with

increasing field in individual directions roughly by the same order of magnitude.

These are unlikely linked to any TSS sub-band physics, since the expected energy

spacing of the sub-bands is of the order of 15 meV, see Section 2.2.1.

The line cut at 3.2 T however, which passes through the middle of the trench

in tunneling conductance, shows a clearly visible dip around zero bias voltage,

which is also its global minimum. On both sides it rises into two roughly symmetric

shoulders that are approximately 350 mV apart. In the Nb-nanowire Josephson

junction devices, an induced superconducting gap of ∆induced ≈ 0.45meV was

estimated (Section 6.1.2). Such narrowed dips (compared to the induced gap)

with faint shoulders is have been observed in tunneling electrodes on proximitized

conductors at macroscopic distances of the proximitizing superconductor [134].
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Figure 6.12: Tunneling spectroscopy on proximitized BST

nanowires in parallel magnetic field, devices 3 and 4. a, b SEM
images of Device 3 and Device 4, with the respective tunneling mea-
surements shown in c and d. S denotes superconductor (Nb) and T
tunneling contact (Pt/Au). The fabrication from a was improved and
narrower tunneling contacts were obtained in b, that are as close as
possible to the S lead, if possible without direct contact. c Lower
plot: Tunneling spectroscopy in magnetic field up to 6T parallel to the
nanowire axis. Upper plot: Linecuts at zero, intermediate and highest
field, with individual offset for visibility and dashed lines as guide to
the eye at 0.8 µS, each. Around zero bias, a dip of reduced density of
states forms in intermediate field and closes again towards maximum
field. The field scale of roughly 6T equals the expected periodicity of
AB-like subband physics. d With the much narrower tunneling elec-
trode, a vanishing density of states is measured around zero bias. Note
that the tunneling electrode is visibly not in direct contact with the su-
perconducting lead. Strangely, the valley of suppressed density of states
widens successively with increasing field without stagnation within the
measured range. Curves offset by 10 µS for visibility.
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Given the reasonable suspicion, that the majority of the tunneling cur-

rent could flow through one or a few pinholes in the tunneling barrier, the rel-

evant length scales involved can be estimated. Using the provided relationship of

the characteristic energy scale at distances x from the superconductor Echar ≈
h̄D/x2 [134], and the lower and upper bounds for the mean free path used for the

coherence length estimation in Section 6.2.1 of le ≈ 2 − 50 nm for the diffusion

constant D, the energy scale of the observed shoulders could correspond to a

distance in the range of 30 − 300 nm from the superconducting electrode. This

is in line with the device layout, which can be seen in panel a, showing a tunnel-

ing electrode (bright grey) that extends over a distance of approximately 300 nm

from the Nb contact. Although the induced superconductivity in the nanowire is

unlikely to persist above a longitudinal field of 3 T, and furthermore, the depth of

the dip in tunneling conductance is also expected to become more shallow with

field [134], this dip in the density of states could still arise because of a significant

increase of the coherence length and mean free path in the surface states with

half a flux quantum through the nanowire cross section around a field of 3 T, since

the observed signal could be highly sensitive on the distance.

Keeping in mind the required periodicity of roughly 6 T for any AB-like

physics in TI nanowires of this diameter, it is tempting to interpret the appearance,

the vertical extent and the disappearance of the trench as a periodic effect. This

however is hardly verifiable, on the one hand due to 6 T being the maximum field

of the cryostat, and on the other hand because at higher fields, superconductivity

is unlikely to persist anymore.

Panel c of Figure 6.12 displays the tunneling spectroscopy through a much

more narrow tunneling electrode, as can be seen in panel b. At zero bias, a clearly

vanishing tunneling conductance can be seen, with a reduction of more than 99 %

in comparison with the curve average. Visibly, the tunneling electrode is not in

direct contact with the junction lead, meaning that the tunneling current must be

flowing through the nanowire instead of directly tunneling into the Nb electrode.

Thus, the valley may to stem from a vanishing density of states in the nanowire.

Whether the adjacent shoulders give information about the magnitude of the
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induced superconducting gap is unclear, because the positive side is overlaid with

two higher peaks which could be caused by impurities.

With increasing field the valley broadens, which again raises the question

whether AB-like physics are involved. However, the fact that up to 6 T, it is suc-

cessively becoming wider with increasing field without a visible stagnation within

this range, does not fit into that picture. It catches the eye how all curves suddenly

become much noisier at positive and negative bias voltages larger than 1 mV. It

is unclear whether there are hidden coherence peaks of the Nb leads behind, or

whether the sudden onset of the noise itself is caused by the Nb electrodes turning

normal conducting.
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Conclusion and Outlook

In this work, TI nanowires were grown, optimized, and successfully proximitized

by two superconductors. Low-temperature electronic transport was studied in the

normally conducting as well as in the superconducting state, leading to the fol-

lowing main achievements.

• Nanowires out of two ternary TI materials, (Bi1−xSbx)2Te3 and Bi2(TexSe1−x)3 ,

were grown reproducibly in bulk-insulating compositions in shapes exhibit-

ing circumferential size-quantization of the topological surface states (TSS)

into sub-bands.

• The resulting transport properties were studied at low temperatures in the

normally conducting state, exhibiting Aharonov-Bohm-like oscillations in

magnetic field as well as resistance oscillations during changing the chem-

ical potential, of which the latter were not observed and associated to the

sub-band index before, to the best knowledge of the author.

• TI nanowires were made superconducting by the proximity effect with the
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help of two different superconductors, Nb and V. Transport was studied at

ultra-low temperatures, exhibiting similar effects as in the normal state and

suggesting that the topological surface state sub-bands are proximitized by

the superconductor.

• First attempts of tunneling spectroscopy were successfully made on devices

specifically developed for that purpose, paving the way towards more pre-

cisely resolving the density of states in proximitized TI nanowires by tunneling

spectroscopy.

Vapor-Liquid-Solid growth has proven to be one of the methods of choice

for growing nanocrystals in a variety of shapes. For this work, bulk-insulating

nanowires with diameters of roughly 30− 40 nm were needed, such that the cir-

cumferential direction of motion is quantized with an energy spacing large enough

to perform sub-band-sensitive transport experiments, while at the same time,

the nanowire cross section can be penetrated by more than half a magnetic flux

quantum, whithout destroying superconductivity in the respective devices. Fur-

thermore, the composition of the ternary TIs needed to be bulk-insulating and

as constant as possible between different nanowires from the same growth and

across each individual nanowire individually, such that the TSS physics can be mea-

sured in a meaningful way in fabricatably sized devices. To achieve this, a number

of stable sets of VLS-growth-parameters have been found and fine-tuned, out

of which three are presented in particular, two for (Bi1−xSbx)2Te3 and one for

Bi2(TexSe1−x)3 .

Nanowire devices for transport measurements are difficult to fabricate and

can have a particularly low yield. Hence, a reliable fabrication protocol was estab-

lished including specifically creating software for device fabrication from randomly

transferred naturally grown crystal samples, which is suitable for the entire range

between simple and very elaborate device architectures. Most devices in this work

were fabricated in this way, within a fraction of the time needed for and with a

fraction of the errors usually made during manual device design.

At liquid He temperature and below, electronic transport was measured in

normally conducting nanowire devices. Upon changing the chemical potential in
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the TI by electrostatic gating, reproducible oscillations arise in the resistance that

could be traced back to originate from two adverse effects. On the one hand, the

diverging density of states at each TSS sub-band causes conductance boosts to

arise that are super-linear, almost entirely quadratic, in gate voltage. On the other

hand, each newly available sub-band enhances scattering and therewith decreases

conductance, in the same gate voltage pattern. In the weak scattering limit, which

can be generally assumed for these nanowire dimensions, scattering outweighs

the density of states contribution which leads to resistive peaks whenever the

chemical potential is pushed past a sub-band bottom edge. These findings should

be investigated further, especially with respect to magnetic field. If the resistive

peaks appear when the chemical potential crosses a sub-band bottom edge instead

of in-between, then the expected magnetoresistance effect might be contrary to

the picture up to now, as it was observed in the TiVTiAl Josephson junctions on

(Bi1−xSbx)2Te3 nanowires.

In magnetic fields parallel to the nanowire axis, the topological surface state

sub-bands can be shifted in energy, due to their characteristic property of spin-

momentum locking. As a result, the so-called Aharonov-Bohm-like oscillations can

be measured, which were observed in nanowires out of both materials. These AB-

like oscillations could be identified and distinguished from other types of resistance

oscillations by periodically phase-shifting between 0- and π-phase through change

of the chemical potential. They are a key signature of resolving and manipulating

the quantum-confined topological surface state sub-band spectrum, a crucial step

towards realizing Majorana fermions in TI nanowires.

As a next step, superconductivity was induced in the (Bi1−xSbx)2Te3 nanowires

through the proximity effect in Josephson junction devices from two different su-

perconductors, Nb and V (in the stack TiVTiAl). In both cases, the topological

surface state sub-band signatures measured in the normal state reappeared under

superconductivity as follows. The critical current oscillates with the gate voltage,

following the normal state conductivity oscillations measured in the same Joseph-

son junction at bias currents above the critical current. These oscillations are

likely to originate from the topological surface state sub-band physics, suggest-

— 121 —



CHAPTER 7. CONCLUSION AND OUTLOOK

ing that the topological surface state is proximitized, another crucial ingredient

for superconducting TI nanowire devices, especially for the purpose of generating

Majorana fermions.

Measuring the critical current in magnetic fields perpendicular to the nanowire

axis showed further signatures of quasi-one-dimensional transport, supporting the

preceding conclusions. A decay of the critical current with increasing field was

observed instead of the typically emerging Fraunhofer pattern, an interference

pattern that is commonly used to characterize Josephson junctions with nonzero

cross-sectional area. These observations are consistent with the picture in which

the nanowires are wrapped by a one-dimensional superconducting surface states

in which the perpendicular direction of motion is quantized in angular momentum.

The comparison between the proximitation by Nb and V yields the following

results. The calculated OTBK transparencies of the Nb and TiVTiAl Josephson

junctions are not particularly high and roughly similar with 0.547 and 0.571, re-

spectively. However, comparing the induced superconducting gaps on a relative

scale shows, that a slightly higher percentage of the bulk energy gap was induced

in the case of TiVTiAl. Although these differences and the number of measured

devices are too small to draw a clear conclusion about which superconductor prox-

imitizes the nanowires better, TiVTiAl has shown to be a promising candidate and

could be investigated further.

Lastly, tunneling spectroscopy was done through thin insulating barriers and

contacts fabricated as close as possible to the superconducting Nb leads on the

(Bi1−xSbx)2Te3 nanowires. Serving as the first attempts towards precisely resolv-

ing the densities of states in the normal and the superconducting state, fab-

rication protocols were established that enable the successful fabrication of TI

nanowire devices featuring Josephson junctions with narrow and closely placed

tunneling electrodes. The tunneling current was measured in dependence of bias

voltage across the barrier, and indications of significantly reduced densities of

states around zero bias were observed in close proximity to the Nb leads. Chang-

ing the chemical potential by electrostatic gating was however not successful in

these samples, and an effect of the magnetic field was observed, but no conclu-
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sive observations could be made yet. The established fabrication protocol can be

applied for further tuning of the tunnel barrier and tunnel electrode placement.

This kind of measurement should be made on varying locations on the nanowire,

in the normally conducting and in the proximitized regions, as well as at different

distances from the superconducting electrodes. Scanning tunneling spectroscopy

measurements would be a very suitable follow-up endeavor as well.

With respect to nanowire Josephson junctions, the reported measurements

should be continued as well in dependence of temperature. Different contributions

of the bulk and the surface states to the Josephson current could be identified.

Furthermore, the interface transparencies must be improved, such that the ICRN
product increases and that multiple Andreev reflections can be observed. Further-

more, larger nanowire diameters might be of benefit, because more sub-bands may

be observed with respect to gate voltage and magnetic field strength, making the

association with theory more feasible. Furthermore, the relevant magnetic field

scales would be more compatible with superconductivity.

Finally, the VLS growth of nanowires has a vast parameter space and it may

be possible to significantly improve the quality of the nanowires presented in this

thesis. The proximitization of Bi2(TexSe1−x)3 nanowires should be investigated

as well, because of the suspicion that they are less affected by oxidization and

related degradation. If the growth of the (Bi1−xSbx)2Te3 nanowires can be further

improved, the charge instabilities might be further reduced which could offer a

much higher performance in device measurements.
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AA
Appendix: Additional

measurement information

A.1 Nanowire diameters

For the device generations featuring only Josephson junctions, no SEM images

were taken of the nanowires or of the devices prior to transport measurements

(as described in 3.2.4) to prevent any related damage. Due to the peculiarities

of such measurements, devices frequently burn during electrostatic gating, which

unfortunately happend as well with the Nb and the TiVTiAl device batch presented

in Sections 6.1 and 6.2. However, during the numerous preceding fabrication and

measurement cycles, expertise was acquired to consistently pick nanowires with

diameters between 30 nm and 40 nm for device fabrication.

The missing device images are not a significant drawback, because the

nanowire diameter is not precisely measureable with scanning electron microscopy,

due to the following factors. Firstly, the accuracy of the image itself is of the

order of several nanometers. Secondly, the native oxide of the nanowires is ap-

proximately 5 nm thick (Section 5) and thirdly, the finite penetration depth of the

surface state is to be taken into account [2]. Lastly, the thickness of a nanowire
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cannot be inferred from an SEM image, and the Josephson junction electrodes are

too narrow to permit a sufficiently precise atomic force microscopy measurement

in between. In that sense, a better measurement is made with AB-like oscillations

which reveal the cross-sectional area through their periodicity in magnetic field. If

available, this information is made use of in the data intepretation.

In the case of Device 1, a diameter of 30 nm was assumed. In the data anal-

ysis, this value is used for the estimation of the expected periodicity of a Fraun-

hofer pattern, and no usable AB-like oscillation data could be recorded. Choosing

the lowest possible nanowire diameter yields the highest possible periodicity and

therefore loosens the condition for a possible Fraunhofer pattern, which makes

the hypothesis absence of Fraunhofer only harder to prove.

In the case of Device 2, a diameter of 30 nm was assumed because it is

consistent with the magnetoresistance measurements in Section 6.2.3, showing

probable signatures of AB-like oscillations of a periodicity of approximately 6 T

and overlaid AAS oscillations of half the periodicity.

A.2 Transition temperature of Nb leads

The measurement of Device 1 included also four other similar devices with Nb

Josephson junctions on (Bi1−xSbx)2Te3 nanowires, two of which had a broken

contact lead. Thus, one Nb lead had to be measured in series with each of these

devices, which makes the superconducting Nb transition visible in the resitance

curves. Figure A.1 shows all five R-T cooldown curves. The curve of Device 1

(green) is labelled as well as the Devices with a missing lead (red and purple).

The Nb transition occurs at

TC,Nb,leads = 8.0K, (A.1)

which was used for the estimation of the superconducting gap of the Nb leads for

the Nb device data analysis, used in Equation 6.1 and Sections 6.1.2 and 6.3.

A.3 Device 1
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A.3. DEVICE 1

Figure A.1: Device 1: Cooldown measurement of multiple

(Bi1−xSbx)2Te3 nanowire Josephson junction devices. Devices 1b, 1c,
and 1d are connected through 3 leads only, meaning that the voltage mea-
surement includes one current carrying lead, which is why the superconducting
transition of the Nb leads can be seen in the measurement, occuring at
TC,Nb,leads = 8.1K.

A.3.1 Differential conductance and transparency error

Figure A.2 shows the differential conductance of Device 1, calculated by taking the

derivative of the I-V data (shown in Figure 6.3) with respect to voltage. It can be

seen, that the choice of 900 µV for the onset of the linear regime is reasonable,

since the curve shows a visible kink between a negative slope and a horizontal

regime. Additionally, the half and the third of this voltage are marked with grey

arrows on top of the curve, coinciding with two humps which are possible weak

signatures of multiple Andreev reflections. Not much shall be concluded from

that, but their presence supports the estimate of 2∆induced = 900 µeV within the

limitations of their faint appearance, which is also consistent with the estimated

transparency of only 0.547.

The brisk up and down turn of the curve within 50 − 70 µV is of unknown
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origin. This type of features occasionally show up in such measurements and are

usually attributed to Josephson self-radiation. Calculating the respective wave-

length with the Josephson constant yields λ ≈ 8−12mm. This matches the edge

lengths of the device substrate, roughly corresponds to the diameter of four rods

within the sample space and lies close to the thickness of the sample carrier.

Figure A.2: Device 1: Differential conductance. Differential con-
ductance as a function of bias voltage. The data is calculated from
differential resistance via integration and taking the derivative with re-
spect to voltage. Above 900 µV the curve is approximately constant,
hence ∆induced ≈ 450 µeV. The half and a third (grey arrows) of this
voltage coincide with faint humps which could be weak multiple An-
dreev reflection signatures.

To estimate the error margin of the calculated transparency, it has been

calculated with a 10 % variation of 2∆induced = 810 µV, 900 µV, 990 µV, to account

for the possible error in choosing the linear onset of the I-V curve. The resulting

transparencies amount to 0.5376, 0.5463 and 0.5566, averaging to 0.5468 with a

min-max error of 0.0095, hence T = 0.547±0.010. The resulting error margins for

the barrier height Z and the fraction eIexcRN
∆induced

are included in the text Section 6.1.2.

For the subsequent devices, the error margin is not specified further, because

the transparencies are of similar magnitude and the error calculation has shown

to yield no qualitative difference of the transparency at such moderate values.
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