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Abstract
Quantum computing and non-equilibrium dynamics are two very rapidly devel-
oping and entangled fields. With the constant application of gates and measure-
ments, quantum computers are always out of equilibrium. Furthermore, the cur-
rent noisy quantum chips are prone to errors and dissipation, and are effectively
described as an open system. At the same time, the simulation of the long-time
dynamics of quantum systems is one of the most promising applications of a quan-
tum computer.

This thesis spans a range of topics, from qubit design to quantum algorithms.
The key feature of our proposed qubit is imprinted by non-equilibrium dynam-
ics. Namely, we address how to enhance the basic building block of a Majorana-
based quantum computer by periodic driving. The so-called Floquet Majorana
box qubits can host not only Majorana zero modes with quasi-energy zero but also
Floquet Majoranas with an energy h̄ω/2, where ω is the driving frequency. This
allows us to encode three topological logical qubits in one box. However, a stan-
dard adiabatic state preparation protocol fails, and we argue that this instability is
a generic and fundamental feature of a Floquet superconductor. Instead, we show
that it can be successfully operated using a frequency-sweep protocol, even in the
presence of interactions.

On the topic of quantum algorithms, we propose a scalable and robust protocol
that prepares low-energy states of arbitrary gapped Hamiltonians, without prior
knowledge about the target state. By using a fraction of the qubits to mimic a low-
entropy bath, the protocol effectively cools the system to its low-energy state. The
cyclic operation of the protocol is a key advantage since it leads to a robust "coola-
bility" in the presence of noise. We investigate the performance of the protocol for
systems with trivial and topological excitations. Because topological excitations
are notoriously difficult to remove, the coolability can help to detect topological
order.

Finally, we discuss how this cooling protocol can be implemented on a gate-
based quantum computer. While we experimentally tested the protocol on only
very few qubits, the promising results suggest that the cooling protocol will be
valuable for the preparation of more complex many-body states on future quan-
tum computers.
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Kurz und einfach
Für Freunde, Familie und alle Wissenschaftsbegeisterte

Quantencomputer und Nichtgleichgewichtsdynamik sind zwei sich sehr schnell
entwickelnde und miteinander "verschränkte" Bereiche. Ein Quantencomputer ist
ein Rechner, der anstatt mit Bits, also Nullen und Einsen, mit Quantenbits (Qubits)
rechnet. Ein Qubit kann durch die Nutzung quantenmechanischer Eigenschaften
auch gleichzeitig Null und Eins kodieren, weshalb von einem verschränkten Zus-
tand gesprochen wird.

Um mit dem Quantencomputer zu rechnen, werden Qubit-Operationen und
Messungen durchgeführt, was ein sehr dynamischer Prozess ist. Darüber hinaus
passieren auf den derzeit verfügbaren Quantenchips häufig Fehler, wodurch In-
formationen verloren gehen. Dennoch ist die Simulation der Langzeitdynamik
von Quantensystemen eine der vielversprechendsten Anwendungen eines Quan-
tencomputers.

Diese Arbeit spannt den Bogen vom Design eines Qubits bis hin zu einem
Quantenalgorithmus. Das Hauptmerkmal des von uns vorgeschlagenen Qubits
ist, dass es sich periodisch mit der Zeit verhält. Durch die Periodizität wird ein
Nichtgleichgewicht erreicht, in dem zwei verschiedene Arten von Quantenzustän-
den gut vor Fehlern geschützt werden. Im Gleichgewicht erhält man dagegen
nur eine Art geschützten Quantenzustand. Es ist allerdings sehr wichtig, wie
das „Nichtgleichgewicht“ eingeschaltet wird. Ein Standardprotokoll funktioniert
nicht, aber mit unserem neuen Protokoll können wir stabile Zustände herstellen.

Außerdem haben wir einen Quantenalgorithmus entwickelt, der den Zustand
mit der niedrigsten Energie eines beliebigen Quantensystem herstellt. Viele Eigen-
schaften des Systems hängen von diesem sogenannten Grundzustand ab, weshalb
er sehr interessant für die Bereiche Chemie und Materialwissenschaften ist. Gle-
ichzeitig ist es sehr schwierig, den Zustand zu berechnen oder den Zustand herzu-
stellen, wenn er unbekannt ist. In unserem Protokoll nutzen wir einen Teil der
Qubits als eine Art Kühlschrank. Dieser "programmierte Kühlschrank" nimmt die
überschüssige Energie des Systems auf, wodurch ein Systemzustand mit niedrigerer
Energie erreicht wird. Ein Vorteil des Protokolls liegt in der Wiederholung dieses
Kühlprozesses, weil es robuster gegen Fehler ist. Somit ist der Algorithmus auch
für derzeitig verfügbare Quantencomputer relevant.

Am Ende diskutieren wir, wie dieses Kühlungsprotokoll ganz praktisch in Quan-
tencomputern implementiert werden kann. Da kleine Quantumchips, wie z.B. von
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IBM, öffentlich über eine Cloud zugänglich sind, konnten wir das Protokoll exper-
imentell an sehr wenigen Qubits testen. Die Ergebnisse sind vielversprechend und
deuten darauf hin, dass das Kühlprotokoll für die Herstellung komplexerer Viel-
teilchenzustände auf zukünftigen Quantencomputern sehr nützlich sein wird.
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Chapter 1

Quantum Computing Out of
Equilibrium

Non-equilibrium dynamics open the door to a fascinating and broad range of phe-
nomena – from the fundamental question What is Life?, already addressed by Er-
win Schrödinger in 1944 [1], to active matter, many-body thermalization, and new
states of matter [2, 3]. Recent experimental progress has brought us ever closer to
exploring these phenomena on the quantum level, with analog quantum simula-
tors and quantum computers allowing for the simulation and controlled manipu-
lation of quantum systems [3–7]. While current noisy intermediate-scale quantum
(NISQ) devices provide only a few tens to a few hundred qubits and are chal-
lenged by noise, they already give a glimpse of what is possible [5]. Furthermore,
leveraging these platforms might provide valuable insight into the investigation
of non-equilibrium dynamics, since classical computers reach their limitations to
predict the long-time behavior of dynamical systems [5, 8].

Two exciting areas at the forefront of this field are the topics of Floquet dy-
namics and quantum state preparation with the aid of controlled dissipation. Flo-
quet systems are periodically driven systems that are, thus, described by a time-
periodic Hamiltonian H(t + T) = H(T). The periodic drive breaks the continuous
time translation symmetry while preserving the discrete symmetry, which can lead
to exotic long-lived steady states without any equilibrium counterpart [9–11]. On
the other hand, the addition of dissipation leads to an open system, in contrast
to a closed system which is isolated and whose full unitary dynamics are known.
Any system coupled to the environment is an open system. This description is un-
avoidable if we wish to neglect, or do not know, the evolution of the environment
itself.

A large part of the excitement in these topics is highly driven by experimental
achievements. It is now possible to control unitary dynamics in different setups.
For example, in analog quantum simulators, one can implement adiabatic and Flo-
quet drives using electromagnetic fields, and in a digital quantum computer with
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either one- or two-qubit gates. Furthermore, one can engineer dissipation by de-
signing the interactions and couplings to the environment [12, 13]. Measurements
and outcome-dependent feedback yield a further tuning knob, not available in
traditional solid-state experiments.

Beautiful examples of the new opportunities offered by the quantum comput-
ing platforms are the preparation and observation of topologically-ordered and
time-crystalline phases [6, 14–16]. In general, the simulation of quantum many-
body systems is one of the most promising applications of quantum computers.
For example, ground state preparation has the potential to impact quantum chem-
istry and materials science enormously. New proposals utilize engineered dissi-
pation to prepare ground states by digital cooling simulation, which this thesis
investigates. As a last example, the 240-year-old Floquet theory [17] shines in new
splendor since the discovery of new topological phases without static counter-
parts [11]. These phases can bring with them long-lived Floquet topological modes
that can be utilized for quantum memory, as this thesis explores.

After reviewing some of the exciting advances in the field, we want to discuss
the ingredients of a quantum computer. A quantum computer needs a good rep-
resentation of quantum information and the possibility of universal unitary evo-
lution, state preparation, and measurements [18]. In analogy to the representation
of classical information in bits, quantum information can be stored in quantum
bits (qubits). Qubits describe quantum mechanical two-level systems that allow
the preparation of two states |0⟩ and |1⟩ and their superposition α |0⟩ + β |1⟩. A
good qubit must have a long coherence time so that many quantum operations can
be performed without the loss of quantum information. Furthermore, this small
hardware unit must be scalable. One of the most advanced qubit platforms is
the superconducting chip with current chip sizes of tens to a few hundred qubits.
However, current quantum chips’ coherence times are insufficient to outperform
classical computers and tackle complex tasks beyond specific problems like in the
"quantum supremacy" experiment [5, 19].

Quantum algorithms with more general applications and proven speed-up usu-
ally require fault-tolerant quantum computing. Fault tolerance requires excellent
quantum memory and quantum operations or error correction. Error correction
codes encode the quantum information in logical qubits that consists of multiple
physical qubits [20]. A promising route to quantum error correction is to design
logical qubits that are topologically protected [21]. However, the large number
of physical qubits required for this "topological quantum software" is currently un-
reachable.

Another route is to build topological quantum hardware instead of software.
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Topological quantum computing promises better-protected qubits. Here, the quan-
tum information is stored non-locally using quasi-particles with exotic braiding
statistics [21, 22]. In Chap. 4, we investigate how to implement a versatile topolog-
ical qubit platform by Floquet driving. This "Floquet Majorana box qubit" can host
three topological qubits and allows single- and two-qubit operations using a single
device. Furthermore, we discuss the stability of such a qubit that shows generic
features of Floquet states in superconductors. For background information, we
recommend the reader the introduction to Floquet theory Sec. 3.1 and topology in
(Sec. 2.2) and out (Sec. 3.2) of equilibrium.

In the absence of topological software or hardware, one can nevertheless take
advantage of the current generation of noisy devices. In Chap. 5, we investi-
gate a noise-resilient quantum algorithm inspired by adiabatic demagnetization.
This condensed-matter technique cools samples to very low temperatures in ex-
periments. Programmed on a quantum computer, this cyclic protocol partially
self-corrects errors and, thus, can provide noise resilience. The algorithm aims
to prepare ground states of gapped quantum many-body Hamiltonians using en-
gineered dissipation and simulated cooling. We investigate the cooling protocol
in the presence of noise for systems with local and topological (non-local) excita-
tions. The self-correcting property of the proposed algorithm makes it feasible for
implementation on current devices. In Chap. 6, we outline how this protocol can
be implemented on a gate-based noisy quantum computer. The promising results
indeed show a cooling effect. Sec. 2.3 covers the basics of quantum state prepara-
tion. We also recommend Sec. 3.4 for an introduction to open quantum systems.

This thesis has three common themes: Quantum computing, non-equilibrium
dynamics, and topology. In Chap. 1, we explore the field of quantum computing
from quantum hardware, particularly the design of qubits, to quantum software
focusing on state preparation. Investigating the Floquet topological qubit and the
cooling algorithm requires a non-equilibrium description. Therefore, the basics
of Floquet theory and open quantum systems are discussed in Chap. 3. Finally,
we discuss the role of topology in the context of quantum computing and non-
equilibrium dynamics. On the one hand, topology protects the quantum informa-
tion encoded in the Floquet Majorana box qubit, see Chap. 4. On the other hand,
we find that topological excitations are much harder to eliminate using our cooling
protocol than trivial excitations, see Chap.5.
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Chapter 2

Quantum Computation

“I think there is a world market for maybe five computers. ” — Thomas Watson, chair-
man of IBM, 1943

Quantum computing is one of the most promising, unpredictable, and chal-
lenging technologies of our time. It is promising because calculations can be run
more efficiently on a quantum computer than on a classical computer by leverag-
ing the effects of quantum mechanics [23–25]. An exponential speedup, but even
a sub-exponential speedup could revolutionize the fields of security, material sci-
ence, and more. A prime example is the most efficient prime factorization with
Shor’s algorithm [26] which has already been experimentally executed for very
small qubit numbers on different quantum computing platforms [27–30]. How-
ever, for most classically unsolvable (meaning not in polynomial time) problems,
a problem-solving strategy on a quantum computer is not yet known. Most-likely
quantum computing will be only useful in very specific cases, where cryptogra-
phy, optimization, and Hamiltonian simulation are the most prominent [8, 31, 32].

Suppose one compares the evolution, over eight decades, from living-room
sized classical computers to more powerful and smaller smartphones with the de-
velopment of potential future quantum computers. In that case, quantum technol-
ogy is still in its baby shoes. Even though the current quantum devices are already
a giant playground for physicists, they lack the quality and quantity to outplay the
classical computer [32].

A quantum processor contains a collection of two-level systems called quan-
tum bits (qubits), which, compared to their classical counterpart, cannot only be in
state |0⟩ or |1⟩, but also in a superposition of the two α |0⟩+ β |1⟩. However, there
are also proposals to take more levels into account. One of the most advanced ex-
perimental platforms are currently trapped ions, cold atoms, and superconducting
qubits. Ions and atoms can intrinsically form qubits at low enough temperatures.
Their quantum nature gives rise to well defined energy levels. Within this, it can be
possible to isolate a two level system, well separated from the other energy levels,
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that then defines the |0⟩ state and the |1⟩ state. Furthermore, the excitation ener-
gies to transition to other excited states should be distinct, to avoid cross talk. Ions
can be trapped using electromagnetic fields, whereas atoms can be trapped using
optical fields. The interactions between the qubits can be controlled using lasers
in both cases. Often, these platforms are referred to as quantum simulators since
the interaction between particles of the Hamiltonian can be directly implemented.
However, it is also possible to implement quantum gates, the digital operations of
a quantum computer, on the qubits. A quantum gate is an operation on a small
number of qubits and the building block for larger quantum circuits that imple-
ment a quantum algorithm.

Gate-based quantum computing is very natural for superconducting qubits. A
superconducting qubit is a mesoscopic system where the lowest energy levels of
an electric circuit form the computational basis states. The central element of this
circuit is a Josephson junction. We discuss why such a macroscopic object is a good
qubit in the next section. We restrict ourselves to superconducting qubits because
they form the basis of the topological qubit investigated in this thesis.

Then, the notion of topological quantum computing is introduced, and with
that, one of the potential designs of a topological qubit – the Majorana box qubit.
Finally, at the end of this chapter, we turn from the hardware of the quantum
computer to potential applications – quantum state preparation.

2.1 Superconducting qubits

Recommended additional literature for this section

1. A. Cottet’s Ph.D. thesis on "Implementation of a quantum bit in a superconducting
circuit" [33],

2. Review on superconducting qubits by M. Devoret, A. Wallraff and J.M. Mar-
tinis [34]

3. Introduction to quantum electromagnetic circuits by U. Vool and M. De-
voret [35]

It is not apparent why a macroscopic electrical circuit is a good quantum co-
herent and, thus, a good quantum computing platform. It turns out, however, that
superconducting qubits are one of the most advanced qubits. Superconducting
qubits have the advantage that they are scalable, reasonably easy to fabricate using
lithography techniques, and easy to manipulate using electrical signals through
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Ec EJ

(a) (b) (c)

𝐶 𝐿

FIGURE 2.1: From an LC circuit to a superconducting qubit: (a) Lumped element circuit
for the LC oscillator, an electromagnetic resonator. (b) A thin tunnel barrier separates two
superconductors. (c) In parallel with a capacitor, a Josephson tunneling element models a

superconducting qubit.

coupled wires. At the same time, quantum chips have already almost reached the
maximum number of physical qubits. Furthermore, unlike atoms, superconduct-
ing qubits have an extensive size and need to be connected by wires. Especially
the connection of wires leads to heating effects and space issues in the refrigerator
that holds the quantum chip. [36–38]

A macroscopic system that shows quantum effects is called mesoscopic. Why
an electric circuit can be mesoscopic, will be addressed in the following. Let us
start with a simple circuit consisting of an inductor and a capacitor with flux Φ
and charge Q, respectively. Such a circuit can be described as a harmonic oscilla-
tor where Φ and Q are conjugate variables and are analogue to the position and
momentum of mass in a mechanical harmonic oscillator. There are two conditions
for quantum effects to show up. First, the temperature T must be low enough such
that thermal fluctuations don’t excite the system,

kBT ≪ h̄ω0 , (2.1)

where ω0 is the harmonic oscillator frequency [35]. Secondly, the broadening of
the energy levels must be smaller than their separation. The small broadening of
energy levels requires, e.g., low dissipation and damping of the harmonic oscil-
lator [35]. The circuit becomes dissipationless for superconducting wires. Even
though measurement devices are a source of dissipation, high enough quality fac-
tors can be achieved in a superconducting circuit to observe quantum effects in
experiments. However, quantum fluctuations become only visible in the variance
or higher moments of the observables for the harmonic oscillator since ⟨p⟩ and
⟨x⟩ are zero due to the x → −x and p → −p symmetry. These higher moments
are not so easy to detect in experiments. The simplest circuit element that is non-
dissipative and non-linear is the Josephson junction. It is also the building block of
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the superconducting qubit. The non-linearity helps to observe quantum effects in
experiments. For a qubits, it has a more practical advantage. The energy levels are
no longer equally spaced. Thus, one can address the transition from the ground
state to the first excited state without the risk of occupying higher energy states.

A Josephson junction - two bulk superconductors separated by a thin insulat-
ing layer - can be modeled by a Josephson tunneling element and a capacitor in
parallel. The Hamiltonian, therefore, consists of two parts. The first term is the
electrostatic Hamiltonian

Ĥc = Ec ∑
N
(N̂ − Ng)

2, (2.2)

where N̂ counts the number of Cooper pairs and Ng =
CgVg

2e is the offset charge.
The charging energy Ec = (2e)2/(2CΣ) quantifies how much energy is need to
transfer a single electron through the Josephson junction. The capacitance CΣ in-
cludes the intrinsic capacitance of the junction CJ . But depending on the design,
more capacitors might be added to the circuit. In contrast, the Josephson Hamil-
tonian describes Cooper pair tunneling between the two bulk superconductors
through the junctions. We can write down a hopping Hamiltonian for the Cooper
pairs

ĤJ = −
EJ

2

(
∑
N
|N⟩ ⟨N + 1|+ |N + 1⟩ ⟨N|

)
, (2.3)

where the energy EJ is needed for a Cooper pair to tunnel through the junction.
The total Hamiltonian then reads

HSC = Ec ∑
N
(N̂ − Ng)

2 − EJ

2

(
∑
N
|N⟩ ⟨N + 1|+ |N + 1⟩ ⟨N|

)
. (2.4)

In the following, we will discuss this circuit in two regimes Ec ≪ EJ called the
transmon limit and EJ ≪ Ec called the Cooper pair box limit.

2.1.1 Cooper pair box

The limit EJ ≪ Ec for the Cooper pair box is achieved when the Josephson junc-
tion is small. The offset charge Ng of Eq. (2.2) can be controlled by an external gate
voltage. Since the charging energy governs the Hamiltonian, the eigenstates are
the charge eigenstates |N⟩ for most gate voltages; see Fig. 2.2 where the eigenen-
ergies are shown as a function of the offset charge Ng. At the crossing points
Ng mod 1 = 1/2, the degeneracy of |N⟩ and |N + 1⟩ states is lifted by EJ acting as
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FIGURE 2.2: Energy dispersion of the superconducting qubit: Panel (a)-(c): First three
eigenenergies as a function of the effective offset charge Ng for different ratios EJ/Ec =
0.1. The energies are normalized by the energy gap E01 = E1 − E0 evaluated at the point
Ng = 1/2. All energies are shifted such that the minimum of the lowest energy level is at
zero. (d) The charge dispersion δ = E0(Ng = 1/2)− E0(Ng = 0) decreases exponentially

as a function of the ratio EJ/Ec.

an effective Zeeman energy. As shown in Fig. 2.2, the eigenenergies and therefore
also transition frequencies are very sensitive to the gate voltage and thus charge
noise. The Cooper pair box is the first quantum electric circuit, where a coherent
superposition of the states |0⟩ and |1⟩ has been prepared and Rabi oscillations be-
tween the two states have been observed [35, 39]. However, this early generation
of a superconducting qubit has been replaced by the transmon design to reduce
the charge noise, as discussed in the next section.

2.1.2 Transmon qubit

The transmon is a Cooper pair box with an additional large capacitor CS such that
the charging energy Ec = 2e2/(CJ + CS) is reduced [40]. The main advantage of
the transmon qubit is that it is insensitive to charge noise, as a drift in gate voltage
doesn’t change the transition frequency. This robustness to charge noise leads to
longer coherence times. For further discussion, it is useful to look at the phase
representation of the Josephson Hamiltonian Eq. (2.3). The conjugate operator of
the number of Cooper pairs is the phase difference between the two bulk super-
conductors ϕ̂ = ϕ̂1 − ϕ̂2 with ϕ̂ |ϕ⟩ = ϕ |ϕ⟩ and ϕ ∈ [0, 2π[. Therefore,

[N̂, ϕ̂] = −i and N̂ = −i∂ϕ. (2.5)
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The operator e±iϕ |N⟩ = |N ± 1⟩ increases (decreases) the number of Cooper pairs.
The Josephson Hamiltonian, Eq.(2.3), reads in the phase representation

ĤJ = −EJ cos
(
ϕ̂
)
. (2.6)

In the strong limit EJ ≫ Ec, the total Hamiltonian can be approximated by a har-
monic oscillator

H ≈ Ec(N̂ − Ng)
2 − EJ +

EJ

2
ϕ̂2. (2.7)

This approximation will become useful for investigating the Floquet Majorana box
qubit. Note, however, that an anharmonicity of the Josephson element leads to a
unique energy spacing, which is desired for a good qubit to avoid crosstalk with
higher energy levels. Finally, note that the total Hamiltonian, Eq. (2.4), without any
approximations can be exactly solved in the phase representation using Mathieu
functions [40].

2.2 Topological quantum computation

Recommended additional literature for this section

1. Online course on topology in condensed matter, particulary the section Topol-
ogy in toy models and Majoranas I [41],

2. Book by J. K. Pachos on topological quantum computation [22]

3. Reviews on Majorana condensed matter physics [42–44]

4. For the Jordan-Wigner transformation: G. B. Mbeng, A. Russomanno, and
G. E. Santoro [45]

In topological quantum computation, quantum information is stored in ex-
otic particles called anyons [22]. Anyons obey braiding statistics different from
fermions or bosons. Exchange statistics in quantum mechanics arises because par-
ticles are indistinguishable. In three spatial dimensions, a wave function can ac-
quire either a phase 0 (bosons) or π (fermions) when two particles are exchanged.
In two spatial dimensions, however, acquiring more exotic braiding statistics is
possible, as in the case for anyons. The quantum evolution of anyons is described
by topology and is, therefore, independent of the geometric details. Using anyons
makes the topological quantum computer more resilient against errors and per-
turbations. The notion of anyons is strongly linked to quantum error correction al-
gorithms, where logical qubits are encoded in many physical qubits, and the code
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FIGURE 2.3: The two different phases of the Kitaev chain: N fermions (enclosed by the
dashed line) split each into two Majorana fermions γA

i (yellow) and γB
i (blue). (a) Trivial

phase: If µ > |t|, the two Majorana operators of the same site couple to each other (en-
circled by the blue line) and form a fermion that coincides with the original fermion. (b)
Topological phase: µ < |t|, γB

i and γA
i+1 of different sites couple. The effective fermionic

quasi-particles are spread over two neighboring sites. At the boundary, the two Majorana
operators γA

1 and γB
N don’t have a partner. The effective fermionic mode is localized a the

edges and is topologically protected.

takes advantage of the topological protection of the logical qubit, see Sec. 2.3.4. In
a sense, topological quantum computers thus have built-in error correction hard-
ware, which makes them more robust than conventional quantum computers.

The Majorana box qubit is one of the most promising topological quantum
computation platforms [46]. It is also the basis for the Floquet Majorana box qubit
discussed in chapter 4. In this section, we review the one-dimensional Kitaev chain
and see how topological superconductivity is imprinted there [47]. In the end, we
discuss how to build a useful qubit out of topological superconducting quantum
wires.

2.2.1 1D Kitaev chain

The simplest model to describe a topological superconducting quantum wire is
the one-dimensional Kitaev chain [47]. The model describes N spin-less fermions
arranged in a chain at a potential µ, nearest neighbor hopping t, and a supercon-
ducting pairing ∆,

HKitaev = ∑
i
−µic†

i ci −
ti

2
c†

i ci+1 +
∆i

2
cici+1 + h.c., (2.8)
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where c†
i (ci) are the fermionic creation (annihilation) operators. One can rewrite

the Hamiltonian in terms of so-called Majorana operators γA
i = ci + c†

i and γB
i =

i(c†
i − ci). These new operators obey the fermionic anti-commutation relation

{γA
i , γB

j } = 2δi,jδA,B. Importantly, the operator property (γA
i )

2 = (γA
i )

2 = 1
means that they are their own antiparticles. Rewriting the Hamiltonian doesn’t
change the physics, but for special points, it is easy to distinguish the Hamilto-
nian’s trivial and topological phases. For µ = 0 and t = ∆, the Hamiltonian
simplifies to

Htop = ∆ ∑
i

γB
i γA

i+1, (2.9)

while for t = ∆ = 0
Htrivial = −µ ∑

i
γA

i γB
i . (2.10)

In the trivial case, the two Majorana operators of the same site couple with each
other and form one local fermionic mode. In the topological case, two Majorana
operators of neighboring sites couple with each other, leaving two operators at the
end of the chain without a partner. The edge mode doesn’t explicitly appear in
the Hamiltonian, has zero energy, and makes the ground state degenerate. The
existence of the Majorana zero mode is protected by the symmetry of positive and
negative energies around zero and the absence of zero modes in the bulk.

It is convenient to write the Kitaev Hamiltonian in the Bogoliubov-de-Gennes
form, where it becomes clear that Majorana modes indeed don’t depend on fine-
tuned parameters. In Bogoliubbov-de Gennes formalism H = 1

2C†HBdGC with
C = (c1, ..., cN, c†

1, ..., c†
n), the Hamiltonian becomes

HBdG = −∑
n

µτz |n⟩ ⟨n|+ ∑
n

[
(− t

2
τz + i

∆
2

τy) |n⟩ ⟨n + 1|+ h.c.
]

, (2.11)

where the Pauli matrices τi act in the particle-hole space and |n⟩ is the column
vector en corresponding to the nth site. The Hamiltonian HBdG is a 2N × 2N ma-
trix acting on basis states |n⟩ |τ⟩ with τ = ±1 for electrons and holes, respectively,
and can easily be solved numerically. In Fig. 2.4, the energy for ∆ = t as a func-
tion of the chemical potential shows a gap for |µ| < |t|. At the same point, the
Majorana modes split as well. Similarly, the Majorana modes become less local-
ized with increasing chemical potential but only couple with each other if µ > t,
see Fig. 2.4b. One can also verify that the Hamiltonian is particle-hole symmetric
PHBdGP−1 = −HBdG with P = τxK and complex conjugation K. Note, however,
that the particle-hole symmetry is intrinsic for a BdG Hamiltonian and cannot be
lifted.
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FIGURE 2.4: The spectrum of the Kitaev chain as function of the chemical potential
(Nsite = 25, t = −∆ = 1): (a) For |µ/t| < 1, the Majorana zero mode (red) is protected
by a bulk gap. The Majorana zero mode vanishes at |µ/t| = 1, and the lowest energy
level becomes finite. (b) The wave function of the lowest energy level (red) and the first
excited state (light blue): The Majorana zero mode is localized at the edges of the chain.

The lowest energy mode becomes completely delocalized at µ/|t| = 1.

The topological nature of the zero-energy edge modes can be further classified
by a bulk topological invariant or by the bulk-edge correspondence discussed be-
low. It can also be used as a building block for topological quantum computation.

2.2.2 Bulk edge correspondence

Majorana modes appear because of the bulk-edge correspondence, and as such at
the interface of trivial and topological systems. To study the bulk of the system,
we can use periodic boundary conditions for the BdG Hamiltonian of Eq. (2.11).
Then, the Hamiltonian becomes translationally invariant, and we can apply the
Bloch theorem. We use the Fourier transform |k⟩ of |n⟩

|k⟩ = 1√
N

N

∑
n=1

eikn |n⟩ , (2.12)

where the momentum k is conserved and thus a good quantum number. k can take
values 2πp/N with p = 0, . . . , N− 1 and eigenstates are 2π periodic. Therefore, it
is enough to analyze the Hamiltonian in the Brillouin zone k ∈ [−π, π].

The Hamiltonian transforms as

Hk = ⟨k|HBdG |k⟩ = −µτz −
t
2
(e−ikτz + eikτz) +

∆
2
(e−ikiτy − eikiτy)

= −(µ + t cos(k))τz + ∆ sin(k)τy, (2.13)
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FIGURE 2.5: The bulk spectrum of the Bogoliubov-de Gennes Hamiltonian for different
ratios µ/t: The physical excitation energies are positive (red), while "the Bogoliubov shad-
ows" (dashed blue) have negative energies. At the phase transition, the two band touch
and show a linear dispersion (dashed black). At this point, the model can be described by

an effective Dirac Hamiltonian for small momenta.

where we used that for periodic boundary conditions

∑
n
⟨k|n⟩ ⟨n + 1|k⟩ = ∑

m,l,n

1
N

e−ikmeikl ⟨l|n⟩ ⟨n + 1|m⟩ = e−ik. (2.14)

Thus, the 2N × 2N matrix reduces to a 2× 2 problem in momentum space. The
eigenenergy can be calculated as

E(k) = ±
√
(µ + t cos(k))2 + ∆2 sin(k)2. (2.15)

The spectrum is gapped, and the bulk gap closes for µ = −t at k = 0 and µ = t
at k = π, marking the topological phase transition. For µ ≈ −t, we can expand
the Hamiltonian up to first order in k around k = 0 and arrive at an effective Dirac
model

Hk ≈ −(µ + t)τz + ∆kτy (2.16)

with an effective mass m = −(µ + t). Now we can differentiate the trivial phase
(µ > −t) from the topological phase (µ < −t) by the sign of the mass. When
the bulk gap closes and the mass changes sign, the finite-size system has a phase
transition between hosting and not hosting Majorana zero modes.

2.2.3 Mapping to the transverse field Ising model

The Kitaev chain is closely related to the transverse field Ising model by a Jordan-
Wigner transformation, a model which we will use extensively in Chap. 5 and
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6. The transverse field Ising model was the first to describe quantum magnets
and is a versatile test case for many problems in statistical mechanics and non-
equilibrium dynamics [48]. The Hamiltonian describes spins in a chain with near-
est neighbour σxσx-interaction J > 0 and a transverse field hz,

HIsing = −J ∑
i

σx
i σx

i+1 − hz

L

∑
i=1

σz
i , (2.17)

where the first summation goes from 1 to L− 1(L) for open (periodic) boundary
conditions. This model shows two different phases. For J > hz, the system is fer-
romagnetic, while it is paramagnetic for hz > J. In the paramagnetic phase, the
model has only trivial local excitations, whereas in the ferromagnetic case, the ex-
citations are topological (non-local) in the form of domain walls. At dual points,
J1 = a, hz,1 = b and J2 = b, hz,2 = b, the excitation spectrum looks the same since
the high energy excitations of one phase are mapped to the low-energy excitations
of the other phase. This property helps to investigate the effect of topological ex-
citation, e.g., on the performance of the cooling protocol discussed in Chap. 5.

The ferromagnetic case maps to the topological phase of the Kitaev chain, which
hosts Majorana zero modes. The connections between the two models might not
be evident at first sight. In the following, we discuss how the Jordan-Wigner trans-
formation can be applied, following Ref. [45].

Spins are very different from the usual, canonical bosons or fermions as the
spin operators commute only at different sites

[σα
i , σα

j ] = 2iϵαβγσ
γ
j δi,j , (2.18)

where the Greek letters denote the different Pauli operators, and the Latin letters
the site and there is no summation over i. The raising and lowering operators σ±j =

(σx
j ± iσy

j )/2, however, obey the fermionic anti-commutation relation {σ+
j , σ−j } at

the same site. We can first introduce the so-called hard-core bosonic operators b†
j

and bj. As usual bosonic operators, the creation operator b†
j creates a particle from

the vacuum b†
j |0⟩ = |1⟩ and the annihilation operator obeys bj |1⟩ = |0⟩. However,

we restrict the Hilbert space to two states {|0⟩ , |1⟩} such that b† |1⟩ = 0 mimicking
the spin-1

2 Hilbert space. We can associate |0⟩ = |↑⟩ (|1⟩ = |↓⟩) and the hard-core
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bosonic operators with the raising and lowering spin operators σ±j such that

σ+
j |↓⟩ = |↑⟩ = |0⟩ = bj |1⟩ ,

σ−j |↑⟩ = |↓⟩ = |1⟩ = b†
j |0⟩ , (2.19)

σz
j = 1− 2b†

j bj .

Note that the new bosonic operators commute only at different sites but anti-
commute at the same site. The hard-core bosons are a good basis for spin-less
fermions since the Pauli principle only allows for one spin-less fermion per site.
For the one-dimensional chain, it is possible to keep track of the ordering of the
fermionic operators and to transform the hard-core bosons into spin-less fermions.
In higher spatial dimensions, this transformation is not useful any more as it gener-
ically becomes non-local. The Jordan-Wigner transformation maps the hard-core
bosons bj to spin-less fermions

bj = e
−iπ ∑

j−1
j′=1

nj′ cj, (2.20)

where the string operator K = e
−iπ ∑

j−1
j′=1

nj′ = ∏
j−1
j′=1(1− 2nj′) amounts to a sign ±1

and counts the fermion number parity before site j. In the end, we can transform
the Pauli operators σx

j and σz
j as follows

σx
j = Kj(c†

j + cj) and σz
j = 1− 2nj. (2.21)

Now we can transform the transverse field Ising chain

HIsing = −J ∑
i

σx
i σx

i+1 − hz ∑
i

σz
i

↔ (2.22)

HKitaev = −J ∑
i

(
c†

i ci+1 + c†
i c†

i+1 + h.c.
)
− hz ∑

i
(1− 2ni),

where hz now acts as a chemical potential for the fermions and J accounts for near-
est neighbor tunneling and superconducting pairing of the fermions. The phase
transition between the paramagnetic and ferromagnetic phase of the transverse
field Ising model coincides with the phase transition of the trivial and topological
phase of the Kitaev model at J = hz for open boundary conditions. One has to
be careful with transforming the Ising chain under periodic boundary conditions
since it doesn’t imply periodic boundary conditions for the spinless fermions. The
fermionic model has periodic boundary conditions if the fermionic number parity
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is odd eiπN = −1 and anti-periodic boundary conditions otherwise. Note also that
the local operator σx transforms in a very non-local way.

2.2.4 Topological invariants

Similar to the sign of the mass in the effective Dirac system, we want to find a bulk
property that is a topological invariant and that can be calculated directly from Hk

of Eq. (2.13). In general, one can classify two Hamiltonians H and H′ as topological
equivalent if H′ can be continuously transformed into H. Without any constraints,
this task is trivial and always possible. However, for a gapped system, one can
ask whether H can be continuously transformed without closing the gap, and this
answer is non-trivial. Let us consider non-interacting free fermion Hamiltonians
in which the chemical potential lies within a band gap. If two Hamiltonians have
the same number of eigenstates below the gap, they then can be transformed con-
tinuously as the energy bands below the gap can be freely shifted. By counting
the number of eigenstates below the gap, we can define a topological invariant Q,
which cannot change without a zero energy crossing

Q = # of eigenstates below the gap. (2.23)

Equivalently, one can track the topological invariant by the number of zero-energy
crossings. Systems with different Q are separated by a topological phase transi-
tion.

For symmetry-protected topological phases, the topological invariant is con-
nected to the symmetry of the Hamiltonian. For example, the spectrum is doubly
degenerate in a spin-1

2 system with time-reversal symmetry. The Kramer degener-
acy implies that energy levels cross zero energy always in pairs, and the topologi-
cal invariant Q can only change in multiples of two.

The Bogoliubov-de-Gennes Hamiltonian (Eq. (2.11)) is particle-hole symmet-
ric. For every eigenstate with energy E, there exists an eigenstate with energy −E.
Note that only the positive energies are physical. The negative energies only come
from the Bogoliubov framework, which we call "Bogoliubov shadows". As the
positive and negative energies always come in pairs, the number of eigenstates
below and above the gap is always equal. It doesn’t change during the topologi-
cal phase transition, even though the gap closes. Thus, we need to define another
topological invariant. Although the Bogoliubov-de-Gennes Hamiltonian does not
conserve the particle number, fermion number parity is conserved. The gap clo-
sure marks the change in the fermionic number parity.
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The tool to quantify the change in fermionic number parity of HBdG is the Pfaf-
fian. A Pfaffian is defined for an anti-symmetric matrix A. For such a matrix
eigenvalues come in pairs of ±An. The determinant of A is therefore det(A) =

∏n(−A2
n). The Pfaffian is constructed such that it uniquely defines the sign of

√
det(A) = ±∏

n
An. (2.24)

For example, for a simple skew-symmetric 2× 2 matrix A2×2,

A2×2 =

(
0 a
−a 0

)
, (2.25)

the Pfaffian is Pf(A2×2) = a. When the fermion number parity changes, a single
En reverses its sign or, equivalently, a particle and a hole are interchanged. The
sign change is not reflected in the determinant but in the Pfaffian.

To compute the Pfaffian for the bulk of the Kitaev chain, we need to transform
Hk (Eq. (2.13)) by a unitary transformation into an anti-symmetric form

H̃(k) =
1
2

(
1 1
i −i

)
Hk

(
1 −i
1 i

)
. (2.26)

As discussed in Sec. 2.2.2, the gap closure only happens at k = 0 and k = π and
the transformed Hamiltonian simplifies to

H̃(0) = −i

(
0 −t− µ

t + µ 0

)
and H̃(π) = −i

(
0 t− µ

−t + µ 0

)
. (2.27)

If we calculate Pf(iH̃BdG(k)) for k = 0 and k = π, we recover the same point
of phase transition as derived above in Sec. 2.2.2. Pf(iH̃BdG(0)) = −t− µ changes
sign at µ = t and Pf(iH̃BdG(π)) = t− µ at µ = −t. Note that we added an extra i to
make the Pfaffian real. We can combine the two Pfaffians to obtain the topological
invariant of the Bogoliubov-de-Gennes Hamiltonian

Q = sign(Pf(iH̃BdG(0)))× sign(Pf(iH̃BdG(π))). (2.28)

This topological invariant can also be generalized to Floquet systems, as will be
discussed in the next chapter.
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2.2.5 Majorana box qubit

As discussed in Sec. 2.2.1, a one-dimensional topological superconductor can host
Majorana zero modes at the edges [47]. The fermion formed by a pair of Majo-
rana zero modes can encode a qubit in a non-local way. The non-locality of the
stored quantum information protects it against local noise. Furthermore, Majo-
rana modes obey non-Abelian braiding statistics [49, 50], which makes them a
great candidate for topological quantum computation. Majorana based quantum
computation is not universal as only Clifford gates can be implemented. Univer-
sal, physical topological quantum computing platform candidates are fractional
Hall quantum systems which are currently not close to realization.

There has been a lot of experimental effort in realizing Majorana zero modes
in condensed matter systems. However, what seemed theoretically relatively sim-
ple, has proven to be an arduous task in experiments. The main challenge is to
remove the spin of the electron and obtain effectively spin-less electrons like in
the Kitaev Hamiltonian (Eq. (2.8)). In principle, such systems can be realized in
semiconducting quantum wires with strong spin-orbit coupling or in topological
insulators, proximity coupled to conventional superconductors [51–58]. However,
experimental evidence for Majorana zero-modes in those systems is still disputed.

In a single topological superconducting quantum wire, one could define a topo-
logical qubit by the occupation of the Majorana modes q = iγ1γ2 = ±1, where γ1

and γ2 are the two Majorana modes at the edges. However, for such a qubit, the in-
formation is encoded in the fermion number parity, and a coherent superposition
of the two states is very difficult to prepare. Furthermore, long-range Coulomb
interactions split the degenerate Majorana zero mode states into the even (not oc-
cupied) and odd (occupied) parity sectors if the system is not grounded. Thus,
it is not possible to encode a useful qubit in a single wire. The most straightfor-
ward extension is adding another wire called the Majorana box qubit [46, 58–60].
A Cooper pair box with one topological quantum wire on top of each bulk super-
conductor forms a Majorana box qubit, as shown in Fig. 2.6. At low energy, we
now have four states: no Majoranas, Majorana modes in only one of the wires,
and Majorana zero modes at the edge of both wires. A relative charge between the
wires costs a finite charging energy and splits the low-energy Hilbert space into
odd (only one wire with Majoranas) and even parity sectors. The computational
Hilbert space then reduces from four to two states. In the end, one obtains a single
qubit by giving up one pair of Majorana modes for the fermion parity. Thus, the
information is no longer encoded in the fermion parity, negating the issues that
arise in a single wire. The Majorana box qubit can then be used as a hardware
building block for topological quantum computers [59].
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Ec EJ

FIGURE 2.6: Schematic of the Majorana box qubit: The two bulk superconductors (dark
blue) form a superconducting qubit effectively described by the Josephson tunneling ele-
ment and a capacitor (see Fig. 2.1). Each bulk superconductor is proximity coupled to a
topological quantum wire (light blue) that can host Majorana zero modes at the edges (red

circle).

2.3 Quantum state preparation

Recommended additional literature for this section

1. Reviews on "Quantum computational chemistry" by S. McArdle and
S. Endo [61], on "Quantum algorithms for quantum chemistry and quantum mate-
rial science" by Bauer et al. [62] and on "Quantum computer systems for scientific
discovery by Y. Alexeev et al. [63].

2. Reviews on the theory of variational quantum algorithms by McClean et
al. [64] and Yuan et al. [65].

3. Review on adiabatic quantum computation by T. Albash [66] and lecture
notes by A. M. Childs [67].

4. S. Polla et al. [68] use a very similar approach for "Quantum digital cooling" as
introduced later in Chap. 5.

Among the most promising applications of quantum computing are the fields
of quantum chemistry and material sciences [8, 61, 62, 69–72]. For example, for a
known structure of an electronic ground state or thermal state of a given Hamilto-
nian, one can predict, e.g., reaction rates, location of stable structures, and optical
properties [73]. More generally, it can also be utilized for various quantum infor-
mation problems, e.g., optimization, which can often be mapped to the problem
of finding the ground state of a Hamiltonian [74]. Therefore, the question of find-
ing the ground state of a system is not only an academic problem but also has
a significant impact on the industry. However, the computational complexity of
realistic models of, e.g., high-temperature superconductivity or transition metal
catalysis exceeds the capabilities of a classical computer [61]. Moreover, for a gen-
eral Hamiltonian, even if it is spatially local, even a quantum computer struggles
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FIGURE 2.7: Variational quantum simulation is a hybrid simulation using a classical and a
quantum computer. (1) A quantum state |ψ(θ)⟩ = U(θ) |ψ⟩ is prepared on a quantum chip
using unitary gates U(θ) parametrized by θ. (2) The expectation value of the energy E(θ)
is measured by repeated initialization of |ψ(θ)⟩. (3) The measurement results are used to

classically optimize the gates U(θ) to minimize the energy.

with efficiently solving for the ground states [75, 76].
Many approaches of ground state preparation are physically inspired like vari-

ational quantum simulation [64, 65, 77–81], adiabatic evolution [66, 82–84] and,
more recently, also algorithms that mimic cooling by coupling to a “bath” [68, 85–
90].

2.3.1 Variational quantum simulation

Variational quantum simulation uses the variational principle to approach the
ground state from an initial guess wave function [64, 65, 77, 78]. It combines
classical optimization with quantum state preparation and measurements, and,
therefore, it is also called hybrid quantum computing.

The following steps are necessary to find the ground state of a Hamiltonian.
First, the Hamiltonian needs to be written in terms of the qubit or spin operators.
For an electronic Hamiltonian, the fermionic operators can be, e.g., transformed by
a Jordan-Wigner or Bravyi-Kitaev transformation [91]. The Jordan-Wigner trans-
formation is discussed in more detail for the Kitaev chain in Sec. 2.2.3. For specific
cases like the Kitaev chain, the transformation is local in the target space. However,
it introduces non-local string operators for general systems [64, 91]. The non-local
string operators are either (quantum) computationally expensive or require highly
connected qubits [63].

Next, one has to choose a good ansatz wave function |ψ(θ)⟩ parametrized by a
classical variable θ. |ψ(θ)⟩ should be close to the real ground state function, and it
must be possible to prepare the state on the quantum computer. The performance
of variational quantum simulation is highly dependent on the quality of the vari-
ational ansatz that is often as challenging to find. After the state preparation, the
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FIGURE 2.8: (a) The parameter λ is slowly changed to find a path from the initial Hamilto-
nian H0 to the Hamiltonian of interest H. (b) Exemplifying energy dispersion along a path
λ. (c) The gap between the ground state and the first excited state. The system is initially
prepared in the ground state of H0. Only if the parameter λ is very slowly swept with
respect to the energy gap, the system stays in the ground state. Optimizing the sweep’s
speed according to the gap along the path is challenging because the energy dispersion is

usually unknown.

expectation value of the Hamiltonian,

E(θ) = ⟨ψ(θ)|H |ψ(θ)⟩ , (2.29)

is evaluated by repeated state preparation and measurement of the Hamiltonian.
Using the variational principle,

E0 ≤ ⟨ψ(θ)|H |ψ(θ)⟩ , (2.30)

one can find the ground state wave function by classically optimizing the variable
θ. For example, the state |ψ(θ)⟩ can be prepared by starting in the computational
ground state and applying unitary gates parametrized by θ

|ψ(θ)⟩ = U(θ) |0⟩ . (2.31)

The parameter(s) θ are optimized by a classical computer. This method always
gives at least an upper bound to the ground state energy.

2.3.2 Adiabatic state preparation

Adiabatic quantum computing is a very powerful method since it has been shown
to be equivalent to standard (gate-based) quantum computing [92].

The strategy of adiabatic state preparation is to start with a ground state |ψ0⟩ of
a reference Hamiltonian H0 that is easy to prepare on a quantum computer. Then,
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the state is slowly evolved with a Hamiltonian H(t) that connects the reference
Hamiltonian H0 to the Hamiltonian H of interest

H(t) = (1− λ(t))H0 + λ(t)H. (2.32)

Without specifying the exact path, the parameter λ(t) starts at zero and ends with
the value of one. The adiabatic theorem guarantees that the system stays close
to the ground state during the evolution. Thus, at the end of the evolution, the
system is close to the ground state of H.

This method had two major drawbacks: Firstly, an adiabatic evolution of the
Hamiltonian, i.e., the adiabatic tuning of the system parameters, needs time. A
slow preparation process adds up if the measurement has to be repeated many
times to measure an expectation value with high precision.

Secondly, the adiabatic theorem breaks down if a phase transition separates the
initial and the target state. The sweeping rate must be slower than 1/∆, where ∆
is the gap between the ground state E0(t) and the first excited state E1(t). The
sweep duration T tends to depend strongly on the system size and the choice of
the reference Hamiltonian [62]. In the worst case, the sweep duration T scales as

T ∼ O
(

1
mint∆(t)3

)
, (2.33)

where it is essential to know the minimum gap ∆min = mint∆(t) along the path
[93]. This upper bound can be improved to O(1/∆2

min) up to a polylogarithmic
factor in ∆min for a sufficiently smooth variation of the Hamiltonian [66, 94]. Gen-
erally, the minimum gap during the evolution is unknown and has to be approx-
imated. At a phase transition, however, the gap vanishes in the thermodynamic
limit and T → ∞ [95]. Hence, the ground state of a topological Hamiltonian can-
not efficiently be prepared by starting with a simple product state because they are
not smoothly connected.

2.3.3 Quantum refrigerator

More recently, algorithms have been proposed that mimic how a physical system
is cooled by coupling it to a low-entropy “bath” [68, 85–90]. Following the funda-
mental laws of thermodynamics, a system should approach its ground state when
the temperature decreases to zero. When cooling a physical system, the bath has
to be much larger than the system. Otherwise, the bath itself heats up. In the case
of algorithmic cooling on a quantum computer, a fraction of the qubits is used to
simulate the bath. If the bath is periodically reset to its ground state, energy and
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entropy can be extracted from the system. Thus, the bath size does not have to be
larger than the system.

The key advantage of such a cooling algorithm is that it is independent of the
initial state of the system and requires no prior knowledge of the target ground
state. The target state does not need to be adiabatically connected to a product
state. Building on these ideas, in Chapter 5, we investigate a cooling algorithm
inspired by adiabatic demagnetization.

2.3.4 Preparation of known complex quantum states

In the previous sections, we discussed techniques that (approximately) prepare
the unknown ground state of an Hamiltonian of interest. This section focuses on
quantum states that exhibit interesting features and might even be easily written
down on paper. Does this mean that the state is easy to prepare on a quantum
computer and why is that even relevant?

In quantum many-body physics, a particular class of ground states has brought
much excitement, namely those with long-range entanglement. The topological
nature of these states makes them a very powerful tool for quantum computing.
In contrast to topological quantum hardware, see Sec. 2.2, one can use them to
encode logical qubits consisting of many physical qubits. Error correction codes
like the surface code take advantage of this feature, and, thus, act like "topological
quantum software". A quantum state with long-range entanglement, by defini-
tion, cannot be prepared by a finite-depth local unitary [96]. For example, one can
imagine a circuit with only two-qubit gates, see Fig. 2.9a spreading the entangle-
ment like a light cone [97]. Even for finite-size systems, a circuit depth that scales
with the system size is challenging to realize on current quantum computers be-
cause gate operations are costly.

In the remainder of this section, we discuss the implementation of the toric
ground state as an example for long-range entanglement. We use this example
to show how a combination of unitaries, measurements and feed-forward can pre-
pare a ground state with long-range entanglement in finite depth, i.e., independent
of the system size.

The toric code model which has been proposed to realize fault tolerant quan-
tum computation [21]. This toric code has a ground state with topological order
and anyonic braiding statistics. The Hamiltonian is defined on links of a square
lattice

H = −∑
s

As −∑
p

Bb, (2.34)
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FIGURE 2.9: (a) Information spreading in a relativistic theory is bounded by the speed of
light captured by the light cone. Similarly, the entanglement spreading in many interacting
many-body systems is bounded by the Lieb Robinson bound [96–98], here visualized has
two-qubit entangling operations that propagate the correlations. (b) The toric code model
is defined on the links of a square lattice. The "star" operator As = ∑i∈s σz

i acts on the
vertices (light blue), while Bp = ∑i∈p is defined for a plaquette (red).

where the "star" operators As = ∏i∈s σz
i act on vertices and the "plaquette" oper-

ators Bp = ∏j∈p σx
j on plaquettes, respectively, see Fig. 2.9. One can realize that

the ground state |GS⟩ of Eq. (2.34) must be an eigenstate of all individual plaque-
tte and star operators simultaneously with eigenvalue +1 such that As |GS⟩ =

Bp |GS⟩ = + |GS⟩. Such a state can be formally implemented by initializing all
qubits in the |0⟩⊗N state, and thus, a +1 eigenstate of all As operators. Then, the
ground state is obtained by projecting the |0⟩⊗N to the +1 Bp-eigenstates as

|GS⟩ = 1
N ∏

p
(I + Bp) |0⟩⊗N ,

whereN normalizes the state. Satzinger et al. prepared this ground state on 31 su-
perconducting qubits by a sequence of Hadamard and CNOT gates that effectively
implement the projector I+ Bp [14]. Thus, the preparation of such a topologically-
ordered state is not restricted to pen and paper. However, it is known that the
optimal circuit depth, i.e., the number of necessary gate layers, scales linear with
the system width [98]. The long-range entanglement is also the reason, why adi-
abatic state preparation fails, see Sec. 2.3.2, – the long-range entangled state is
topologically distinct from a product state.

However, one can take a shortcut to realize the toric code ground state using
measurements. Instead of applying unitary gates, one can project into the Bp and
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As eigensectors by measuring once these commuting operators. All star (plaque-
tte) operators can be measured in parallel, thus, requiring only two measurement
steps. Furthermore, starting from the state |0⟩⊗N only the Bp measurements are
necessary because the state is already an eigenstate of all As. Measurements, of
course, randomly select the +1 and −1 eigenstates. However, the −1 excitations
always come and pairs and can be eliminated by a feed-forward layer of σx-string
operators [21]. Feed-forward means using the classical information, i.e. the mea-
surement results, to identify the errors and correct them.

The above approach generalizes for commuting projector Hamiltonians that
exhibit Abelian topological order [21, 99, 100]. For non-Abelian topological or-
der, the excitations cannot be removed using a finite-depth circuit [101]. However,
other strategies with several measurement and feed-forward layers have been re-
cently proposed [102–105].

Finally, let us remark on the Lieb-Robinson bound [96], that bound on the speed
of entanglement spreading is not lifted by measurements alone. The trick lies
in the feed-forward step that classically communicates the information about the
measurement results.
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Chapter 3

Non-Equilibrium Dynamics

“Let’s face it, the universe is messy. It is nonlinear, turbulent, and chaotic. It is dynamic.
It spends its time in transient behavior on its way to somewhere else, not in mathematically
neat equilibria. It self-organizes and evolves. It creates diversity, not uniformity. That’s
what makes the world interesting, that’s what makes it beautiful, and that’s what makes it
work. ” — Donella H. Meadows

There has been remarkable progress in the theoretical and experimental un-
derstanding of non-equilibrium processes in closed and open systems. A closed
system is isolated from any environment. In contrast, an open system considers
the interaction with an environment that is not itself fully characterized.

The first part of this chapter focuses on closed Floquet systems. Floquet theory
describes systems that are periodically driven. A Floquet system can be realized in
solid-state, e.g., by using a laser, and in synthetic systems like quantum computing
devices. A time-periodic field can generate new non-equilibrium phases with no
static equivalent. The properties of the system, like the band mass, lifetime, and
topological order can be drastically changed and even be controlled by "Floquet
engineering".

Interesting effects can also be observed in driven open systems. However, the
last part of this chapter instead focuses on the impact of measurements and noise
in open systems, since noise cannot be neglected in current quantum computing
devices. Furthermore, only through measurements can one observe the quantum
world.
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3.1 Floquet theory

Recommended additional literature for this section

1. The section mainly follows the reviews by M. S. Rudner and his collabora-
tors [11, 106].

2. There exist many more reviews on (topological) Floquet systems [9–11, 107–
111].

3. The Bloch theorem is a special case of the Floquet theorem. Many concepts
of Floquet systems are related to spatially translational invariant systems (see
your favourite condensed matter textbook).

4. Suzuki-Trotter decomposition [112].

Floquet theory [17] is a powerful tool set to describe periodically driven sys-
tems. For a time-periodic Hamiltonian H(t) = H(T + t), we can write the the
Schrödinger equation

ih̄∂t|ψ(t)⟩ = H(t)|ψ(t)⟩. (3.1)

The dynamics of the system can be well described by the Floquet time evolution
operator, which is defined over one cycle of the drive,

U(T) = T e−
i
h̄
∫ T

0 dt’H(t′), (3.2)

where T is the time ordering [106]. The stationary states of the Floquet time evo-
lution operator and the corresponding eigenenergies, called quasi-energies, define
a good basis for analyzing Floquet systems and will be thoroughly discussed in
this section. We will first introduce the Floquet theorem, a fundamental concept
in Floquet theory. The Floquet theorem may seem familiar as the Bloch theorem is
a particular case of the Floquet theorem. By driving the system periodically, con-
tinuous time translation symmetry is broken. Thus, energy is not conserved any
more. In analogy to crystals and the crystal momentum, only the quasi-energy,
that is the energy modulo the driving frequency, is conserved.

We will encounter that new topological phases with no equivalent in equilib-
rium like Floquet Majoranas may arise in Floquet systems. However, due to the
lack of energy conservation, Floquet systems are always at the risk to heat up to
infinite temperatures such that the interesting states cannot be observed. Luck-
ily, Floquet system are still closer to equilibrium than systems with generic drives
since they are discrete time-translational symmetric. In a system with O(N) con-
served quantities heating can be avoided [109]. Driven free fermion systems like
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the driven Kitaev chain, which we discuss later, fall in this category [113]. Fur-
thermore, Floquet systems exhibiting many-body localization allow for interesting
long-time steady states [114–116]. Finally, one can investigate the stability of Flo-
quet phases in the presence of interactions, e.g., using Fermi’s golden rule which
is introduced at the end of this section.

3.1.1 Floquet theorem

Instead of solving for the stationary states of the time evolution operator and in-
tegrating the Schrödinger equation mentioned above, there is an elegant way to
solve the problem using the Floquet theorem. The Floquet theorem converts the
problem from time space into frequency space. In frequency space, one only has
to solve a matrix equation. A time-periodic Hamiltonian H(t) = H(t + T) can be
decomposed as

H(t) = H0 + ∑
n

Hneiωnt (3.3)

with the driving frequency ω = 2π/T. The quasi-stationary states {|Ψi(t)} of the
Hamiltonian H(t)

|Ψi(t)⟩ = e−iϵit|ψi(t)⟩, |ψi(t)⟩ = |ψi(t + T)⟩ (3.4)

form a complete orthonormal basis, where |ψi(t)⟩ is itself periodic in time. There-
fore, we further decompose |ψi(t)⟩ in Fourier components

|ψi(t)⟩ = e−iωnt ∑
n
|ψn

i ⟩. (3.5)

With this ansatz and h̄ = 1, we can rewrite the Schrödinger equation, Eq.(3.1), as

∑
n
(ωn + ϵi)e−iωnt |ψn

i ⟩ = H0 ∑
n

eiωnt |ψn
i ⟩+ ∑

n,m
Hneiω(n+m)t |ψm

i ⟩ , (3.6)

where we cancelled out the factor eiϵit. Each Fourier-component
∣∣ψm

i
〉

is coupled
to the other components through the drive coupling Hm−m′

(ϵi + mω) |ψm
i ⟩ = ∑

m′
Hm−m′

∣∣∣ψm′
i

〉
. (3.7)

Eq. (3.7) can be expressed as an (infinitive size) matrix equationHψi = ϵiψi [106],
where we define the vector ψi = (. . . ,

∣∣∣ψ−1
i

〉
,
∣∣ψ0

i
〉

,
∣∣ψ1

i
〉

, . . . )T with the Fourier
components as entries andH as
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H =




· · · H−1 H−2 · · ·
H1 H0 + 2ω H−2 · · ·
H2 H1 H0 + ω H−1 H−2

H2 H1 H0 H−1 H−2

H2 H1 H0 −ω H−1 H−2

· · · H2 H1 H0 − 2ω H−1

· · · H2 H1 · · ·




. (3.8)

The Hilbert space of the Floquet matrix H is much larger than the Hilbert space
of the original Hamiltonian H(t). It is over-complete and has an infinite number
of eigenstates. The solutions are linearly dependent and encode the same physical
solutions since we introduced infinite copies of the original Hilbert space. The
associated eigenvalues are the so-called quasi-energies of the system and can be
shifted by multiples of the driving frequency

|ψi(t)⟩ = e−i(ϵi+mω)t ∑
n

e−i(n−m)ωt |ψn
i ⟩

= e−iϵ̃it ∑
n

e−inωt |ψ̃n
i ⟩ , (3.9)

where ϵ̃i = ϵi + mω and
∣∣ψ̃n

i
〉
= eimωt

∣∣ψn
i
〉
. Therefore, it is enough to look at only

one Floquet-Brillouin zone with eigenvalues ϵmin ≤ ϵ < ϵmin + ω.

3.1.2 Solving the Floquet matrix

In the previous section, we have seen that one can elegantly rewrite a time-periodic
Hamiltonian in a Floquet decomposition. However, this technique seems a bit use-
less since it blows up the Hilbert space to infinity and gives us infinite equivalent
solutions. As we will discuss in the following, the structure of the Floquet matrix
leads to a convenient approximation of the problem and nice physical intuition.
For the discussion, we simplify the problem and analyze a Hamiltonian H(t) =

H0 + V(t) with a static part H0 and a time-periodic part V(t) = Veiωt + V†e−iωt.
We can construct the Floquet matrix

H =




· · · V
V† H0 + ω V

V† H0 V
V† H0 −ω V

V† · · ·




, (3.10)
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FIGURE 3.1: Floquet Matrix as a potential ladder: The Floquet matrix equation, Eq. (3.8),
can be interpreted as a particle hopping on a chain where a decreasing electric field along
the chain acts as a potential ladder. Within this analogy, the Floquet mode index m cor-
responds to a site m, and the Floquet states’ frequency corresponds to the Bloch states’
momentum. Within each unit cell m, the physics, i.e., all energies and couplings, are gov-
erned by the time-averaged Hamiltonian H0. The energies between two unit cells are
shifted by ω according to the diagonal of the Floquet matrix. A drive with only a single
harmonic induces hopping V between neighboring sites (see Eq. (3.10)). Without the linear
potential, the eigenstates have a total bandwidth W ∼ max{||V||, ||H0||}. The potential
leads to a wave function localization in m space. Semi-classically, this can be understood
as an effective particle with a finite kinetic energy that can only access sites in the range of

lm ∼ W/ω. This figure is inspired by Fig. S2 of Ref. [106].

where H1 = V†, H−1 = V and H|m| = 0 for |m| > 1. The static Hamiltonian, H0 on
the diagonal, is shifted by multiples of the frequency. On the off-diagonal blocks, V
and V† couple different frequency sectors by the driving. This Hamiltonian looks
like a tight-binding Hamiltonian with nearest neighbor hopping on a lattice and
a linear potential (see Fig. 3.1). Without the potential (ω = 0), H0 describes the
on-site energies and intra-unit-cell hopping, whereas V and V† account for inter-
unit-cell hopping in frequency space. For a one-dimensional Hamiltonian, the
bandwidth of the kinetic energy is given byW = 2|V|. In higher but finite dimen-
sions, the bandwidth can be approximated as W ≈ max{∥V∥, ∥H0∥}. The wave
functions in the absence of the potential are extended in frequency space, but they
become localized once mω is finite. The localization occurs due to the finite band-
width of the kinetic energy. The effective particle doesn’t have enough kinetic en-
ergy to climb the potential ladder. More precisely, the total energy E = Ekin + Epot

of the particle is only constant over a finite range lm of multiples m of the frequency.
The accessible range at a given quasi-energy ϵi can be approximated by lm ∼ W

ω .
Outside that range, the wave function is falling off (faster than) exponentially in
m. Therefore, only a finite number of Floquet copies strongly contribute to a wave
function with quasi-energy ϵi. One can truncate the Floquet matrix and achieve a
solution with arbitrary accuracy. Note that at the boundary of the truncation, the
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solutions might strongly deviate, but the Floquet zone in the middle gives accu-
rate results. The Floquet matrix approach is useful if the driving frequency is suf-
ficiently big such that not too many Floquet copies have to be considered. Using
this approach, we can, for example, analytically investigate the Floquet Majorana
box qubit, see Chap. 4.

3.1.3 Suzuki-Trotter decomposition

Another approach to solving the problem is to numerically compute the time evo-
lution operator U(T) = T ei

∫ T
0 dt’H(t′), where the time ordering is important [112].

We can write the time evolution operator as a product of time slices,

U(T) =
N

∏
n=0

eiH( nT
N ) T

N . (3.11)

Eq. (3.11) is only exact in the limit N → ∞ or if the Hamiltonian commutes at dif-
ferent times. For finite N, Eq. (3.11) is the simplest Suzuki-Trotter decomposition
with a correction of O(T2

N ). We can confirm the relation for two non-commuting
operators A and B by expanding the exponential operator up to the first order

eδ(A+B) = 1 + δ(A + B) +
1
2

δ2(A2 + AB + BA + B2) +O(δ3) (3.12)

eAeB = 1 + δ(A + B) +
1
2

δ2(A2 + 2AB + B2) +O(δ3). (3.13)

In the second line, the operator A only comes from the left. Since A and B don’t
commute, the difference between the two lines arises. The 2nd order Suzuki-
decomposition removes the difference from the commutator by applying B/2 from
both sides. For N time steps, we arrive at

(
e

B
2 eAe

B
2

)N
=
(

eδ(A+B)+O(δ3)
)N

= eT(A+B)+O( T3

N2 ), (3.14)

where δ = T/N is the length of a single time step [112]. The advantage of time
slicing the time evolution operator instead of interrupting the Taylor expansion of
the exponential function at the same order, e.g., eδ(A+B) = 1 + δ(A + B) +O(δ2),
is that the time slices are still unitary operators. Thus, the exponential form con-
serves the norm of the wave function, whereas the perturbative approximation
generally leads to an increase in the norm. Furthermore, the matrix (m × m),
describing the time evolution operator, is not artificially enlarged compared to
the Floquet matrix ((2N + 1)m × (2N + 1)m), m is the dimension of the Hilbert
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FIGURE 3.2: Schematic of a Floquet system with particle-hole symmetry: The Floquet
bulk is plotted in black. Interestingly, there are two special energies, where negative and
positive quasi-energies ϵ are the same ϵT = −ϵT. This condition is only fulfilled in equilib-
rium when ϵ = 0 (blue) leads to the emergence of Majorana zero modes. Due to temporal
translational invariance, ϵT = π (ϵ = ω/2) is equivalent to ϵT = −π (red). Therefore,

Floquet systems can host additional Majorana π modes, also called Floquet Majoranas.

space and N the number of Floquet modes. Using the Suzuki-Trotter decompo-
sition, one can compute the quasi-energy spectrum of the Floquet Hamiltonian
HF = i log(U(T))/T. In practice, the quasi-energies ϵi = iui/T can be obtained by
solving for the eigenvalues ui of U(T). In the next section, we use this approach to
calculate the spectrum of the driven Kitaev chain.

3.2 Floquet spectrum and topology

Recommended additional literature for this section

1. Two reviews by M. S. Rudner and his collaborators [11, 106]

2. The topological invariant calculation follows Refs.[117, 118] by L. Jiang et al.
and B. Bauer et al.

3. For concepts of topology in equilibrium see Sec. 2.2.4

4. The Floquet Fermi golden rule calculation follows Ref.[119] by T. Bilitewski
and N. R. Cooper

By engineering a time-periodic drive, we can design systems that have rich
non-equilibrium topological phases [11]. These topological phases don’t neces-
sarily have an equilibrium counterpart and thus, are fascinating to investigate in
theory [117, 120–125] as well as in experiments [126–128].
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For non-interacting systems, the topology of a system can be characterized in
terms of time-reversal, particle-hole and chiral symmetries. The topology is en-
coded in the band spectrum, see Sec. 2.2.4. However, in a Floquet system, the
ground state is not well-defined anymore and we need to expand the notion of the
system’s topology from the Hamiltonian to the time-evolution operator [11].

For example, the particle-hole symmetry of the time evolution operator can be
enforced by an particle-hole symmetric Hamiltonian H(t) at every time instance.
This symmetry is always present for a superconductor at the mean-field level, i.e.,
if the system is described by a Bogoliubov- de Gennes Hamiltonian.

In the previous sections, we have discussed how one can obtain the quasi-
energy spectrum of the effective Floquet Hamiltonian HF = i log(U(T))/T. In
Fig. 3.2, we show the pictographic Floquet spectrum of a Hamiltonian with particle-
hole symmetry. Importantly, the spectrum has two special quasi-energies, where
the positive quasi-energy equals the negative,

ϵ = −ϵ, (3.15)

namely not only at ϵ = 0, but also at ϵ = ω
2 . In the previous chapter, we have

seen that localized Majorana zero edge modes can only arise at energy E = 0 in
equilibrium for a spin-less superconductor. Due to the particle-hole symmetry,
particle and anti-particle have the same energy only at E = 0. Here, the presence
of another quasi-energy ϵ = ω

2 with the same property already hints that many
new phenomena can arise in a non-equilibrium setup. In particle-hole symmetric
case, so called Floquet Majoranas emerge [117, 129, 130]. This non-equilibrium
topological mode is introduced in detail in the next section followed by the notion
of the corresponding Floquet topological invariant.

While topological systems are protected by the band gap in equilibrium, this
protection is lost in a driven set-up. In Floquet systems only quasi-energy is con-
served. By driving the system, energy is continuously pumped into the system. In
(clean) free fermion models, like the Kitaev chain, heating is avoided due to the
extensive number of conservation laws [113]. But already weak interaction effects
can lead to thermalization in Floquet systems [109]. At the end of this section, we
introduce a tool, the Floquet Fermi’s golden rule, to approximate the heating effect
by weak perturbations. We will later use the Fermi’s golden rule to investigate the
stability of the Floquet Majorana box qubit in Chap. 4.
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3.2.1 Floquet Majoranas

Floquet Majoranas can arise in a periodically driven topological spin-less super-
conductor [117, 118, 129]. As the simplest example, we will introduce an addi-
tional drive to the one-dimensional Kitaev chain (Eq.(2.8))

HF
Kitaev(t) = ∑

i
− (µ̄ + δµ cos(ωt)) c†

i ci − t/2c†
i ci+1 + ∆/2cici+1 + h.c., (3.16)

where µ̄ is the static chemical potential, δµ is the amplitude of the drive and ω

the driving frequency. As for the equilibrium case, we consider spin-less electrons
hopping on a one-dimensional chain with an amplitude t and a superconducting
pairing ∆. In analogy to the example discussed in Sec. 3.1.2, the Floquet matrix
can be constructed with blocks H0 −mω on the diagonal,

H0 = ∑
i
−µ̄c†

i ci − t/2c†
i ci+1 + ∆/2cici+1 + h.c., (3.17)

and the coupling ,
V = V† = −δµ ∑

i
c†

i ci, (3.18)

on the off-diagonal. The spectrum can also be computed by the trotterized time-
evolution operator as explained in Sec. 3.1.3. The spectrum reveals two important
features, see Fig. 3.3a. The spectrum shows three different phases as a function of
the chemical potential. The system can host Majorana zero modes that also appear
in an undriven setup. Additionally, Floquet Majoranas arise at a quasi-energy ω

2 .
Since ω

2 = π
T , these modes are also called Majorana π modes. Both modes are

localized at the edges. However, they are distinct in quasi-energy and don’t hy-
bridize. Therefore, both modes can also coexist. As shown in the phase diagram
of Fig. 3.3b, a trivial fourth phase without any topological modes can also exist.
The phase diagram is obtained by calculating the bulk topological invariant intro-
duced in the next section [117, 118]. The phase diagram is periodic in the chemical
potential as well as the tunneling. However, the spectrum shows a decreasing gap
around the topological modes for larger chemical potential.

3.2.2 Floquet topological invariant

Floquet systems can possess more diverse topological phases than static systems.
Therefore, it is not sufficient to characterize them with equilibrium topological in-
variants only. Instead, we need to expand the description of topological invariants
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FIGURE 3.3: (a) Floquet spectrum as a function of the static chemical potential µ (N = 60,
δµ = 3π, t = π, T = 1.4, Nsteps = 100, ∆ = −π). The Majorana zero mode (MZM,
light orange) and the Majorana π modes (MPM, orange) can coexist (red-shaded areas).
(b) Phase diagram of the driven Kitaev chain, as a function of t

ω = ∆
ω and µ

ω , shows four
different phases: trivial, only MZM, only MPM, and both modes. This figure is reproduced

from Ref. [P131]

to include topological phases that can only appear in a driven system. We exem-
plify this concept for the driven Kitaev chain following Refs.[117, 118]. For a gen-
eral classification of Floquet topological phases, we refer the reader to Ref. [121].
As discussed in the previous section, the time-periodic Kitaev chain can host both
Majorana zero modes and Majorana π modes at quasi-energy 0 and ω/2, respec-
tively. Thus, our goal is to derive two topological invariants Q0 and Qπ that can
capture whether the system can host Majorana zero modes (Q0 = −1) and Majo-
rana π modes (Qπ = −1).

This section builds on Sec. 2.2.4, where the ground state fermion number parity
is introduced as the topological invariant of a BdG Hamiltonian [41]. However,
instead of the instantaneous Hamiltonian, the time evolution operator contains
information about the system’s topology in the Floquet case.

We start by transforming the Floquet Kitaev Hamiltonian of Eq. (3.16) into mo-
mentum space H = ∑k HF

k (t) |k⟩ ⟨k|, where

HF
k (t) = −(µ(t) + t cos(k))τz + ∆ sin(k)τy (3.19)
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with µ(t) = µ̄ + δµ cos(ωt). Then the time-evolution operator has a momentum
decomposition

U(T) = ∏
k

Uk(T), Uk(T) = T e−i
∫ T

0 dtHF
k (t), (3.20)

where T is the period of the drive. Like the equilibrium case, the topological phase
transition happens when the gap closes at the quasi-energy 0 and ω/2 = π/T.
This gap closure happens at the momenta k = 0 and k = π. Thus, monitoring the
eigenvalues of U0(T) and Uπ(T) is sufficient. The topological charges Q0 and Qπ

count how many times the eigenvalues of the time evolution operator cross 1 = ei0

and−1 = eiπ, respectively, and distinguishes whether this number is even or odd.
We can write this number parity

Q0Qπ = sign (Pf[M0]Pf[Mπ]) , Q0 = sign (Pf[N0]Pf[Nπ]) , (3.21)

where Mk = log(Uk(T)) and Nk = log
(√

Uk(T)
)

and only the momenta k = 0, π

of the gap closure are important [117]. Eq. (3.21) uses the Pfaffian to define the sign
of the eigenvalue uniquely; see Sec. 2.2.4 for details on the Pfaffian. As discussed
below, Q0 is equivalent to the equilibrium topological invariant. For k = 0, π,
the different time instances of the time evolution operator commute, and we can
calculate the Pfaffian

Pf[Mk] = log
(

eiT(µ̄+t cos(k))
)

, Pf[Nk] = log
(

ei T
2 (µ̄+t cos(k))

)
, (3.22)

where log
(
eix) can only resolve 0 ≤ x < 2π. Pf[Nk] changes sign if T(µ̄+ t cos(k)) =

2nπ, i.e. if the quasi-energy crosses 0. Therefore, it monitors the change of Majo-
rana zero mode parity. On the other hand, Pf[Mk] changes sign if T(µ̄+ t cos(k)) =
nπ. This condition is fulfilled if the quasi-energy crosses 0 (n even) or ω/2 (n odd
or even). Thus, the joint parity of the two topological modes changes in this case.

We can further simplify the sign of the Pfaffian into a more convenient form
using

sign(log
(

eix
)
= (−1)⌊x⌋, (3.23)

where ⌊x⌋ = floor( x
2π ). Now, the topological invariants have the form

Q0 = (−1)⌊(µ̄+t)T⌋(−1)⌊(µ̄−t)T⌋, Q0Qπ = (−1)⌊(µ̄+t) T
2 ⌋(−1)⌊(µ̄−t) T

2 ⌋. (3.24)

In this form, the topological invariant can also be interpreted as how many times
the time-averaged energy Ēk = − 1

T

∫ T
0 (µ(t) + t cos(k)) = µ̄ + t cos(k) is folded

back to the first Floquet zone [118]. In the Majorana zero mode phase, Ēk is folded



38 Chapter 3. Non-Equilibrium Dynamics

back for an odd number of times and Q0 = −1. Like in equilibrium, the phase
transition happens at µ = t and µ = −t. To calculateQ0Qπ, the period is doubled,
and the quasi-energy of the π mode is mapped to 0. The presence of Majorana π

modes is captured by Qπ = Q0Q0Qπ = −1 The phase diagram of the Floquet
Kitaev Hamiltonian is shown in Fig. 3.3b.

3.2.3 Floquet Fermi’s golden rule

In this section, we want to derive the Floquet equivalent to Fermi’s golden rule
following Ref. [119]. Using Floquet Fermi’s golden rule, we can investigate heat-
ing effects in a Floquet system in the presence of interactions. This tool becomes
important for the discussion of the Floquet Majorana box qubit in Chap. 4. Let
us consider a Hamiltonian H(t) = H0(t) + V with a non-interacting part H0(t)
and a small interaction V. H0(t) consists of a static part and a time-periodic sin-
gle particle coupling term that is strong and must be treated in a non-perturbative
way. The strategy of deriving a transition rate between Floquet states is the fol-
lowing. First, we write the time evolution operator of H0 in terms of the Floquet
eigenbasis. In the interaction picture, we expand the time evolution up to first
order in the interaction such that we obtain the overlap A(i → f , t) of an ini-
tial state |ψi(0)⟩ at time t0 = 0 with a final state

∣∣ψ f (t)
〉

at time t. Then we cal-

culate the transition rate γi→ f = limt→∞
P(i→ f ,t)

t with the transition probability
P(i→ f , t) = |A(i→ f , t)|2.

The time evolution operator U0(t, t′) associated with H0(t) is defined as

∣∣ψ(t′)
〉
= U0(t′, t) |ψ(t)⟩ . (3.25)

Since H0(t) is time-periodic, we can use the spectral representation of the time
evolution operator in terms of its Floquet eigenbasis,

U0(t, t′) = ∑
α

e−iϵα(t′−t) ∣∣Φ0,α(t′)
〉
⟨Φ0,α(t)| (3.26)

= ∑
α,n,m

e−iϵα(t′−t)e−i(nωt−mωt′) ∣∣ϕm
0,α(t

′)
〉 〈

ϕn
0,α(t)

∣∣ , (3.27)

where α runs only over states in one Floquet zone ϵmin ≤ ϵα < ϵmin + ω. At equal
times, the Floquet eigenstates |Φ0,α(t)⟩ form a complete set of the single-particle
Hamiltonian H0(t) Hilbert space.

To account for the interaction V, we switch to the interaction picture via

∣∣∣ψI(t)
〉
= U0(t, t0)ψ(t0) (3.28)
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The wave function
∣∣ψI(t)

〉
satisfies the modified Schrödinger equation

ih̄∂t

∣∣∣ψI(t)
〉
= V I(t)

∣∣∣ψI(t)
〉

, (3.29)

where the interaction becomes V I(t) = U†
0 (t, t0)VU0(t0, t). The corresponding

time evolution operator U I(t, t0) then satisfies the differential equation

ih̄∂tUI(t, t0) = V IUI(t, t0). (3.30)

With the initial condition UI(t0, t0) = 1, the equation can be transformed into an
integral equation

UI(t, t0) = 1− i
h̄

∫ t

t0

dt′V I(t′)UI(t0, t′)

≈ 1− i
h̄

∫ t

t0

dt′V I(t′) +O(V2), (3.31)

where we approximated the iterative solution of the equation up to first order.
To calculate the scattering amplitude in the presence of an interaction V, we

assume that V is switched on at t = 0. Furthermore, the initial state |ψi(t = 0)⟩ =
|Φ0,i(t = 0)⟩ is prepared at t = 0 and the final state

∣∣ψ f (t)
〉
= e−iϵαt |Φ0,α(t)⟩ is a

Floquet eigenstate of the Hamiltonian H0(t) at all times. We calculate the scatter-
ing amplitude as the overlap of the time evolved state, U(t, 0) |ψi(t = 0)⟩, with the
final state,

〈
ψ f (t)

∣∣,

A(i→ f , t) =
〈
ψ f (t)

∣∣U(t, 0) |ψi(0)⟩
=
〈
ψ f (t)

∣∣U0(t, 0)UI(t, 0) |ψi(0)⟩
=
〈
ψ f (0)

∣∣UI(0, t) |ψi(0)⟩ , (3.32)

where |ψ(0)⟩ is again in the Schrödinger picture and we applied the time-evolution
operator corresponding to H0 to the final state and evolved it back in time. For the
case i ̸= f , we rewrite the interaction as V I(t′) = U0(0, t′)VU0(t′, 0) and obtain

A(i→ f , t) =
〈
ψ f (0)

∣∣UI(0, t) |ψi(0)⟩

≈ − i
h̄
〈
ψ f (0)

∣∣
∫ t

0
dt′V I(t′) |ψi(0)⟩

= − i
h̄

∫ t

0
dt′
〈
ψ f (0)

∣∣U0(0, t′)VU0(t′, 0) |ψi(0)⟩

= − i
h̄

∫ t

0
dt′e−i(ϵi−ϵ f )t′/h̄ 〈Φ f (t′)

∣∣V
∣∣Φi(t′)

〉
, (3.33)
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where we used the assumption that the initial and final states are both Floquet
eigenstates of H0 with quasi-energy ϵi and ϵ f . Finally, we can expand the states in
the Fourier decomposition and perform the integral

A = − i
h̄ ∑

n,m

∫ t

0
dt′e−i(ϵi−ϵ f−(n−m)h̄ω)t′/h̄

〈
ϕm

f

∣∣∣V |ϕn
i ⟩

= ∑
n,m

e−i(ϵi−ϵ f−(n−m)h̄ω)t/h̄ − 1
ϵi − ϵ f − (n−m)h̄ω

〈
ϕm

f

∣∣∣V |ϕn
i ⟩

= ∑
l,m

e−i(ϵi−ϵ f−mh̄ω)t/h̄ − 1
ϵi − ϵ f −mh̄ω

〈
ϕl

f

∣∣∣V
∣∣∣ϕl+m

i

〉
, (3.34)

where the frequency shift is transferred to the Fourier component of the initial
state in the last line. Fermi’s golden rule is obtained by calculating the rate γi→ f =

limt→∞
P(i→ f ,t)

t with the transition probability P(i→ f , t) = |A(i→ f , t)|2

γi→ f = ∑
l,m,n

2π

h̄
δ(ϵi − ϵ f −mh̄ω)

〈
ϕl

f

∣∣∣V
∣∣∣ϕl+m

i

〉 〈
ϕn+m

f

∣∣∣V |ϕn
i ⟩ . (3.35)

The Floquet Fermi’s golden rule Eq. (3.35) is very similar to the usual Fermi’s
golden rule, but we have an additional summation over m. In a Floquet system,
quasi-energy is only conserved up to multiples m of the driving frequency. Due
to quasi-energy conservation, transitions occur if different Floquet modes are cou-
pled by the interaction V, i.e., if

〈
ϕl

f

∣∣∣V
∣∣∣ϕl+m

i

〉
̸= 0 and

〈
ϕn+m

f

∣∣∣V
∣∣ϕn

i
〉
̸= 0.

3.3 Linear response theory

Linear response theory describes the response of a system to small perturbations.
For example, we can use it to describe the weak coupling limit in Chap. 5. It turns
out that the fluctuations due to a small non-equilibrium perturbation are still gov-
erned mainly by the equilibrium dynamics of the system. In this section, we want
to derive the fluctuation-dissipation theorem [132–135]. This theorem relates the
imaginary part of the (retarded) response function χ′′(ω) in the frequency domain
and the auto-correlation function ⟨Â(t)Â(0)⟩ of the observable of interest. Here
χ′′(ω) is a measure of dissipation of the system, and the auto-correlation function
describes fluctuations of the observable A. Let’s consider a Hamiltonian H(t) with
a static part H0 and a small perturbation V(t) = θ(t− t0) f (t)Â, which is switched
on at time t0

H(t) = H0 + θ(t− t0) f (t)Â. (3.36)
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The parameter f (t) is small such that we can expand the time evolution operator
in the interaction picture up to the first order (as in Eq. (3.31)). Therefore, the time-
dependent expectation value of Â in the presence of the perturbation is given as

⟨Â(t)⟩ = ⟨ÂI(t)⟩+ i
∫ t

t0

dt’ f (t′)⟨[ÂI(t), ÂI(t′)]⟩

= ⟨ÂI(t)⟩+
∫ t

−∞
dt’ f (t′)χ(t− t′), (3.37)

where the time-dependence of the operator ÂI(t) = U†(t, t0)ÂU0(t, t0) in the in-
teraction picture comes only from the time evolution U0(t) = e−iH0t of the station-
ary Hamiltonian. Eq. (3.37) shows that the observable A responds linearly to the
perturbation f (t) with the response function χ(t− t′). The Kubo formula captures
this linear response

χ(t− t′) = iθ(t− t0)⟨[ÂI(t), ÂI(t′)], (3.38)

where θ(t− t′) is the Heaviside function and signals that the perturbation is switched
on at t0. To derive the fluctuation-dissipation theorem, we want to calculate the
imaginary part of χ

χ′′(ω) =
χ(ω)− χ∗(ω)

2i
.

The imaginary part of the Fourier-transformed response function χ′′(ω) can be
represented by the auto-correlation function ⟨Â(t)Â(0)⟩ using

Im(χ(ω)) =
1
2

∫ ∞

−∞
⟨Â(t)Â(0)− Â(0)Â(t)⟩eiωtdt

=
1
2

∫ ∞

−∞
⟨Â(t)Â(0)− Â(t− iβ)Â(0)⟩eiωtdt, (3.39)

where the cyclic property of the trace was used. By a substitution t′ = t − iβ,
Eq.(3.39) can be further simplified

Im(χ(ω)) = (1− e−βω)
∫ ∞

−∞
⟨Â(t)Â(0)⟩

= (1 + nB(ω))−1
∫ ∞

−∞
⟨Â(t)Â(0)⟩, (3.40)

where nB(ω) = (eβω− 1)−1 is the Bose function. Thus, we arrive at the fluctuation-
dissipation theorem

∫
dt⟨Â(t)Â(0)⟩eiωt = (1 + nB(ω)) Im(χ(ω)). (3.41)
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Here, the fluctuations ⟨Â(t)Â(0)⟩ are related to the dissipative part of the response
function, namely the imaginary part. Quantum fluctuations are an important noise
source in nano-scale and biological systems since the tunneling and transport of
electrons and other (quasi-) particles is assisted by this quantum effect at low tem-
peratures [134]. At higher temperatures, there exists a cross-over to the classical
fluctuation-dissipation theorem.

3.4 Open quantum systems

Recommended additional literature for this section

1. Book on quantum computation and quantum information by M. A. Nielsen and
I. L. Chuang, particularly, Chap. 2.2 on measurements and Chap. 8 on quantum
noise and quantum operations [23]

2. Lecture notes on quantum information, particularly, Chap. 3 by J. Preskill [136]

3. Lecture by M. D. Lukin, notes written by L. Childress, particularly, the section
on stochastic wave functions [137]

4. Chapter on Von Neumann’s theory of quantum measurements by J. Bub [137]

Until now, we have mainly considered closed quantum systems, i.e., systems
that do not interact with an environment. This very idealized setup is conducive
to predicting a system’s qualitative behavior. However, we can never observe a
truly closed quantum system in experiments. The quantum system will constantly
interact with the environment, for example, via the measurement apparatus [23].

In the following, we briefly discuss three examples where the openness of the
system becomes crucial. First, let us mention Floquet systems since they have
been the main target of this chapter so far. In driven systems, time-translational
invariance is broken, and energy is not conserved. As we learned in Sec. 3.1, only
quasi-energy is conserved. While non-interacting, free fermion models host stable
Floquet phases, they generally heat up to infinite temperatures in an experimental
setup due to the interaction with the environment [109].

Secondly, any quantum system coupled to a thermal bath can be described
as an open quantum system where the thermal bath acts as the environment. In
Sec. 2.3.3, we discuss a class of algorithms that mimic a bath. In the quantum
simulation, the quantum system is coupled to a low-entropy bath to approach the
system’s ground state. The finite-size bath is measured and reset so entropy and
energy can be extracted, and the algorithm can be repeated until convergence. We
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FIGURE 3.4: Open and closed quantum systems: (a) A closed quantum system can be
described by unitary evolution alone. (b) A quantum channel E captures the effect of
the environment during the evolution of an open system. (c) When simulating a system
coupled to a bath on a noisy quantum device, the system alone can be treated as an open
system. The system and the bath can be treated as a closed system by fully tracking the
composite system. The closed "system-bath" system becomes open in a noisy environment.

Panel (a) and (b) are inspired form Ref. [23].

can describe the evolution of the system in the presence of the bath in terms of an
open quantum system. Both system and bath together again form a closed system,
see Fig. 3.4.

Finally, the simulation of the system and the bath on current noisy quantum
devices means the two are exposed to an external environment, see Fig. 3.4. How-
ever, we don’t have as much control over this external environment as over the
simulated bath. The effect of the environment is usually platform dependent and
can only be approximated. Often, qubit fidelities change daily, if not from hour
to hour, and exact noise models are challenging to find. Still, we can find a good
qualitative description of the noise using the language of open quantum systems
[23].

This section aims to give a conceptual introduction to the work on simulated
cooling, see Chap. 5. First, we discuss the fundamental postulate of quantum me-
chanics - measurements. We are particularly interested to see how a measurement
of the bath influences the system.

In the second part, we describe the noise in a quantum computing device as
a quantum channel. Quantum channels are linear maps of density matrices and
provide a good toolbox for the description of open quantum systems. Assum-
ing that the noise is Markovian, we show that a Master equation can model the
evolution of the system. While density matrices are the prime object in open
quantum systems, increasing memory cost compared to wave functions makes it
more difficult to simulate them numerically. Therefore, we introduce the stochas-
tic Schrödinger equation to solve this equation on the wave function level. The
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stochastic Schrödinger equation is the basis of the numerical calculations of Chap. 5.

3.4.1 Quantum measurements

The postulate of measurement is fundamental for quantum mechanics. Only through
measurements one can observe quantum phenomena. Like the other postulates,
measurement can be well described by our mathematical toolbox, but the inter-
pretation is not always trivial. Measurements open closed quantum systems as
the unitarily evolving closed quantum system interacts with the observant envi-
ronment (usually the experimentalist) through the measurement.

Generally, a quantum measurement is characterized by a set of Hermitian mea-
surement operators Mm with the possible measurement outcomes m. The mea-
surement operators act on the Hilbert space of the observed system. Right before
the measurement, the probability of the measurement outcome is given by

p(m) = ⟨ψ|M†
mMm |ψ⟩ , (3.42)

where |ψ⟩ is the system’s wave function immediately before the measurement [23].
With the probability p(m), the wave function after the measurement is given as

Mm |ψ⟩√
⟨ψ|M†

mMm |ψ⟩
, (3.43)

where the measurement operator Mm is applied to the wave function, and the
denominator ensures the normalization of the wave function. The measurement
operators Mm are not necessarily projection operators but obey the completeness
equation

∑
m

M†
mMm = I. (3.44)

Eq. (3.44) ensures that the probability of all measurement outcomes sum to one

1 = ∑
m

p(m) = ∑
m
⟨ψ|M†

mMm |ψ⟩ .

In the following, we elaborate on the measurement postulate from the strong
and the weak measurement perspective. Strong measurements are described by
projective measurements. Projective measurements form a special case of the gen-
eral measurement postulate. However, by combining projective measurements
with unitary evolution, one arrives at a description which is equivalent to the gen-
eral measurment postulate [23]. Projective measurements project a state |ψ⟩ onto
the eigenspace of an observable. Thus, they are described by projection operators
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in contrast to the general measurement operators from above. After the measure-
ment, the wave function has collapsed, and repeated measurements of the same
observable yield always the same result.

On the other hand, weak measurements (approximately) don’t change the state
during the measurement process in the limit where the coupling strength between
the system and the measurement device goes to zero. Instead, the measurement
device is shifted by an expectation value of the system observable [138, 139]. In ex-
periments, this limit seems unreachable. However, the weaker the measurement,
the less information is extracted and the more protected the wave function of the
system. By cleverly designing a weak measurement, we can gain information of
interest while preserving the quantum nature of the system.

Projective measurements

Projective measurement is described by an observable A [23]. The observable is a
Hermitian operator with eigenvalues a and a spectral decomposition

A = ∑
a

aPa. (3.45)

An eigenvalue a is measured with a probability p(a) = ⟨ψ| Pa |ψ⟩, where |ψ⟩ is
the wave function right before the measurement. After the measurement the wave
function has collapsed and is projected to

Pa |ψ⟩√
p(a)

,

where Pa is the projector into the sub-space of the observable with eigenvalue a.
We use this definition of projective measurement combined with unitary evolution
to describe a measurement on a system using a measurement device. Our example
measurement protocol is known as von Neumann measurements. Ref. [140] serves
as a good review.

We aim to measure an observable A of the system S. The measurement is car-
ried out by the measurement device M. The quantum system S undergoes two
processes during the measurement. It evolves directly due to the projective mea-
surement, and it undergoes unitary time evolution |ψ⟩ = U(t) |ψ⟩.

If we want to measure, we need to couple the system and measurement device.
The total Hilbert space is formed by the tensor product Hs ⊗ HM. The interac-
tion Hamiltonian couples the observable A to the measurement pointer V, where
V could be, e.g., the momentum operator with [x̂, V] = i. We assume that the
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interaction Hamiltonian is given by

Hint = g(t)A⊗V, (3.46)

where the coupling strength g ≫ 1 for the measurement duration 0 ≤ t ≤ T and
0 otherwise. Since the Hamiltonian is non-interacting before t = 0 and during the
measurement g ≫ 1, the interaction governs the dynamics, and we can approxi-
mate the total Hamiltonian during the measurement as

Htot = Hint . (3.47)

Thus, the combined system must obey the Schrödinger equation

i∂t |ψ(t)⟩ = Hint |ψ(t)⟩ = g(t)A⊗V |ψ(t)⟩ , (3.48)

which can be formally solved by the ansatz |ψ(t)⟩ = e
∫ t

0 −ig(t′)A⊗Vdt’ [140]. We
assume a constant coupling g(t) = g during the interaction to simplify the prob-
lem. Furthermore, we assume that the system and the pointer are in a product
state |ψ(0)⟩ =

∣∣ψS
0
〉
⊗
∣∣ψV

0
〉

before the measurement and the measurement does
not change the state of the pointer

∣∣ψV
0
〉
. Therefore, the combined wave function

after the measurement duration T is given as

|ψ(T)⟩ = e−igTA⊗V Pa
∣∣ψS

0
〉

√
p(a)

⊗
∣∣∣ψV

0

〉
= e−igTaV |a⟩ ⊗

∣∣∣ψV
0

〉
, (3.49)

where we used that the system collapsed to the state |a⟩ of the observable A with
the eigenvalue a [140]. If x is the position of the pointer and V = −i∂x is the
momentum operator, the position of the measurement device

∣∣ψV
0 (x)

〉
is shifted

by gTa

|ψ(T)⟩ = |a⟩ ⊗
∣∣∣ψV

0 (x− gTa)
〉

. (3.50)

If the measurement is repeated again, the measurement result will be the same
since |a⟩ = Pa |a⟩. The expectation value of the observable A can be estimated
only by repeating the measurements on a newly prepared system. The repeated
measurements require the preparation of the quantum state each time since it col-
lapses after the measurement and |a⟩ = Pa |a⟩.

In Chap. 5, we do repeated projected measurements of a bath. We probabilisti-
cally determine the measurement outcome a by a random number in the numerical
implementation. Then, we collapse the bath qubits by setting the wave function to
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|a⟩ according to the outcome.

Weak measurements

In contrast to the projected measurement, during a weak measurement the sys-
tem’s state is approximately protected, i.e., it does not collapse. To achieve this
protection, the coupling between the system and measurement device must be
weak. Furthermore, the measurement is an adiabatic process, and the measure-
ment time is long, in contrast to a strong short-timed interaction in the projective
measurement scheme [138, 139].

As mentioned above, the interaction Hamiltonian is given by

Hint = g(t)A⊗V, (3.51)

where V describes the measurement device and A is an observable of the system.
For our example, V denotes the momentum operator. The very slow measure-
ment is implemented by taking g(t) = 1/T for most of the time and very slowly
switching the coupling on and off. In the adiabatic limit, the adiabatic theorem
guarantees that the initial state is not excited to another eigenstate during the pro-
cess. We approximate the infinitesimal shift of energy due to the interaction by
first-order perturbation theory

δE = ⟨Hint⟩ =
⟨A⟩V

T
, (3.52)

where g(t) = 1/T for most of the time. Even though the system is not directly
changed due to the measurement in this approximation, the time evolution of the
system is affected by the energy shift δE and the wave functions is given by

|ψ(t)⟩ = e−i(ES
0+δE+EV

0 )T
∣∣∣ψS

0

〉
⊗
∣∣∣ψV

0 (x)
〉

= e−i(ES
0+EV

0 )Te−i⟨A⟩V
∣∣∣ψS

0

〉
⊗
∣∣∣ψV

0 (x)
〉

= e−i(ES
0+EV

0 )T
∣∣∣ψS

0

〉
⊗
∣∣∣ψV

0 (x− ⟨A⟩)
〉

, (3.53)

where we used in the last line that the measurement device couples through its
momentum to the system. Compared to the projective measurement scheme, the
position of the pointer has shifted by the expectation value of the pointer. Note
that the system is not collapsed but can, in theory, be used again and again for
repeated measurements of different observables.

However, the long measurement time and small coupling strength put con-
straints on experiments that are not as easy to realize, and we refer the reader to the



48 Chapter 3. Non-Equilibrium Dynamics

literature for a deeper discussion, e.g., Refs. [141–143] and references therein. For
example, the protective measurement scheme was also proposed for qubits [144].

To illustrate the weak measurement, let us instead give an outlook to the quan-
tum algorithm of Chap. 5 that mimics a system coupled to a bath. In that setup,
we have two sets of qubits; one describes the system, the other the bath. While
the algorithm details are discussed in Chap. 5, only the following is essential at
this stage. The algorithm implements a cyclic protocol, where the system and bath
qubits are weakly coupled for most of the time, and the coupling is adiabatically
switched on and off. In the end, the bath qubits are projectively measured, as dis-
cussed above. The measurement disentangles the bath and the system. However,
the measurement of the bath qubits acts like a weak measurement on the system.
Therefore, we gain only little information on the system. On the other hand, the
system’s wave function is not collapsed, and we can use it again in the following
protocol cycle. In Chap. 5, we show that the information is still enough to enhance
the protocol’s performance.

3.4.2 Quantum channels

For the description of open quantum systems, it is often convenient to use the
language of density matrices, especially, if the exact state of the system is not
known. We do not explicitly use the density matrix toolbox in the following chap-
ters. However, using this detour, we derive the stochastic Schrödinger equation.
Furthermore, we gain additional insights into (noisy) open quantum systems.

The general evolution of a density matrix ρ → ρ′ can be described by a quan-
tum channel E(ρ), see Fig. 3.4. A quantum channel is a linear map that preserves
the trace and the positive-definiteness of ρ, and traces out the environment. A
general quantum channel E has an operator-sum representation

ρ→ E(ρ) = ∑
a

MaρM†
a , (3.54)

where the Hermitian operators Ma satisfy the completeness equation ∑a M†
a Ma =

I [23, 136]. In this form, it becomes clear that a measurement is a quantum channel.
Let us exemplify the notion of a quantum channel on the later discussed cyclic

protocol of Chap. 5. One step of the protocol includes the measurement and reset
of the qubits. After the reset, the qubits are in the |0⟩ state. We can model the
measurement and reset by a feed-forward of the measurement result. We apply
a spin flip operation only if the measurement outcome of the qubit is 1. For one
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qubit, the density matrix thus transforms like

E(ρ) = P0ρP0 + X(1− P0)ρ(1− P0)X, (3.55)

where the quantum channel is averaged over the two measurement outcomes 0, 1,
P0 is the projector onto the |0⟩ state, and X is the Pauli X operation.

If we assume that the system and the environment are initially in a product
state, Eq. (3.54) can also be expressed as

E(ρ) = trenv

(
U(ρ⊗ ρenv)U†

)
, (3.56)

where U describes the unitary evolution of the system and the environment to-
gether [23, 136]. Without any system and bath interaction, it is sufficient to just
unitarily evolve the (closed) system alone as E(ρ) = ŨρŨ†. Usually, a quantum
system constantly interacts with the environment such that they build up corre-
lations. But in experiments where a quantum state is newly prepared, one can
assume that the system and the environment are approximately in a product state.

Often the form of the joint evolution is not known, and we have to approximate
the effective evolution of the system due to the environment. In that case, we can
imagine the environment as noise that disturbs the "pure" evolution of the system.
The next section discusses how noise can be modeled as a quantum channel. We
focus on depolarizing noise, which is a very general and frequently used noise
model in quantum computing setups. Depolarizing noise is also implemented in
Chap. 5, where we investigate the robustness of the quantum state preparation
protocol in the presence of noise.

3.4.3 Noise as a quantum channel

Noise in a system due to the interaction with an environment can be described
as a quantum channel. To make the (numerical or analytical) analysis of the noise
approachable, one often assumes a simple noise model. For example, depolarizing
noise is a very important and widely used model, particularly in the theory of fault
tolerant quantum computation [145–149], as we discuss in the following.

For a single qubit, the depolarizing channel describes that with a probability
p the system is replaced by a completely mixed state I

2 , while it stays unchanged
otherwise

E(ρ) = p
I

2
+ (1− p)ρ, (3.57)

see [23]. In Fig. 3.5, the effect of this noise channel is shown in the Bloch sphere
representation ρ(P ) = 1

2(I +P · σ), where P is the polarization of the spin qubit
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FIGURE 3.5: Effect of the depolarizing channel on the Bloch sphere: (a) Bloch sphere rep-
resentation with a radius |P | = 1, where P is the polarization vector. (b) The depolarizing
channel, Eq. (3.57), with p = 0.5 shrinks the sphere uniformly and the radius decreases to

|P ′| = 0.5|P |.

and σi are the Pauli matrices. Due to the depolarizing noise, the length of the
polarization |P ′| = (1− p)|P | decreases, and the Bloch sphere shrinks uniformly
according to the probability p. To transform Eq. (3.57) into the operator sum rep-
resentation form, we use that

2I = ρ + XρX + YρY + ZρZ. (3.58)

The quantum channel now has the form

E(ρ) = (1− 3p
4
)ρ +

p
4
(ρ + XρX + YρY + ZρZ), (3.59)

where with equal likelihood p/4 the Pauli X, Y and Z operations are applied to the
system. In this representation, we see that this noise channel includes phase flip
(Z), bit flip (X), and combined bit-phase flip (Y) errors. One can further realize that
E(I) = I. Thus, a totally mixed state stays completely mixed under the application
of this noise channel. Note that this channel is a special case of the general Pauli-
diagonal channel

EP(ρ) =
3

∑
i=0

piσiρσi (3.60)

with σ0 = I [150]. The exact distribution of phase-flip, bit-flip, and phase-bit-flip
errors strongly depends on the quantum computing platform and may strongly
vary over time. To standardize the influence of the environment and simplify the
problem, white noise pi = p is often assumed. However, this approach remains
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quite general as any quantum channel can be transformed at least into the Pauli-
diagonal form in terms of depolarization without altering the diagonal elements
[146].

In Eq. (3.59), the environment is already traced out, but, in principle, the er-
rors are distinguishable by different states of the environment. Tracing out the
environment means information is lost, and the channel is not reversible. In other
words, coherence cannot be restored by a physical process. The irreversibility can
be illustrated in the Bloch sphere representation, where decoherence leads to a
contraction of the sphere. Inflation of the sphere increases P such that it can take
values greater than one so that the density matrix would gain negative eigenval-
ues. Thus, such a map does not preserve the positivity of the density matrix and
is unphysical and not a quantum channel. [136]

3.4.4 Lindblad Master equation

Quantum channels describe very generally the evolution of a system from a pure
state to a mixed state. Thus, quantum channels also include decoherence, while
unitary evolution describes only coherent processes. In this section, we enforce
further assumptions on the system and the environment to obtain a differential
equation similar to the Schrödinger equation for unitary dynamics, where ρ(t +
dt) = ρ(t) − idt[H, ρ(t)]. This so-called Master equation can describe situations
where the density matrix after an infinitesimal time step ρ(t + dt) depends only
on the density matrix ρ(t). Thus, such a description requires that the evolution is
local in time, i.e., Markovian.

For a general open system, this approximation is not valid because information
can flow from the system to the environment and return at later times. Due to this
memory effect, the density matrix of the system at time t + dt is not determined
solely by time t, but requires knowledge about earlier times as well. The dissipa-
tion leads to non-Markovian fluctuations connected to the fluctuation-dissipation
theorem (see Sec. 3.3). Still, it is often possible to describe open systems in the
Markovian approximation [136].

In the following, we derive the Master equation by starting from a general
quantum channel Edt that describes an infinitesimal time step

ρ(t + dt) = Edt(ρ(t)). (3.61)

Then, we discuss how to more efficiently simulate this equation using wave func-
tions instead of density matrices, see Sec. 3.4.5. Eq. (3.61) already imposes the
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strong assumption that the environment is reset to its initial state since the envi-
ronment is traced out after each time step. Now we expand the quantum channel
up to the first order in dt

Edt = I + dtL. (3.62)

Inserting this expansion into Eq. (3.61), we can formally solve the equation as

ρ(t) = lim
n→∞

(
1 +
Lt
n

)n

(ρ(0)) = eLt (ρ(0)) , (3.63)

if the so-called Lindbladian L is constant in time [136]. We can reformulate the
quantum channel in the operator sum representation

ρ(t + dt) = Edt(ρ(t)) = ∑
a

Maρ(t)M†
a = ρ(t) +O(dt), (3.64)

where the operators Ma must obey the completeness relation, and we are again
only interested in terms linear in dt [136]. Without loss of generality, we can set
the operators to

M0 = I + (−iH + K)dt and Ma =
√

dtLa, (3.65)

where the operator M0 is linear in dt and the operators Ma for a > 0 scale with
√

dt.
We can determine the operator K and write the evolution of the density matrix in
form of a differential equation by using the completeness relation, Eq. (3.44). First,
we insert the definitions, Eq. (3.65), into the completeness relation allowing only
terms linear in dt

I = ∑
a

M†
a Ma = I + dt(2K + ∑

a>0
L†

a La) +O(dt2). (3.66)

Thus, K must be set to

K = −1
2 ∑

a>0
L†

a La, (3.67)

in order to ensure the completeness relation. With this definition, Eq. (3.64) leads
to the Lindblad Master equation

ρ̇ = L(ρ) = −i[H, ρ] + ∑
a>0

LaρL†
a −

1
2
{L†

a La, ρ}, (3.68)

where the operators La describe possible transitions of the system by interactions
with the environment, and the last term ensures normalization [136]. In this form,
we can identify H as the Hamiltonian of the system that describes the unitary
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evolution and the La lead to decoherence. For example, for depolarizing noise, the
jump operators can be identified with La = σa that occur with probability p.

This Master equation is an excellent tool for analyzing the time evolution of an
open quantum system [136]. However, for large (spin) systems, numerically im-
plementing the solution in terms of wave functions is often favorable. Reducing
the d× d dimensional matrix to a d vector allows a more efficient system simula-
tion. The reformulation of the Master equation in terms of stochastic wave func-
tions is called the stochastic Schrödinger equation and is the subject of the next
section.

3.4.5 Stochastic Schrödinger equation

Instead of tracking the evolution of the density matrix by solving the Master equa-
tion, we now sample trajectories of pure states [136, 137]. However, averaging over
many trajectories reproduces the density matrix evolution. Thus, we can simulate
the same evolution by considering d dimensional vectors only. The environment
is left unobserved in the Master equation, Eq. (3.68). To track the wave function,
we now have to monitor the effect of the environment on the system, i.e., we need
to detect the quantum jumps of the system that occur due to the environment. A
jump occurs with a probability of

prob(a) = dt ⟨ψ(t)| L†
a La |ψ(t)⟩ . (3.69)

If we detect a jump, then we need to update the wave function according to

|ψ(t + dt)⟩ = La |ψ(t)⟩√
prob(a)

, (3.70)

where La are the jump operators defined in the previous section. Otherwise, the
wave function evolves as

|ψ(t + dt)⟩ = M0 |ψ(t)⟩
||M0 |ψ(t)⟩ ||

, (3.71)

where M0 includes the evolution due to the system Hamiltonian and the addi-
tional term ensures the normalization as defined in Eq. (3.65). This formalism is
known as the stochastic Schrödinger equation.

In Chapt. 5, we consider qubits under the evolution of a Hamiltonian H with
additional depolarizing noise. The above stochastic wave function approach is
slightly altered [136, 137]. First, we unitarily evolve the wave function as e−iHt |ψ⟩
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using a second-order Suzuki-Trotter decomposition if no error is detected. As dis-
cussed in Sec. 3.1.3, the Suzuki-Trotter decomposition has the advantage that nor-
malization is always ensured. The above description only considers terms up to
the first order in dt. Furthermore, we set the probability that an error happens to
a fixed value p. Every Pauli operation σi occurs with equal probability. Therefore,
we don’t have to calculate the error likelihood as Eq. (3.69).

The implemented algorithm includes the following steps:

1. Choose an initial state |ψ0⟩,

2. Evolve |ψ0⟩ by dt,

3. Draw a random number r ∈ [0, 1],

4. If r < p, apply σi with equal probability,

5. Repeat steps 2-3 until the final time t f inal,

6. Repeat steps 1-4 N times to generate a sample of trajectories,

7. Average over the trajectories to obtain density matrix or expectation values
of observables.

3.5 Summary

In this chapter, we have introduced three concepts to describe non-equilibrium
systems. Floquet theory, see Sec. 3.1, elegantly describes periodically driven sys-
tems. Interestingly, Floquet systems can host topological phases that do not exist
in equilibrium, for example, Floquet Majoranas. The Floquet concepts form the
basis for the investigation of the Floquet Majorana box qubit in Chap. 4.

In linear response theory, see Sec. 3.3, the fluctuation-dissipation theorem de-
scribes how fluctuations of an observable are related to the dissipative part of the
response function. We use this concept in the analytical derivation of the cooling
rate in Chap. 5.

Furthermore, open quantum systems allow one to describe the evolution of a
system coupled to an environment that is not fully characterized, see Sec. 3.4. For
example, we use the stochastic wave function approach to numerically simulate a
quantum algorithm on a noisy quantum computer in Chap. 5.
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Chapter 4

Stability of Floquet Majorana Box
Qubits

“Driving is a spectacular form of amnesia. Everything is to be discovered, everything to
be obliterated.” — Jean Baudrillard

The previous chapters discuss the importance and underlying principles of
quantum computing and the rich world of novel phases in non-equilibrium sys-
tems. In this chapter, we enhance the Majorana box qubit (see Sec. 2.2.5) by driving
the system periodically. A one-dimensional topological periodically-driven super-
conductor can not only host Majorana zero modes at the edges but also Floquet
Majoranas (see Sec. 3.2) [117, 129, 130, 151–153]. Floquet Majoranas are like the
Majorana zero modes localized at the edges of the topological superconductor.
However, the two topological modes are distinct in quasi-energy, so they don’t
hybridize. Floquet Majoranas have a quasi-energy h̄ω

2 = h̄π
2T , where ω is the driv-

ing frequency and T the period of the drive. Using incommensurate frequencies, it
is possible to engineer multiple Floquet Majoranas at distinct quasi-energies [154].
The quasi-energy can thereby serve as a second dimension. Therefore, braiding
becomes possible using Floquet and zero modes even in one spatial dimension
provided that the periodic drive is nearly perfect [118].

We investigate the Majorana box qubit with an applied AC gate voltage. The
"Floquet Majorana box qubit" can encode three topological qubits using four Ma-
jorana zero modes and four Majorana π modes in a fixed electron number parity
subspace. As a basis, two topological superconducting quantum wires, each prox-
imity coupled to a bulk superconductor, build the usual Majorana box qubit (see
Fig. 4.1). The bulk superconductors are coupled through Josephson junctions with
energy EJ . In the so-called Coulomb blockade regime, the electron number parity
can be fixed with a large charging energy Ec. Additionally, we capacitively couple
the bulk superconductor with a periodically oscillating gate voltage. The periodic
drive gives rise to two extra Floquet Majoranas in each quantum wire.
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In a similar setting, Bomentara and Gong have shown that the Floquet corner
modes of a second-order topological superconductor can be used to operate one
and two-qubit Clifford gates in a topologically protected manner [155]. Clifford
gates do not form a universal set of quantum gates. However, the set of Clifford
gates is the maximum that can be achieved using Majorana quasi-particles.

Here, our goal is to investigate the consequences of interaction effects that un-
avoidably are present in the Coulomb blockade regime. First, we derive a low-
energy theory of the Floquet Majorana box qubit and show that Floquet Majoranas
indeed emerge. Then, we use perturbation theory to examine the stability of the
setup against interactions. We find that the stability of the Floquet Majorana box
qubit depends crucially on the preparation protocol.

This chapter has been previously published in Physical Review Letters [P131].
Achim Rosch and Erez Berg designed the study. Under the supervision of Achim
Rosch, I derived the analytical results outlined in this chapter. In addition, I wrote
the code and made the plots. The chapter follows closely the manuscript of refer-
ence [P131], which I have written with the help and revision of Achim Rosch, Erez
Berg, and Jinhong Park. The plots are reproduced from the paper.

Ec EJV(t)

FIGURE 4.1: Schematic of the Floquet Majorana box qubit: A superconducting qubit
formed by two Josephson coupled bulk superconductors (dark blue) with Josephson en-
ergy EJ . The system is in the Coulomb blockage regime with large charging energy Ec and
capacitively driven with a voltage V(τ). Each bulk superconductor is proximity coupled

to a topological superconducting nanowire (light blue).

4.1 Model

We describe the Floquet Majorana box qubit with a minimal model. The topo-
logical superconducting quantum wires are modeled as two Kitaev chains (see
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Sec. 2.2.1), α = 1, 2, which are each proximity coupled to a superconducting island

H =
Ec

2
Q̂2 − EJ cos

(
ϕ̂
)
+ Q̂V(τ)−∑

i,α
µc†

i,αci,α

+ ∑
i,α

(
− t

2
c†

i,αci+1,α +
∆
2

e(−1)αiϕ̂/2c†
i,αc†

i+1,α + h.c.
)

, (4.1)

where ϕ̂ = ϕ̂1 − ϕ̂2 is the phase difference between the two bulk superconduc-
tors and Q̂ = Q̂1 − Q̂2 is the difference between Cooper pairs. The setup de-
scribes a Majorana box qubit (see Sec. 2.2.5) with an additional oscillation voltage
V(τ) = V0 cos(ωτ), where τ denotes the time in contrast to the nearest neighbor
hopping t of the Kitaev chain. The chemical potential µ and the pairing ∆ further
characterize the Kitaev chain. The Josephson energy EJ describes Cooper pair tun-
neling from one superconducting island to the other with [Q̂, e±iϕ̂/2] = e±iϕ̂/2. We
only consider the charging energy of the charge imbalance as an interaction effect.
The charging energy of the global charge Q̂tot = Q̂1 + Q̂2 is neglected because we
assume conservation of the total charge. Further interaction effects between the
superconducting islands and within the quantum wires are omitted. However, as
we will argue later, our results generalize to the case of weak interactions.

4.2 Parameter regime

We assume that the driving frequency ω is of the order of the Kitaev chain param-
eters. This frequency regime is a necessary condition for the emergence of Floquet
Majoranas. The energy scale of the bulk superconductors is separated from the
quantum wires ω, ∆, t, µ ≪ Ec ≪ EJ , V0. We operate the qubit in the transmon
(see Sec. 2.1.2) limit Ec ≪ EJ such that the relative charging between the super-
conducting island and the sensitivity to charge noise is exponentially suppressed
[40, 59]. In the Ec ≪ EJ limit, charge fluctuations are high, but phase fluctuations
are very low. Therefore we can approximate the bulk superconductors as a driven
harmonic oscillator

HSC(τ) =
Ec

2
Q̂2 +

EJ

2
ϕ̂2 + Q̂V(τ), (4.2)

where we expand cos ϕ̂ ≈ 1− ϕ̂2

2 . We derive an effective low-energy Hamiltonian
in the next section using this approximation.
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4.3 Effective low-energy Hamiltonian

In this section, we derive an effective low-energy theory for the driven Kitaev
chain. First, we start with the harmonic oscillator approximation (Eq.(4.2) intro-
duced above. Then, we use the relations e±iαϕ̂/2 |Q⟩ = |Q± α⟩ and e±iαQ̂/2 |ϕ⟩ =
|ϕ± α⟩ to shift the linear offset of the conjugate variables Q̂ and ϕ̂. Since the off-
set α is time-dependent, it induces a time-dependence of the conjugate variable
i∂tU(t). The first unitary transformation U1(τ) = e−iϕ̂V(τ)/(2Ec) removes the lin-
ear term Q̂V(τ) and induces a time-depend phase offset ϕ̂ ∼ ∂τQ/EJ . We ab-
sorb the offset in ϕ̂ with a second transformation U2 = e−iQ̂∂τV(τ)/(4EJ Ec). Using

a Schrieffer-Wolff transformation U3 = e
−iQ̂ δ

8EJ
T

, we pertubatively remove transi-
tions to excited states of HSC triggered by e±iϕ̂/2 in Eq. (4.1). All approximations
are well-justified for ∆≪ EJ , Ec ≪ EJ , and V0 ≪ EcEJ

ω .
Following this recipe step by step, we start with the harmonic oscillator approx-

imation and, for convenience, only carry terms of the Hamiltonian that include Q̂
or ϕ̂

H0(τ) =
Ec

2
Q̂2 +

EJ

2
ϕ̂2 + Q̂V(τ) +

∆
2

(
∑

i
c†

i c†
i+1e−iϕ̂/2 + h.c.

)
(4.3)

=
Ec

2
(Q̂ +

V(τ)

Ec
)2 EJ

2
ϕ̂2 + Q̂V(τ) +

∆
2

(
∑

i
c†

i c†
i+1e−iϕ̂/2 + h.c.

)
+ const.,

where we disregard the total energy shift −V(t)2

8Ec
. We remove the offset in Q̂ by the

unitary transformation U1(τ) = e−iϕ̂V(τ)/(2Ec) and arrive at

H1(τ) = U†
1 (τ)H0(τ)U1(τ)− iU†

1 (τ)∂τU1(τ) (4.4)

=
Ec

2
Q̂2 +

EJ

2
ϕ̂2 +

∆
2

(
∑

i
c†

i c†
i+1e−iϕ̂/2 + h.c.

)
− ϕ̂

V̇(τ)

2Ec
+ const.,

where the time derivative of the unitary transformation implies a time-dependent
displacement of ϕ̂. In the same spirit, we apply another unitary transformation

U2(τ) = e
−iQ̂ V̇(τ)

4EcEJ to eliminate the ϕ̂ offset and obtain

H2(τ) = U†
2 (τ)H1(τ)U2(τ)− iU†

2 (τ)∂τU2(τ) (4.5)

=
Ec

2
Q̂2 +

EJ

2
ϕ̂2 +

∆
2

(
∑

i
c†

i c†
i+1e

−i(ϕ̂/2+ V̇(τ)
2EcEJ

)
+ h.c.

)
− Q̂

V′′(τ)
4EcEJ

+ const..

Here, we further apply two approximations. We neglect the newly induced shift
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in Q̂ since V′′(τ)
EcEJ

∼ ω2V0
EcEJ

≪ ω ≪ Ec, EJ . Furthermore, the phase is almost locked

in the transmon regime Ec ≪ EJ . Therefore, we can expand e−iϕ̂/2 ≈ 1− i ϕ̂
2 and

arrive at

H3(τ) =
Ec

2
Q̂2 +

EJ

2
ϕ̂2 +

∆
2

(
∑

i
c†

i c†
i+1e

−i
˙V(τ)

2EcEJ + h.c.

)
− ∆

4
Tϕ̂ + const. (4.6)

with

T = i

(
e
−i V̇(τ)

2EcEJ ∑
i

c†
i c†

i+1 − e
i V̇(τ)

2EcEJ ∑
i

ci+1ci

)
. (4.7)

Next, we want to absorb the shift in ϕ̂ with the unitary transformation U3 =

e
−iQ̂ ∆

8EJ
T

. At this point, we need to include all terms of the Kitaev Hamiltonian
in H̃3(τ), since U3 does not commute with the Kitaev Hamiltonian

Hk = µ ∑
i

c†
i ci −∑

i

(
t
2

c†
i ci+1 +

∆
2

c†
i c†

i+1e
−i V̇(τ)

2EcEJ + h.c.
)

.

We use the Baker-Campbell-Hausdorf formula eS/EJ He−S/EJ = H + 1
EJ
[S, H] +

O( 1
E2

J
) up to first order in 1/EJ , where U3 = e−S/EJ and obtain

H4(τ) = U†
3 (τ)H̃3(τ)U3(τ)− iU†

3 (τ)∂τU3(τ)

=
Ec

2
Q̂2 +

EJ

2
ϕ̂2 + Hk −

∆2

32EJ
T2 +

∆
8EJ

[T, Hk]Q̂ +O( 1
E2

J
) + const., (4.8)

where the T2 term comes from the completion of the square EJ
2 ϕ̂2− ∆

4 Tϕ̂ =
EJ
2 (ϕ̂−

∆
4EJ

T)2 − ∆2

32EJ
T2. We can further neglect the small displacement of Q̂ of the order

of ∆2

EJ Ec
which comes from the commutator [T, Hk]. Since the energy scales of the

bulk superconductors and the Kitaev chains are separated with µ, t, ∆ ≪ Ec, EJ ,
we arrive at the time-dependent low-energy Hamiltonian

Heff(τ) = −∑
i,α

µc†
i,αci,α + ∑

i,α

(
− t

2
c†

i,αci+1,α +
∆
2

e
−(−1)αi V̇(τ)

2EcEJ c†
i,αc†

i+1,α + h.c.
)
− ∆2

32EJ
T2,

T = ie
−i(−1)α V̇(τ)

2EcEJ ∑
i,α

c†
i,αc†

i+1,α + h.c. (4.9)
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FIGURE 4.2: (a) Floquet spectrum as a function of the static chemical potential µ (N = 60,
δµ = 3π, t = π, T = 1.4, Nsteps = 100, ∆ = −π). The Majorana zero mode (MZM, light
orange) and the Majorana π modes (MPM, orange) can coexist, highlighted by the red-
shaded areas. (b) Phase diagram of the driven Kitaev chain, as a function of t

ω = ∆
ω and

µ
ω , shows the four different phases: trivial, only MZM, only MPM, and both modes.

4.4 Floquet spectrum

In this section, we will discuss the spectrum of the effective low-energy Hamilto-
nian neglecting the weak interaction effects. But the last term of Eq. (4.9) becomes
essential when we discuss the stability of the box qubit in the presence of interac-
tions. Without interaction effects, the two Kitaev chains are decoupled, and it is
sufficient to investigate one chain separately. Then, the Hamiltonian has the form

H0
eff(τ) = −∑

i,α
µc†

i,αci,α + ∑
i,α

(
− t

2
c†

i,αci+1,α +
∆
2

e
−(−1)αi V̇(τ)

2EcEJ c†
i,αc†

i+1,α + h.c.
)

,

(4.10)

where a gauge transformation can transfer the time-dependence of the phase to
the chemical potential. Rewritten with a time-dependent chemical potential, we
find the Floquet Hamiltonian familiar from Sec. 3.2.1

H0
eff =∑

i,α
− (µ− (−1)αδµ cos(ωτ)) c†

i,αci,α −
t
2

c†
i,αci+1,α +

∆
2

c†
i,αc†

i+1,α + h.c. (4.11)
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with δµ = V0
ω2

EcEJ
for an oscillating gate voltage, V(τ) = V0 cos(ωτ). The Flo-

quet spectrum of Fig. 4.2a shows the characteristic features which have already
been observed before [117, 118, 129]. Since the quasi-energy ϵ is only conserved
modulo the driving frequency, we show only one Floquet zone 0 ≤ ϵ < ω. The
spectrum shows a cut through the phase diagram of Fig. 4.2b, where the system
can always host at least one topological mode. Importantly, in the red-shaded re-
gions, the phase can host coexisting Majorana zero modes and Majorana π modes
at quasi-energy π/T = ω/2. The spectrum was numerically calculated using the
Suzuki-Trotter decomposition of the Floquet time evolution operator. This method
is discussed in more detail in the introduction chapter, Sec. 3.1.3. However, the Flo-
quet matrix approach, mentioned in Sec. 3.1.2, leads to the same result. The phase
diagram was obtained from the bulk topological invariant, introduced in Sec. 3.2
[117, 118].

4.5 Adiabatic preparation of the Floquet state

The spectrum alone is not able to fully characterize the Floquet system. To obtain
the complete picture, one has to consider the evolution of the Floquet many-body
state during the preparation process. We will first consider adiabatic state prepa-
ration. In this standard protocol, the undriven ground state of the Hamiltonian,
Eq. (4.1) with V0 = 0, is prepared first. Then, the amplitude of the drive V0 is
slowly increased. In the following, we discuss the consequences of the prepara-
tion by looking only at the bulk. But we have also numerically checked that the
prediction holds in a finite-size system. The bulk calculation has the advantage of
getting an intuitive understanding as the analysis reduces to a 2× 2 matrix prob-
lem. This calculation is explained in the next section. But first, we want to discuss
what is so special about a Floquet Bogoliubov Hamiltonian.

Without driving, we know that physical excitations above the ground state
a†

k |GS⟩ have a positive energy Ek > 0, where ak |GS⟩ = 0. However, due to
the doubling of the degrees of freedom, the Bogoliubov treatment of the Hamilto-
nian introduces artificial excitations with negative energies Ek < 0 using Eka†

k ak =

−Ekaka†
k . The formally introduced negative energies are unphysical and only due

to the formalism. Therefore, we call them ‘Bogoliubov shadows’. In equilibrium,
we can distinguish the physical excitations from the Bogoliubov shadows by the
sign of the energy. The situation dramatically changes once we consider a Floquet
setup since quasi-energy is only defined modulo the driving frequency, and the
notion of positive and negative energies doesn’t exist anymore.
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FIGURE 4.3: Bulk Floquet spectrum as a function of momentum k (µ = 0.1π, t = −∆ =
π, ω = π, δµ f = 0.2) prepared by adiabatically switching on the oscillating voltage V.
(a) Quasi-energy of the physical excitation, ã†

k |GS⟩ (solid red line) and their ‘Bogoliubov
shadow’ (blue dashed line). (b) A band gap opens at energy ω/2 in the driven system.
(c) The quasi-energy of the physical excitations develops a discontinuity at ±k0 since the
nature of the excitations remains the same under adiabatic evolution. As a result, the
system is highly unstable as the resonant creation of four quasi-particles with total quasi-

energy ω is always possible. The four crosses give an example of such a process.
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In Fig. 4.3, we show the Bogoliubov spectrum without driving (V0 = 0) pro-
jected onto the first Floquet zone 0 ≤ ϵ < ω. The red line denotes the physi-
cal excitations at Ek, whereas the dashed line shows the Bogoliubov shadows at
−Ek + ω. The two modes have a crossing at ±k0, where Ekk0 = −Ek0 + ω and
Ek0 =

ω
2 . The modes hybridize once the oscillating voltage is switched on. The hy-

bridization is necessary for the emergence of Floquet Majoranas at quasi-energy
ω/2 = π/T. The only possibility to distinguish the physical excitations from
the Bogoliubov shadows is by tracking the excitations during the preparation pro-
cess. Since we slowly switch on the oscillating voltage, we can use adiabatic con-
tinuity to follow the evolution of the excitations. While the explicit calculation is
shown in the next section, one can graphically see how the physical excitations
are adiabatically evolved in Fig. 4.3c. The tracking leads to physical excitations
for |k| < |k0| (|k| > |k0|) with an energy smaller (larger) than ω

2 , marked in red
in Fig. 4.3b. At k0, a singularity is observed; the nature of the excitation changes
and the energy jumps. Equivalently, one can track the many-body wave function

∏k(uk + vka†
k a†
−k) during the adiabatic evolution. The singularity appears in the

amplitudes uk and vk again at k0, where they exchange their roles.

4.6 Physical excitations and adiabatic continuity

In this section, we analytically underpin the results from the last section and Fig. 4.3.
Thus, the goal is to analytically calculate the Floquet bulk spectrum for a single
quantum wire and analytically track the nature of excitations. To analyze adia-
batic evolution upon slowly switching on the oscillating voltage, it is sufficient to
consider small amplitudes of the oscillating chemical potential.

We start with the static Hamiltonian that describes the bulk of a single Kitaev
chain

HBdG =
1
2 ∑

k
(c†

k , c−k)

(
−(µ + t cos k) −i∆ sin k

i∆ sin k µ + t cos k

)(
ck

c†
−k

)
, (4.12)

where the oscillating voltage is absent. The Hamiltonian can be diagonalized using
a Bogoliubov transformation

HBdG =
1
2 ∑

k
(a†

k , a−k)

(
Ek 0
0 −Ek

)(
ak

a†
−k

)
= ∑

k
Eka†

k ak, (4.13)

where Ek =
√
(µ + t cos k)2 + ∆2 > 0 is the energy of the physical excitation a†

k |0⟩.
The ground state |0⟩ is defined by the condition ak |0⟩ = 0.



64 Chapter 4. Stability of Floquet Majorana Box Qubits

The oscillating gate voltage introduces a time-dependent chemical potential
V(τ) = δµ cos(ωτ). We write the driving term in terms of the diagonal basis ak of
the static Hamiltonian

Hdrive(τ) = −V(τ)∑
k

c†
kck (4.14)

=
1
2 ∑

k

V(τ)

Ek
(a†

k , a−k)

(
−µ− t cos k i∆ sin k
−i∆ sin k µ + t cos k

)(
ak

a†
−k

)
.

We use the Floquet matrix approach introduced in Sec. 3.1.2 to treat the time-
dependent term. First, we make an ansatz for the Floquet quasi-particle operators
in the Heisenberg picture

ã†
k(τ) =

N

∑
n=−N

uk,n ei(EFL
k +nω)τ a†

k + vk,n e−i(EFL
k +nω)τ a−k, (4.15)

where EFL
k are the quasi-energies modulo the driving frequency ω. We restrict

0 ≤ EFL
k < ω to the first Floquet zone and include N Floquet modes. The de-

scription is only exact in the limit N → ∞. However, the sum converges quickly
for small amplitudes δµ, and small N is sufficient. The main difference to the
usual Floquet ansatz discussed in the introduction chapter is that we have to in-
clude both annihilation and creation operators. The coefficients uk,n and vk,n are
determined by two conditions. The new operators must obey the fermionic anti-
commutation relations and follow the Heisenberg equation of motion. If we write
the coefficients uk,n and vk,n in a vector wFL

k of size 2(2N + 1), we can derive a Flo-
quet matrix equation HFLwFL

k = EFL
k wFL

k . The procedure is the same in the intro-
duction chapter except that the Hilbert space has doubled due to the Bogoliubov
formalism. However, the two conditions cannot uniquely define the coefficients
since the particle-hole transformation relates creation and annihilation operators,
and, thus, vk,n and uk,n,

ã†
k ←→ ã−k, EFL

k ←→ −EFL
k + ω, (4.16)

where we added ω to stay in the first Floquet zone. We can generalize the state-
ment for systems without the k → −k symmetry. Then, a discrete Bogoliubov
transformation maps ã†

m ↔ ãm and EFL
m ←→ −EFL

m + ω for Floquet-Bogoliubov
states with quantum number m. Again, we see that in the Floquet setup, we can
only refer to the creation of quasi-particles with respect to initial conditions and
the preparation process. The ambiguity of Eq. (4.16) is lifted if we define the an-
nihilation operators such that they destroy the adiabatically prepared initial state
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|ψ0⟩
ãk |ψ0⟩ = 0.

We identify the quasi-particle operators for the adiabatic state preparation in
the following. The oscillation amplitude δµ at a fixed frequency is slowly switched
on. Using adiabatic continuity, the operators can be uniquely defined. For the
static Hamiltonian, the physical excitations have positive energies Ek > 0, whereas
the Bogoliubov shadows have negative energies Ek < 0. Adiabatic continuity
states that a physical quasi-particle creation operator remains physical, and a Bo-
goliubov shadow stays a Bogoliubov shadow. We can therefore identify the nature
of a Floquet Bogoliubov by tracing it back to the initial state at the beginning of the
preparation. For small oscillations δµ≪ ω, ∆, we can focus on quasi-resonant pro-
cesses Ek ≈ −Ek0 = ω and ignore higher order Floquet modes as they account for
non-resonant processes. Thus, the 2(2N + 1)× 2(2N + 1) Floquet matrix reduces
to the 2× 2 matrix

HFL
k =

(
−Ek + ω δµ fk

δµ f ∗k Ek

)
(4.17)

with fk = −i ∆ sin k
2
√

(µ+t cos k)2+∆2 sin2 k
. This matrix has the eigenvalues

ω

2
±
√
(δµ| fk|)2 + (Ek −ω/2)2. (4.18)

Each eigenvalue is associated with either physical excitations ã†
k ãk or Bogoliubov

shadows ãk ã†
k , depending on the protocol. For the adiabatic protocol, we demand

that for vanishing δµ the initial operators are retrieved such that the physical op-
erators have positive energy Ek

lim
δµ→0

ω

2
±
√
(δµ| fk|)2 + (Ek −ω/2)2 =

ω

2
± |Ek −ω/2| !

= Ek. (4.19)

Thus, the ± sign is determined by the nature of excitations: The + sign (− sign) is
needed for Ek > ω/2 (Ek < ω/2) to obtain the physical excitation quasi-energies

EFL
k =

{
ω
2 +

√
(δµ| fk|)2 + (Ek −ω/2)2 for Ek > ω/2

ω
2 −

√
(δµ| fk|)2 + (Ek −ω/2)2 for Ek < ω/2

. (4.20)

Hence, we derived the analytical expression for the quasi-energy spectrum of
Fig. 4.3 that explains the jump in the spectrum at k0. Namely, it happens when
Ek0 −ω/2 changes sign.
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4.7 Stability in the presence of interactions

To investigate the stability of the Floquet box qubit in the presence of interactions,
we derive a Floquet Fermi golden rule. The detailed calculation is outlined in
Sec. 4.7.1. For a general introduction, see Sec. 3.2.3. We first expand the interaction
Hamiltonian, the last term of Eq.(4.9), in terms of the Floquet eigenmodes of the
non-interacting Hamiltonian

∆Hint = ∑ Vm
ν1,ν2,ν3,ν4

eimωτ ã†
ν1

ã†
ν2

ã†
ν3

ã†
ν4

, (4.21)

where Vm
ν1,ν2,ν3,ν4

∼ ∆2/EJ is defined in the next section (Sec. 4.7.1). For the transla-
tional invariant bulk system considered above ν = k.

The Floquet Fermi golden rule can approximate the quasi-particles creation
rate

γqp = 4
2π

h̄ ∑
νi,m

δ(Eν1 + Eν2 + Eν3 + Eν4 + mω)|Vm
ν1ν2ν3ν4

|2, (4.22)

where Eνi are the quasi-energies of the non-interacting Floquet Hamiltonian. The
factor 4 arises because four quasi-particles are created during each process. In
Sec. 4.7.2, we show how to evaluate the creation rate numerically. However, ap-
plying the Floquet golden rule to the bulk energies that we derived in the last sec-
tion, it becomes immediately apparent that quasi-energy conservation Eν1 + Eν2 +

Eν3 + Eν4 = mω is always fulfilled after the adiabatic state preparation. Due to the
jump of the physical quasi-particle excitation energy, four quasi-particles can be
resonantly created above and below ω/2 such that sum of quasi-energy is a mul-
tiple of the driving frequency. Hence, the adiabatic state preparation protocol is
inherently unstable. In fact, the creation rate has even a logarithmic divergence in
the bulk because of the processes close to the discontinuity k0. Furthermore, this
instability is expected to affect general models hosting Floquet Majoranas since the
hybridization of the Bogoliubov modes at ω/2 is necessary for the emergence of
Floquet Majoranas. After deriving the Floquet Fermi golden rule and discussing
the numerical calculation of the quasi-particle creation rate, we introduce another
preparation protocol that circumvents this instability. In the end, we discuss pos-
sible higher-order interaction effects and disorder.

4.7.1 Floquet Fermi’s golden rule

This section aims to derive the Floquet Fermi golden rule formula [119, 156, 157]
for the specific four-body interaction term of Eq. (4.9). A more general approach
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is outlined in the introductory chapter, Sec. 3.2.3, which closely follows reference
[119]. We first express the creation and annihilation operators c†

i and ci in terms
of the Floquet operators ã†

ν and ãν. ã†
ν |0⟩ = |ϕν⟩ creates a Floquet single particle

eigenstate of the non-interacting Hamiltonian with quasi-energy ϵν. The initial-
ization protocol defines the quasi-particle vacuum |0⟩. Without referring to the
preparation of the Floquet system, the Floquet operators are not uniquely deter-
mined as further discussed in Sec. 4.6. The Floquet eigenstates of a single Floquet
zone form a complete basis set at equal times

1 = ∑
ν

|ϕν(τ)⟩ ⟨ϕν(τ)| .

Using this identity, we can rewrite the fermionic operators in terms of the Flo-
quet operators

c†
j |0⟩ = ∑

ν

|ϕν(τ)⟩ ⟨ϕν(τ)|j⟩ = ∑
ν

⟨ϕν(τ)|j⟩ ã†
ν(τ) |0⟩ (4.23)

and c†
j = ∑ν ϕ̄ν(t, j)ã†

ν(τ) with ϕ̄ν(t, j) = ⟨ϕν(τ)|j⟩. Now we use the time-periodic
nature of the Floquet eigenstates and expand them in the Floquet modes |ϕν(τ)⟩ =
∑n e−inωτ |ϕn

ν ⟩.
Inserting the Floquet expansion in Eq. (4.23), we obtain the expression ϕ̄n

ν (j) =
⟨ϕn

ν |j⟩:
c†

j = ∑
ν

einωτϕ̄n
ν (j)ã†

ν(τ), (4.24)

where ϕ̄n
ν (j) = ⟨ϕn

ν |j⟩ and ã†
ν(τ) = eiϵντ ã†

ν. Now we can write the transition am-
plitude of an initial state |ψi⟩ at time τ = 0 to a distinct final state

∣∣ψ f
〉

at time
τ

Ai→ f (τ) =
〈
ψ f (τ)

∣∣U(τ, 0) |ψi(τ = 0)⟩

≈ −i
∫ τ

0
dτ′
〈
ψ f (0)

∣∣U0(0, τ′)∆HintU0(τ
′, 0) |ψi(0)⟩ , (4.25)

where U is the full time-evolution operator, U0 the non-interacting time evolution
operator, and we expand the full time-evolution operator up to first order in the in-
teraction ∆Hint =

∆2

32EJ
T2. Inserting ∆Hint in terms of the mode-expanded Floquet
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operators, we obtain

Ai→ f (τ) = −
i∆2

32EJ
∑
j,k

∑
n1,n2,n3,n4

∑
ν1,ν2,ν3,ν4

∫ τ

0
dτ′ei(n1+n2+n3+n4)ωτ′ei(ϵν1+ϵν2+ϵν3+ϵν4 )τ

′

× ϕ̄n1
ν1 (j)ϕ̄n2

ν2 (j + 1)ϕ̄n3
ν3 (k)ϕ̄

n4
ν4 (k + 1)

〈
ψ f (0)

∣∣ ã†
ν1

ã†
ν2

ã†
ν3

ã†
ν4
|ψi(0)⟩

=
∆2

32EJ
∑
j,k

∑
n1,n2,n3,n4

∑
ν1,ν2,ν3,ν4

ei((n1+n2+n3+n4)ω+ϵν1+ϵν2+ϵν3+ϵν4 )τ − 1
(n1 + n2 + n3 + n4)ω + ϵν1 + ϵν2 + ϵν3 + ϵν4

× ϕ̄n1
ν1 (j)ϕ̄n2

ν2 (j + 1)ϕ̄n3
ν3 (k)ϕ̄

n4
ν4 (k + 1)

〈
ψ f (0)

∣∣ ã†
ν1

ã†
ν2

ã†
ν3

ã†
ν4
|ψi(0)⟩ , (4.26)

where we assume that |ψi(0)⟩ is the adiabatically prepared quasi-particle vac-
uum. Therefore only four-particle creation terms contribute. The scattering is
determined γi→ f = limτ→∞

P(i→ f ,τ)
τ by the transition probability P(i → f , τ) =

|Ai→ f (τ)|2. Finally, we obtain

γi→ f =
2π

h̄ ∑
ν1,ν2,ν3,ν4,n

δ(ϵν1 + ϵν2 + ϵν3 + ϵν4 + nω)|Vn
ν1ν2ν3ν4

|2 (4.27)

with

Vn
ν1ν2ν3ν4

=
∆2

32EJ
∑
j,k

∑
n1,n2,n3,n4

δ(n− (n1 +n2 +n3 +n4))ϕ̄
n1
ν1 (j)ϕ̄n2

ν2 (j+ 1)ϕ̄n3
ν3 (k)ϕ̄

n4
ν4 (k+ 1).

The rate γi→ f gives the rate that an initial state scatters to a final state. To count
how many quasi-particles are created, we have to multiply the rate by four since
every process creates four quasi-particles.

4.7.2 Numerical calculation of the quasi-particle creation rates

So far, we have analytically investigated the quasi-particle creation rate in the
bulk. Here, we describe how the Floquet golden rule formula can be numeri-
cally evaluated for a finite-size system with a discrete spectrum. To account for
spectral broadening, the δ-function is replaced by a box function of width ∆E. The
spectral broadening captures finite-lifetime effects which are not included in the
quasi-particle creation rate γqp of Eq (4.22). We numerically diagonalize the single-
particle Floquet matrix to obtain the Floquet eigenstates and the corresponding
matrix elements. In our calculation, we consider only 7 Floquet modes which are
enough for convergence in the parameter range of interest. The phase space is
calculated by setting all matrix elements to one, i.e., only counting how often the
quasi-energy conservation is fulfilled.
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FIGURE 4.4: A ‘frequency sweep protocol’ allows initializing a long-lived topological
Floquet state. Starting with a small frequency ω0, the amplitude of the oscillating voltage
is increased slowly before the frequency is swept up to ω f . The Floquet topological phase
is reached at τ = τc (µ = 0.1π, t = −π, ∆ = π, Vf = 0.2, ω0 = 0.8π, ωc = 0.9π, ω f = π).
The Floquet spectra for τ = τ1, τc and τf are shown on top. Except for the identification of
the physical excitations (red) and Bogoliubov shadows (blue), the final Floquet spectrum

is the same as the one shown in Fig. 4.3.

4.7.3 Frequency-sweep protocol

Previously, we have discussed that the stability of the Floquet Bogoliubov system
crucially depends on the preparation protocol. Indeed, the standard adiabatic state
preparation fails, which can be quantified by the Floquet golden rule. The insta-
bility can be avoided by a two-step process, shown in Fig. 4.4. First, the oscillating
voltage is slowly switched on but at a frequency below the band gap. Therefore,
the excitation energy of the physical excitations Ek > ω/2 is larger than half the
frequency for all k, and it doesn’t cross with the Bogoliubov shadows. Thus, the
physical excitation quasi-energy can be analytically calculated as

EFL
k =

ω

2
+
√
(δµ| fk|)2 + (Ek −ω/2)2, (4.28)

where EFL
k is a continuous function for all momenta k, see Sec. 4.6. It is important

to note that this protocol gives a different quasi-energy than the adiabatic state
preparation, Eq. (4.20). It initializes a distinct many-particle state. In this frequency
regime, no Floquet Majoranas are created. We call this the Floquet non-topological
phase. The phase, however, can host Majorana zero modes and can be topological
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FIGURE 4.5: Normalized phase space density N (4) = 1
N4 ∑νi ,m δ(Eν1 + Eν2 + Eν3 + Eν4 +

mω) for the creation of four quasi-particles out of the vacuum (N = 20, δE = 0.02, t =
−∆ = π, δµ = 1) (a) By adiabatically switching on the oscillating field, the created Floquet
state in the topological phase inside the square is always unstable. (b) Using the frequency-
sweep protocol of Fig. 4.4 (right), the created Floquet states remain stable for large parts of

the topological phase, indicated by the black color.

as defined in equilibrium. The Floquet topological phase is reached as a second
step by slowly increasing the frequency. Importantly, the bands only touch instead
of cross due to level repulsion. In the end, the physical excitation energy is larger
than ω/2 for all momenta k. Close to the phase transition, quasi-particles can be
created via the Kibble-Zurek mechanism [158–161]. However, the creation rate
Γ

dν
1+νz =

√
Γ with d = 1 and critical exponents ν = z = 1 for a Dirac equation can

be suppressed by a low sweep rate Γ.
One can further quantify the quasi-particle creation by the Landau-Zener for-

mula for the Dirac Hamiltonian H = m(t)σz + vkσx. The probability for a diabatic
transition is given by

P = e−2πΓ (4.29)

with Γ = (vk)2

2∂tm
, where 2m(t) is the band gap. If we integrate over momentum

space, we find the condition ∂tm < m2 such that less than one quasi-particle cre-
ated in units of the correlation length ξ = m/v

Ptot/ξ =
∫ ∞

−∞
dke−

π(vk)2
∂tm /ξ =

√
∂tm
ξv

=

√
∂tm
m

. (4.30)

The frequency-sweep protocol allows to prepare long-lived Floquet Majoranas
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FIGURE 4.6: Quasi-particle creation rate γqp, computed for N = 20 by replacing the δ
function by a box of width δE = 0.02, t = −∆ = π, δµ = 1, mmax = 3) for creating
four quasi-particles out of the vacuum. In the range of coexisting Majorana zero and π
modes (grey shaded), the quasi-particle creation rate for the frequency sweep protocol of
Fig. 4.4 drops exactly to zero (black dots). The adiabatically prepared Floquet system (red

triangles) is unstable due to the finite rate γqp.

in an extensive parameter range, as shown in the phase space diagram, Fig. 4.5.
The phase space is calculated for a finite-size system and, thus, includes processes
that involve the bulk and the boundary. In contrast, the instability of spontaneous
four quasi-particle creation always occurs in the Floquet topological regime if the
system is prepared by only slowly switching on the oscillating. We have also
checked that the scattering rate remains finite when the matrix elements are in-
cluded in the calculation, see Fig. 4.6. In the grey-shaded regions, where both
topological modes exist, the scattering rate only vanishes exactly for the frequency
sweep protocol.

4.7.4 Higher order interaction effects and disorder

So far, we have shown that the frequency-sweep protocol is stable for long-ranged
interactions, appearing in the effective low-energy Hamiltonian (Eq. (4.9)), and
for short-ranged interactions. The region of stability does not increase when only
momentum-conserving processes are considered. Since the four particle density of
states is gapped, we expect the analysis to be robust against weak spatial disorder.
Processes that involve the simultaneous creation of 6 or more quasi-particles can
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still occur. However, these processes are of 4th or higher order in the interaction
and strongly suppressed due to the small prefactor.

4.8 Conclusion

In this project, we designed a Floquet topological qubit. In fact, by enhancing
the Majorana box qubit into its Floquet equivalent, one can speak of qubits since
the Floquet version can encode three logical qubits instead of one. The qubits are
defined using Majorana zero modes and Floquet Majoranas in a fixed parity sector.
However, the stability of the Floquet Majorana box qubit is tied to the preparation
protocol.

Adiabatic state preparation leads to an abundance of resonant quasi-particle
creation. This instability is an inherent property of the Floquet Bogoliubov system.
However, one can circumvent this problem by initializing the Floquet system first
in the phase without Floquet Majoranas and tuning it to the Floquet topological
phase only in the second step. This detour can be implemented using, e.g., the
frequency-sweep protocol.

The Floquet Majorana box qubit is a versatile quantum tool kit that allows to
operate the complete set of Clifford gates in a topologically protected way. Two
qubit operations can be implemented using one of the three logical qubits as an
ancilla. Furthermore, as outlined by Bomantara and Gong, measurement-based
quantum computing operations can be achieved by gated quantum dots that are
coupled to the edge modes [162]. Therefore, the Floquet Majorana box qubit can
be a test environment for braiding operations.

In conclusion, we present a Floquet topological setup that can be operated even
in the presence of weak interactions and disorder. This stability is crucial for any
future experimental realizations.
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Chapter 5

Programmable Adiabatic
Demagnetization

One of the most promising applications of quantum computing is the simulation
of complex many-body quantum systems [31]. Quantum simulation requires the
ability to initialize a state of interest and to evolve it in time. The time evolution of
a quantum state can be implemented on a digital quantum computer, e.g., using
a Suzuki-Trotter decomposition of unitary gates. In contrast, the interactions of
the qubits or artificial atoms can be tuned by, e.g., lasers in a quantum simulator
such that the system evolves according to the Hamiltonian dynamics [4, 8]. In this
project, we focus on the difficult task of preparing an arbitrary quantum state.

Accurate and reproducible quantum state preparation is essential for investi-
gating ground state properties in quantum chemistry and material science [61, 69,
70, 163]. Furthermore, quantum state preparation beyond ground states has many
quantum information applications [74, 164, 165]. Different quantum algorithms
and hybrid techniques for ground state preparation have been proposed, e.g., vari-
ational quantum simulation [64, 77, 79–81], adiabatic state preparation [66, 82–84],
and, more recently, algorithms that mimic cooling [68, 85–90].

We discussed, in more detail, variational quantum simulation in Sec. 2.3.1. One
of the main drawbacks of this method is that it highly depends on the variational
ansatz, which is often not easy to find [76, 81]. On the other hand, adiabatic state
preparation (see Sec. 2.3.2) can start with a product state and be designed to be easy
to implement, e.g., in the computational basis of the quantum computer. However,
the initial state must be a ground state of a Hamiltonian which is adiabatically
connected to the target Hamiltonian. If a phase transition separates the initial and
target states, the protocol breaks down because the adiabatic theorem doesn’t hold
anymore. For example, a topologically ordered state is not adiabatically connected
with a simple product state [98]. Thus, such state preparation requires exponential
long times.

Algorithms that use a simulated low-entropy bath to approach the ground state
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can partially resolve these disadvantages. The entropy of a quantum system can be
absorbed by a low-entropy bath. However, in contrast to a large thermal bath, the
synthetic bath is simulated only by a small number of the qubits that are periodi-
cally reset to the low-entropy state. This class of algorithms works independently
of the initial state and is not optimized for a specific target state. Furthermore, by
a cyclic repetition of such a cooling protocol, the outcome is more robust against
weak noise. If an error has occurred, it can be corrected in the next cycle. Finally,
one can learn about the system and the protocol’s success by monitoring the bath.

In this chapter, we investigate a protocol that is inspired by a cooling mech-
anism in solid-state systems, i.e., adiabatic demagnetization [166, 167]. After
the specific outline of the protocol, we derive the cooling rate in the perturbative
limit. Finally, the protocol is numerically tested by applying it to the transverse
field Ising model, closely related to the Kitaev chain of the previous chapter (see
Sec. 2.2.3). The model has the property that, at dual points, the excitation spectrum
of the ferromagnetic phase looks the same as for the paramagnetic phase. Thus,
we can compare the role of trivial (local) and topological (non-local) excitations.

This chapter is based on work in collaboration with Mark Rudner, Achim Rosch
and Erez Berg. Mark Rudner and Erez Berg provided a minimal working code
at the beginning of the project. I performed the numerical simulations and ob-
tained the analytical results under the supervision of Erez Berg and Achim Rosch.
I wrote the manuscript with the help and revisions of the other co-authors. The
manuscript has been submitted for peer review and is available as a preprint [P168].
This chapter closely follows the manuscript and figures are mainly reproduced
from the paper.

5.1 Simulated adiabatic demagnetization

Adiabatic demagnetization is used in solid-state experiments to reach tempera-
tures in the µK regime [169, 170]. For example, if a system is coupled to nuclear
moments that are polarized in a large magnetic field, the temperature can be low-
ered by adiabatically decreasing the magnetic field [166, 167]. Here, we translate
this process for a gapped Hamiltonian to a simulation on a quantum computer,
which is illustrated in Fig. 5.1. We consider a one-dimensional system with N
qubits, which can be coupled to Nb bath qubits. For simplicity, we assume each
system qubit has one bath qubit as a partner, i.e., N = Nb. The bath qubits are
initialized in a polarized state in the computational basis in the presence of a large
simulated Zeeman field in the direction of the polarization axis. Since the outcome
of the protocol does not depend on the initial condition, the system qubits can be
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FIGURE 5.1: Schematic of the setup and the proposed protocol. (a) Each system qubit
si (light blue) is coupled to a bath qubit σi by switching on the coupling g(t). For our
purpose, the system qubits are coupled by the next-neighbour exchange coupling J, but
the couplings may be generalized to more complicated setups. At the beginning of the
protocol, the bath qubits are initialized in the polarized ground state |↑↑ . . .⟩ and subject
to a large simulated magnetic field B(t). The system can be initialized in a random state; in
our numerical simulations, we use |↑↑↓↓ . . .⟩ for the initialization. After the initialization,
the parameters are swept according to panel (b). The magnetic field is linearly decreased
from B0 to B1 until the time t = 3T/ and then kept constant. The system-bath coupling
g(t) is slowly increased until t1 = T/4, kept constant at g0 until t2 = 3T/4, and then
slowly switched off. At the end of each cooling cycle, the bath qubits are measured and

reset, as illustrated in panel (c).
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FIGURE 5.2: The system is coupled to two axillary bath qubits. For B = 0, the ground state
and the first excited state of the composite system are four-fold degenerated. By switching
on the magnetic field, the degeneracy is lifted, and a band crossing exists. This crossing
becomes an avoided crossing with a gap ∼ g if the coupling between the system and the
bath is switched on (red line). The cooling protocol starts at a high magnetic field with the
bath qubits in the polarized ground state (light blue star on the right side). If the system is
initially in the first excited state, the composite system thus starts in a product state at the
point marked by the star. By slowly switching on the system-bath coupling and decreasing
the magnetic field, one can follow the red line to reach the system’s ground state (follow

the arrow to the light blue star on the left).

initialized, for example, in an easily accessible product state in the computational
basis. We only assume that the system is in an excited state. Energy and entropy
can be transferred from the system to the bath by coupling the system and bath
and slowly ramping down the simulated Zeeman field.

An intuitive picture of this process can be gained by restricting the problem to
only two bath qubits. We focus on the ground state and the first excited state of the
system only. If the system and bath are decoupled, and the Zeeman field is zero,
the ground state of the composite system is four-fold degenerate, see Fig. 5.2. At a
finite Zeeman field, the degeneracy is lifted. By coupling the system and the bath,
the combined system exhibits an avoided crossing as a function of the magnetic
field, thus, leading to an effective Landau-Zener tunneling problem. Suppose the
system is initially in the excited state, and we start with a large magnetic field. In
that case, the system can be led to the ground state by adiabatically lowering the
Zeeman field. If the sweeping rate is small enough, Landau Zener tunneling is
suppressed, and we can follow the lower branch, thus bringing the system to the
ground state by flipping the bath qubit. In this picture, we can also understand the
effect of noise. If the system was initially in the ground state but an error happened
early on, it can be corrected during the same process. In contrast, later-induced
excitations can only be removed in the next cycle.
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After ramping down the field, and decoupling the system and the bath, we
can extract the entropy by measuring and resetting the bath to the initial polarized
state. Then, the cooling can be restarted. Note that during the adiabatic process,
the entropy of the total system, including the system and bath, stays constant.
Only after decoupling and resetting the bath is the entropy removed.

As a final remark, we would like to emphasize that the adiabatic demagneti-
zation protocol is very different from the adiabatic state preparation, despite the
similar name. In contrast to adiabatic state preparation, the cooling protocol does
not require that the initial product state of the system is adiabatically connected
to the target state. In fact, the protocol is independent of the initialization of the
system, and no prior knowledge of the target state is needed. However, although a
low-energy state can always be reached, the exact preparation of long-ranged en-
tangled ground states is still bound by the Lieb-Robinson bound [98], see Sec. 5.2.5.
Furthermore, due to the cyclic property, we can correct errors on the adiabatic
path, which is impossible with adiabatic state preparation. Measuring the bath
qubits can give information on whether an error occurred. This information can
be used as a stopping criterion for the protocol.

5.1.1 Cooling protocol

Our main goal is to prepare the ground state or low-energy state of an arbitrary
gapped quantum Hamiltonian Hs. Local degrees of freedom Âs of the system are
coupled to the spin operators σi of the bath

H = Hs +
N

∑
i=1

[g(t)Âs
i σ

y
i − B(t)σz

i ], (5.1)

where g(t) is the time-dependent coupling strength, and the simulated Zeeman
field B(t) is only applied on the bath. At the beginning of the protocol, the bath
is prepared in the fully-polarized state |ψ0

B⟩ = | ↑↑↑ . . . ⟩, while the system is in
an arbitrary excited state. The protocol is repeated for Nc cycles. During each
cycle, the time dependence of the parameters B(t) and g(t) is shown in Fig. 5.1b.
From time 0 < t < t1, the coupling strength is linearly increased, kept constant
for t1 < t < t2, and linearly reduced to 0 for t2 < t < T. At time 0 < t < t2, the
magnetic field is linearly ramped down from Bi to B f . At the end of each cycle the
bath qubits are measured and reset to the initial state |ψ0

B⟩. The bath starts in a zero
entropy state in an ideal setup without noise. During the adiabatic decrease of the
Zeeman field, entropy and energy are transferred from the system to the bath. The
measurement and reset of the baths extract the entropy such that the bath is again
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in a state with zero entropy at the beginning of the next cycle. We discuss the effect
of noise in Sec. 5.2, where we show that the information of the measurement can
be used to enhance the performance of the protocol.

5.1.2 Cooling rate and analytical considerations

In this section, we derive the cooling rate Γc(t) = − d
dt ⟨Hs⟩ = −⟨i[Hs, H]⟩ for small

system bath coupling in the linear response regime (for an introduction to linear
response theory see Sec. 3.3)

Γc = −ig(t)
∫ t

0
dt′ g(t′)∑

i
⟨ψ|[ ˙̂As

i (t)σ
y
i (t), Âs

i (t
′)σy

i (t
′)]|ψ⟩, (5.2)

where ˙̂As
i (t) = i[Hs, Âs

i (t)] and, in the interaction picture, all time-dependent op-
erators follow the dynamics of the Hamiltonian with g = 0. We assume that Hs

is generically self-equilibrating as it includes many-body interaction terms and is
generally not integrable. |ψ⟩ of Eq. (5.2) denotes the wave function at the begin-
ning of the protocol, where the system and bath are disentangled, and the bath is
fully polarized. As outlined below, the cooling rate can be evaluated for adiabati-
cally changing parameters g(t) and B(t) using the stationary phase approximation

Γc

N
≈ −4πg(t)2

∫
dω[1 + nB(ω)]ωχ′′s (ω)δ

(
ω + 2B(t)

)
, (5.3)

where nB(ω) is the Bose function and χ′′s (ω) = 1
N ∑ χ′′s,i(ω) is the averaged imag-

inary part of the local retarded susceptibility χs,i(t) = iθ(t)⟨[Âs
i (t), Âs

i (0)]⟩, where
θ is the Heaviside function. Eq. (5.3) shows that mainly resonant processes con-
tribute to the cooling rate. Energy is extracted if the excitation energy matches
the cost of flipping a bath spin 2B(t). While decreasing the magnetic field, the
bath absorbs high-energy excitations at short times, then lower-energy excitations
at longer times. The total amount of energy

∫
dtΓc removed during one protocol

cycle depends on the sweep rate Ḃ and is inversely proportional to the sweep du-
ration T. This relation comes from replacing the time integral with an integral over
the magnetic field

∫
dt =

∫ dB
Ḃ g2/Ḃ ∝ g2T.

We continue this section by explicitly executing the perturbative calculation
outlined above. We start with the expectation of the time derivation of the Hamil-
tonian Hs

⟨Ḣs⟩ = i⟨ψ(t)|[Hc, Hs]|ψ(t)⟩, (5.4)
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where Hc = g(t)∑N
i=1 Âs

i σ
y
i describes the coupling of N local degrees of freedom

As
i of the system to the bath spins. The bath spins are denoted by the spin operators

σi. We describe the time evolution of the wave function |ψ(t)⟩ = UI(t, 0)|ψ(0)⟩ in
the interaction picture. The Hamiltonian with g = 0 generates the time evolution
of the operators. For small coupling g, we can use perturbation theory to expand
the time evolution operator up to the first order in the interaction

U I(t, 0) ≈ 1− i
∫ t

0
Hc(t′)dt′. (5.5)

Inserting the approximation of Eq. (5.5) into Eq. (5.4) and keeping terms up to 2nd
order in the interaction, we obtain

⟨Ḣs⟩ ≈ g(t)
∫ t

0
dt′⟨ψ(0)|[[Âs

i (t)σ
y
i (t), Hs], Hc(t′)]|ψ(0)⟩

= −ig(t)
∫ t

0
dt′g(t′)∑

j
(⟨Âs

j(t
′) ˙̂As

j(t)⟩⟨σ
y
j (t
′)σy

j (t)⟩+ c.c., (5.6)

where we use in the second line that i⟨ψ(0)|[Hc, Hs]|ψ(0)⟩ = 0. Next, we calculate
⟨Ḣs⟩/N per site. As the system and bath are initially disentangled, the expectation
value factorizes into a system contribution ΣS(t, t′) = ⟨Âs

i (t
′) ˙̂As

i (t)⟩ and the bath
contribution ΣB(t, t′) = ⟨σy(t′)σy(t)⟩. Assuming that the system is thermalizing,
we use the fluctuation-dissipation theorem (see Sec. 3.3) to evaluate the system
correlation function

Σs(ω) = 2iω(1 + nB(ω))χ′′s (ω), (5.7)

where χ′′s (ω) is the imaginary part of the local As
i susceptibility per site and nB(ω)

the Bose function at an effective temperature of the system. The factor ω in Eq. (5.7)
comes from the time derivative Ȧs

i (t) in the expectation value, which is absent
in the usual fluctuation-dissipation theorem. While the system contribution is a
general expression, we want to evaluate the bath contribution for the suggested
implementation of the protocol. Therefore, we explicitly write the time-evolved
spin operators as σi(t) = ei

∫
Hb(t′)dt′σie−i

∫
Hb(t′)dt′ , where Hb = −B(t)∑i σz

i is the
Hamiltonian of the bath qubits. Then, the y-component of the spin operator has
the form

σ
y
i (t) = sin(2θB(t))σx

i + cos(2θB(t))σ
y
i (5.8)
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with θB(t) = −
∫ t

0 B(t′)dt′. We evaluate the expectation value with respect to the
initially fully polarized state of the bath |ψB

i (t)⟩ = | ↑↑ . . . ⟩

⟨σy
j (t
′)σy

j (t)⟩ = e2i(θB(t′)−θB(t)). (5.9)

Now we rewrite Eq. (5.6) per site in terms of the system contribution Eq. (5.7)
and the bath contribution Eq. (5.9)

⟨Ḣs⟩
N

= 2
∫

dω[ω(1 + nB(ω))χ′′y (ω)

× g(t)
∫ t

0
dt′g(t′)e2i(θB(t′)−θB(t))e+iω(t−t′)] + c.c.. (5.10)

If we integrate the second line of Eq. (5.10) over the sweep duration, we can quan-
tify how much energy is transferred to the bath from a mode at frequency ω

∆c(T, ω) =
∫ T

0
dtg(t)

∫ t

0
dt′g(t′)e2i(θB(t′)−θB(t))e+iω(t−t′)] + c.c.. (5.11)

With the above expression, we can formally write down the total extracted energy

∆Etot

N
= 2

∫
dω ω(1 + nB(ω))χ′′s (ω)∆c(T, ω). (5.12)

We want to evaluate this expression for slowly varying coupling g and slow and
linear ramp down of the magnetic field B(t) = B0 − Γbt, where B0 is the initial
value of the magnetic field and Γb = |∂tB(t)| is the sweep rate. Now, we use the
stationary phase approximation to carry out the two time integrals. The stationary
phase approximation is valid in the limit of an adiabatic sweep. We expand the
argument of the exponential function in a Taylor series up to the 2nd order around
the resonance point around the stationary point t∗. At times t and t′ near t∗, i.e.
near the resonance 2B(t∗) = −ω, the integrand contributes most. The factor 2
arises because a single spin flip of the bath costs 2B or, more technically, because
we used Pauli matrices instead of spin matrices. Thus, we obtain

∆c(T, ω)

g(t∗)2 ≈
∫ T

0
dt
∫ t

0
dt′e−i((t−t∗)2−(t′−t∗)2)ΓB + c.c.

=
∫ T

0
dt
∫ T

0
dt′e−i((t−t∗)2−(t′−t∗)2)ΓB

≈ π

ΓB
for ΓB → 0, t∗ < T, (5.13)
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where the Fresnel integral
∫ ∞

0 dt cos
(
t2) =

∫ ∞
0 dt sin

(
t2) =

√
π/8 is evaluated

under the condition that t∗ and T scale with 1/Γb. In the end, we find

∆c(T, ω) ≈ g(t∗)2 π

ΓB
(1− θ(ω + 2B(T))). (5.14)

In Fig. 5.3a, we compare the analytically derived expression of Eq.(5.14) to a nu-
merical evaluation of the integral. Indeed, the Heaviside function well reproduces
the behavior while neglecting the small oscillations. To obtain the contribution of
the bath to the cooling rate, we take the time derivative of ∆c(T, ω)

Σ(t, ω) = ∂t∆c(t, ω) = 2πg(t∗)2δ(ω + 2B(t)). (5.15)

Finally, we insert the above expression into Eq. (5.10) such that the cooling rate per
site in the adiabatic limit becomes

⟨Ḣs⟩
N
≈ 4πg(t)2

∫
dωδ(ω + 2B(t))ω(1 + nB(ω))χ′′s (ω). (5.16)

As we discussed at the beginning of this section, energy is mainly extracted at
the resonance point. However, this condition only strictly holds in the adiabatic
limit. We can explore the cooling efficiency beyond the adiabatic regime by direct
numerical evaluation of the integral ∆c. In Fig. 5.3, we show the effect of faster
sweeps by plotting ∆s(T, ω) = ∆c(T, ω) − ∆c(T,−ω) as a function of T. This
expression includes heating and cooling processes. Heating occurs if a mode at
frequency ω is added while cooling extracts the mode. The ratio of these terms
is determined by the Bose function nB(ω) and thus effectively by the temperature
of the system. For the plot, we assume that the temperature is much larger than
the energy h̄ω such that nB(ω) ≈ T

ω ≈ −nB(−ω). Thus, the ratio is one, and
both processes contribute equally. Furthermore, we normalize ∆s(T, ω) to ∆A

s =
πg(t∗)

Ḃ which we analytically obtained in the adiabatic limit. The cooling is strongly
suppressed for very fast sweeps, i.e., very short T, while very slow sweeps (very
large T) recapture the analytical result. In the intermediate regime, the cooling
strength depends on the exact protocol as well as on the frequency of the mode.
Interestingly, energy can be extracted already quite efficiently for fast sweeping
rates. Thus, the sweeping rate can be adjusted to the noise level such that cooling
is more rapid than reheating due to noise. In the currently noisy devices, this is
highly relevant.
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FIGURE 5.3: (a) The bath absorption rate ∆c(T, ω) (blue), defined in Eq. (5.11), as a function
of sweep duration T in the perturbative analysis for Bi = 1, B f = 0.001 and ω = −1
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ΓB
, see Eq. (5.13). In this plot, we

use B(t) = 5(1− t/T). The system-bath coupling g(t) increases linearly for t < T/4 from
0 to a finite value g, remains constant for T/4 < T < 3T/4, and decreases linearly to 0 for

t > 3T/4.

5.2 The effect of noise and topological excitations

To study the performance of the protocol in the presence of noise, we numerically
investigate its application to the one-dimensional quantum Ising model

Hs = −∑
i

Jsz
i sz

i+1 −∑
i
(hxsx

i + hzsz
i ) (5.17)

with the exchange interaction J, a transverse field hx and a longitudinal field hz.
The system spin operators are denoted si, while σi refers to the bath. The longitu-
dinal field can make the model non-integrable. In the absence of the longitudinal
field, this Hamiltonian is known as the transverse field Ising model. The Jordan-
Wigner transformation connects it to the Kitaev model (see Sec. 2.2.3). The model
hosts a paramagnetic and ferromagnetic phase with a critical point at J = hx.
The low-energy excitation of the ferromagnetic phase can be mapped to the high-
energy excitations of the paramagnetic phase by the Kramer-Wannier transforma-
tion. At dual points, the excitation spectrum of the ordered and disordered phases
thus looks identical. We use this property to compare the efficiency of the protocol
in the presence of topological excitations in the form of domain walls with trivial
(local) excitations in the paramagnetic phase. In the following, we use periodic
boundary conditions if not specified otherwise. The bath spin operators σi couple
to the local degrees of freedom of the system As

i = sy
i . We chose the sy

i σ
y
i exchange



5.2. The effect of noise and topological excitations 83

coupling because the operators do not commute with the Hamiltonian.

5.2.1 Numerical method

We use the stochastic Schrödinger equation to investigate the cooling protocol in
the presence of noise numerically, see Sec 3.4.5. Without noise, we numerically in-
tegrate the Schrödinger equation by a second-order Suzuki-Trotter decomposition
(see Sec. 3.1.3). The time evolution U = ∏n Un contains n Trotter steps of length
∆τ

Un = e−i ∆τ
2 HZ(tn)e−i∆τHY(tn)e−i∆τHX(tn)e−i ∆τ

2 HZ(tn). (5.18)

The HX,Y,Z are the terms of the Hamiltonian that contain only X, Y, or Z opera-
tions. To account for noise, we randomly apply one of the Pauli operators on all
qubits after the first unitary U(HZ) and the third unitary U(HY) in each Trotter
step with probability perr. The random application of Pauli operators implements
single-qubit depolarizing noise channel, see Sec. 3.4.3. In our simulation, we im-
plemented a short step length ∆τ = 0.06, which corresponds to an almost contin-
uous time evolution. Such an implementation can be realized in analog quantum
simulators, e.g., in Rydberg atom experiments [8]. The shallow circuit depth is im-
portant for a successful experiment in the current digital quantum computers, e.g.,
based on superconducting qubits [19]. Thus, one has to increase ∆τ to reduce the
number of gates. After the noisy Trotter evolution, the bath qubits are projectively
measured and reset to the initial fully-polarized state. After the measurement,
the system is disentangled from the bath and is in a pure state. As we see later,
the measurement results can be used to enhance the performance of the protocol
further, but monitoring the bath is not necessary for the success of the cooling.

5.2.2 Single run

We first investigate a self-thermalizing Hamiltonian, i.e., with a finite longitudinal
field. In Fig. 5.4, we plot the difference between the system energy and the ground
state energy E − E0 of a single trajectory for Nc = 100 cooling cycles, where the
expectation value of system energy is always calculated after the bath is measured.
In the upper panel, we show the ground state fidelity, which is the overlap of the
ground-state wave function with the system wave function after measuring the
bath. We also indicate with a grey vertical line whenever the bath measurement
reveals that at least one bath spin has flipped. The calculation included a total of
16 qubits (Nb = Ns = 8). The figure caption states all other parameters. Without
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FIGURE 5.4: Single run of the protocol for the non-integrable case (J = 1, hx = 1, hz = 0.2,
Ns = 8, Nτ = 101, T = 6, Bi = 5, B f = 0.7, g0 = 0.5). The system’s ground state fidelity
and energy are calculated at the end of each cycle. (a) No external noise is applied, i.e.,
only adiabatic and Trotter errors occur. (b) 2 · 10−2 errors per sweep and spin is applied.
The top panels show the system ground state fidelity, |⟨ψ(tn)|GS⟩|2, where tn denotes the
end of the nth cycle (blue). Vertical grey lines indicate when a flipped spin is observed
in the bath at the end of a cycle. The bottom panels show the difference between the
expectation value of the system’s energy at the end of each cycle and its ground state
energy, ⟨ψ(tn)|Hs|ψ(tn)⟩ − E0, (red). The dashed grey line indicates the energy gap of the
system, E1 − E0. At the noise level used in panel (b), the average system energy remains

below the gap.
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noise, the system energy drops below the first excited energy level, indicated as
the grey dashed line, after 3-4 protocol cycles, Fig. 5.4a. It takes longer for the
system to approach the ground-state wave function. After around 20 cycles, the
ground state fidelity reaches approximately one.

Occasionally, the energy abruptly increases again due to a combination of Trot-
ter and adiabatic errors. Whether the error leads to a jump in energy also depends
on the measurement, which is intrinsically random. However, these errors can
be monitored through the bath since a spin flip occurs coincidentally in the bath.
Thus, a (post-) selection regarding the measurement outcome can lead to an en-
hanced fidelity or serve as an effective thermometer. It is enough to use the mea-
surement outcome as a signal to stop the protocol. Instead of running into the
post-selection problem of selecting a specific series of measurement results, here it
is a question of the right timing.

In the ideal setup without errors, the system stays in the ground state during
a perfectly adiabatic process once it has reached it. There is no excess energy that
the bath can absorb. Therefore, no bath spin flips either. Thus, a series of mea-
surements where the bath has not flipped strongly indicates that the system has
reached the ground state. Even with noise, the system reaches a low energy steady
state, and the measurement information helps to gain a better performance.

In Fig. 5.4b, we show that the protocol is resilient to noise. We apply depolariz-
ing noise with a probability of perr = 10−4, which amounts to an average number
ηe = 2 · 10−2 of errors per sweep per spin. Of course, the external noise is reflected
in the more significant number of jumps in energy and fidelity. But the cooling
protocol can still correct the errors such that the average number of excitations
stays below 1. Averaging over many noise realization leads to low-energy steady
state, see below.

5.2.3 Topological and trivial excitations

Finally, we compare the efficiency of the protocol for a system with trivial and
topological excitations in the presence of noise. We show the steady-state energy
density e = (E − E0)/E0 averaged over Ninit = 1000 trajectories for the ferro-
(red squares) and paramagnetic phase (blue circles) and different error rates in
Fig. 5.5. The parameters are chosen at the dual points of the transverse field Ising
model (with hz = 0) such that the excitation spectra look identical. The system
in the paramagnetic phase is easier to cool as excitations can be removed by local
operations. In contrast, it is more difficult to annihilate topological (non-local)
excitations in the ferromagnetic phase.
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FIGURE 5.5: Energy density (E − E0)/E0 as a function of the average number of error
ηe: (a) The ferromagnetic case (J = 1, hx = 0.5, hz = 0) is shown in red squares, the
paramagnetic case (J = 0.5, hx = 1, hz = 0) in blue dots. Within the grey shaded area
below the line at the single excitation gap ∆ = (E1 − E2)/E1, the system hosts less than
one excitation on average. (b) For small noise levels, post-selection (empty red squares
FM, empty blue circles PM) decreases the energy density, thus, enhancing the outcome of
the protocol. However, for large error rates, the post-selection criterion cannot identify a
successful end within the 100 cycles. The straight lines are fitted with ax + b (FM) and
c
√

x + d (PM). Fit parameters: a = 1.4 ± 0.03, b = 0.026 ± 0.002, c = 1.1 ± 0.03, d =
−0.031± 0.006.
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The eight qubit system hosts less than one excitation for noise levels below 0.02
and 0.05 for the ferro- and paramagnetic cases, respectively, indicated by the grey
shaded area in the zoom-in of Fig. 5.5b. The energy density e increases linearly
with the number of errors in that regime. However, due to adiabatic and Trotter
errors, as seen for the single trajectory, the energy density remains finite even if
the error rate goes to zero. The efficiency of the protocol can be increased by about
20%-50% (empty symbols) if the protocol is stopped at the "right" time: The proto-
col is executed for 20 cycles and then stopped once the bath was measured in the
fully-polarized state for 5 consecutive cycles. This stopping criterion is based on
the observation that for an ideal simulation the bath qubits will not change once
the system reached the ground state. However, if the noise rate is too high (an
average number of error above 0.03), the stopping criterion is not fulfilled in every
of the 1000 trajectories during the 100 cycles. For consistency, we only plot the
average of 1000 post-selected trajectories.

The numerical analysis is limited in system size, but the qualitative difference
of the protocol performance due to the nature of excitations can also be revealed
by a rate equation of excitation density n = Nex/V (the ratio of the number of
excitations Nex and the system’s volume V),

∂tn = Γnoise − γcnM. (5.19)

Excitations are created with an error rate Γnoise and annihilated with a cooling rate
γc in a process that depends on the nature of the excitations. Some types of local
excitation (M = 1) can be removed individually, but M > 1 requires the simul-
taneous removal of M adjacent excitations. The removal of pairs or higher-order
clusters is necessary for topological excitations. However, M > 1 is also possi-
ble for topologically-trivial excitations. For example, electron-hole excitations of a
semi-conductor can only be removed in pairs, i.e., in an M = 2 process, whereas
bound excitons are easily removed, M = 1.

In the steady state ∂tn = 0, the excitation density amounts to

n = (Γnoise/γc)
1/M . (5.20)

The steady state reflects what we have guessed and seen in the numerics: Non-
local excitations are more challenging to remove. Therefore, the cooling protocol
is most powerful for M = 1, i.e., if excitations can be annihilated individually, like
in the paramagnetic phase. On the other hand, in the ferromagnetic case, only
domain wall pairs in close distance can be removed, thus M = 2.
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While Eq. (5.19) models the thermodynamic limit, we can adapt it for a finite-
size system. For small noise levels Γnoise → 0, the number of excitation is very low,
such that the probability of finding two or more excitations at the same position
scales inversely with the volume V of the system, p ∼ 1/VM−1. Thus, for n ≲

M/V, we can replace nM in Eq. (5.19) by n/VM−1 and we obtain the steady-state
excitation density

n ∼ Γnoise

γc
VM−1. (5.21)

The relation of Eq. (5.21) is also reflected in the numerical calculation shown in
Fig. 5.5b, where the energy density scales approximately linearly with the error
rate (paramagnetic phase) and as the square root of the error rate (ferromagnetic
phase), respectively, for small noise rates. This is because, in a gapped system,
the energy density can be heuristically estimated as excitation density. The two
approaches yield the same qualitative result. Furthermore, we checked that the
energy density is system size independent for the paramagnetic phase (M = 1),
see Fig. 5.6. In contrast, the energy density of the ferromagnetic phase increases
linearly with the system size, as expected for a M = 2 annihilation process.

5.2.4 Trapping of excitations

Topological excitations are notoriously difficult to cool, as shown in the last sec-
tion. Even though it might not be possible to erase all topological excitations, we
can at least attenuate the problem by localizing them in space. Unlocalized "free"
excitations are highly mobile. These high-energetic excitations can be localized by
trapping them at a specific site in lower-energy state. While the number of exci-
tations does not change, we can remove the energy difference between the mobile
and the trapped excitations by the cooling protocol. In the Ising model, the ferro-
magnetic phase hosts domain walls that can be trapped by lowering the exchange
interaction Jtrap < J at a specific bond. It is energetically favorable for the do-
main wall to be at the trapping bond. We analyze the expectation value ⟨sz

i sz
i+1⟩

to see the effect of this trap in Fig. 5.7, where ⟨sz
i sz

i+1⟩ is plotted as a function of
the bond index and time in terms of protocol cycles. Here, we use open boundary
conditions. A smooth profile with ⟨sz

i sz
i+1⟩ being approximately 1 or −1 indicates

ferromagnetic order as observed for the noise-less steady state in Fig. 5.7a. In the
presence of noise, the expectation value ⟨sz

i sz
i+1⟩ is decreased, indicating that do-

main walls are delocalized and move freely, see Fig. 5.7b. An abrupt change in the
correlation function reflects a bond that binds a domain wall. As demonstrated in
Fig. 5.7c and d, the trap localizes the domain wall.
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FIGURE 5.6: Energy density (E− E0)/E0 as a function system size for (a) the paramagnetic
case and (b) the ferromagnetic case and for an average number of errors ηe = 0, 2 · 10−3,
10−2 and 2 · 10−2 per sweep and spin (light to dark). The average energy below the gap
of the system is marked by the grey-shaded area. In the paramagnetic phase, the energy
density is system-size independent, growing only with ηe, whereas the energy density
increases approximately linearly with system size in the ferromagnetic case. The growth
of the energy density as a function of system size is higher with increasing ηe. Both the
system size and error rate dependence reflect the rate equation model, Eqs. (5.19) and

(5.21). Parameters are the same as in Fig. 5.5.

5.2.5 Can we efficiently prepare a topological ground state?

While we argue that our protocol works in the thermodynamic limit and has great
advantages over the adiabatic state preparation technique, the question arises whether
we can efficiently prepare ground states with topological order. Using adiabatic
state preparation it is not possible to prepare a topologically ordered state from a
product state, see Sec. 2.3.2. Similarly, topologically ordered states cannot be pre-
pared by a finite depth unitary due to their long-range entanglement, see Sec. 2.3.4.

So far, we have discussed that the topological excitations are more difficult to
annihilate but a low-energy steady state is reached in the presence of topological
excitations. Despite the measurements as non-unitary elements, the cooling pro-
tocol, of course, does not outperform the Lieb-Robinson bound.

(Abelian) topological excitations can only be efficiently removed if further in-
formation on the excitations, e.g., the type and location is inferred by measure-
ments. For example, we can use the trapping technique to localize the excitations
and verify the location by measurements. Then, a similar feed-forward technique,
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for the ferromagnetic case (J = 1, hx = 0.5,

hz = 0) with open boundary conditions with no noise (left) and an average number of
errors of ηe = 2 · 10−2 per sweep and spin (right). There is no trap for data in panels (a)
and (b). For panels (c) and (d), the trap is implemented by a lower J coupling Jtrap = 0.33J
between the 4th and 5th spin. Parameters: Ns = 8, Nτ = 101, Nc = 100, Ninit = 1000,

T = 6, Bi = 5, B f = 0.7, g0 = 0.5.

as discussed in Sec. 2.3.4, can be used to reach the ground state. In the ferromag-
netic phase of the Ising model, one can use an sx-string operator to annihilate the
domain walls. While the ferromagnetic ground state of the Ising model does not
exhibit long-range entanglement, the approach can be generalized to models with
a topologically ordered ground state.

5.2.6 Steady-state energy distribution

The population of energy levels for the system’s steady state shows striking fea-
tures. In Fig. 5.8, we plot the occupation |⟨ψn|ψout⟩|2 of each energy level En, where
|ψout⟩ is the steady-state and n labels the energy level of the system Hamiltonian.
Here, we again use periodic boundary conditions. The steady state of the system
is a non-equilibrium state because the system is perturbed by the coupling to the
bath and through the measurement. Still, in the (integrable) paramagnetic case,
the energy population approximately follows a thermal distribution. The occupa-
tion decreases exponentially in energy. In contrast, the distribution is separated in
different domain wall sectors for the ferromagnet, indicated by jumps in the dis-
tribution. For each sector with 0, 2, and 4 domain walls, the system equilibrates
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non-integrable (J = 1, hx = 1, hz = 0.2) and (c) the ferromagnetic case (J = 1, hx = 0.5,

hz = 0). Parameters: Ns = 8, Nτ = 101, Ninit = 1000, T = 6, Bi = 5, B f = 0.7, g0 = 0.5.

separately, highlighting the fact that domain walls are more difficult to remove.

5.3 Conclusion

We have proposed a simple, scalable cooling algorithm that prepares a low-energy
state of an arbitrary gapped Hamiltonian on a programmable quantum comput-
ing platform. The steady state of the protocol approaches the ground state under
the condition that adiabatic and Trotter errors are well controlled, and external
noise is only weak. The protocol includes unitary time evolution and measure-
ments. The non-unitary part in the form of the measurement and reset of the bath
is essential to extract the entropy and effectively cool the system. While a reset
alone is sufficient for the successful execution of the protocol, the measurement
adds a complementary benefit. The information from the measurement can be
used to make predictions about the system itself without a collapse of the system
wave function. A continuous reduction of bath spin flips signals that the protocol
is effective. Conditioning the end of the protocol on the measurement outcomes
improves the fidelity of the resulting wave function.

The protocol works best if local operations can remove the excitation. To an-
nihilate topological excitations, it is necessary to bring one or more excitations
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together at the same position. Therefore, the efficiency of the protocol scales non-
linearly with the noise level compared to linearly for local excitations. The "coola-
bility" measure could detect topological phases in "quantum numerical" experi-
ments on a quantum computer, which is usually challenging.

The protocol is quite noise resilient because of its cyclic property. Thus, imple-
menting noisy quantum computers with a small number of qubits provides a great
testing environment. Indeed, an execution of the cooling protocol on a five qubit
system of the IBM cloud by Imane El Achchi already shows a cooling effect [P171].
Further quantum optimal control methods could provide a platform-tailored op-
timization concerning noise and speed while preserving a certain generality. With
larger quantum computing capabilities, the protocol can explore unknown ground
states and excitations of complex quantum many-body Hamiltonians in the future.

The protocol potentially provides several additional applications which may
be explored in future works. For example, states at a finite target energy Et could
be prepared by alternately sweeping the magnetic field down and up to cool and
heat the system to the energy Et. Quantum many-body scar states have been pro-
posed for quantum-enhanced metrological phase estimation. The scar states pro-
vide large multipartite entanglement that is long-lived. However, since the states
have finite energy, an efficient state preparation protocol is needed and could be
provided by heating and cooling the system. Furthermore, we discussed in the
previous chapter that Floquet phases are prone to heat up to infinite temperatures
in the presence of interactions. A potential generalization of the cooling protocol
could counteract these heating effects and create more long-lived Floquet states.
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Chapter 6

Programmable Adiabatic
Demagnetization Implemented on
Real Quantum Hardware

Recent advances in quantum computing provide a vast playground for the appli-
cation of quantum algorithms on noisy intermediate-scale quantum devices. Plat-
forms that are open to the public, like the IBM quantum cloud, make it possible
to test quantum algorithms on real devices without ever entering an experimental
lab. Here, we take this opportunity as theorists to gain experimental insights into
the performance of the low-energy state preparation protocol of Chap. 5.

Inspired by adiabatic demagnetization, this protocol simulates the time evolu-
tion of a system coupled to a low-entropy bath, see Fig. 5.1 and 6.1. The bath qubits
are subject to a simulated Zeeman field that is slowly decreased. Energy and en-
tropy are transferred from the system to the bath during the sweep. In the end,
the system and the bath are decoupled, the bath is measured and reset to its initial
low-entropy state. The measurement and reset extract the energy and entropy and
allow for a repetition of the protocol cycle.

Based on the numerical simulation, the cooling protocol shows noise resilience
up to a threshold due to its cyclic property. Thus, we expect to observe a cooling
effect in experiments on current noisy devices. However, the slow sweep of the
parameters and the very small discretization of the time evolution in the previous
study are more suited to an analog quantum simulator.

In this Chapter, we outline a strategy to implement the cooling protocol of
Chap. 5 on a gate-based noisy quantum computer. The noise strongly limits the
gate depth and requires further optimization of the protocol. Therefore, we trans-
fer the slow sweep of the protocol parameters into a shallow quantum circuit. Fur-
thermore, the simulated Zeeman field and the coupling strength between system
and bath need to be optimized. For the available small system size, unsophisti-
cated optimization is sufficient to experimentally observe a cooling effect. For the



94
Chapter 6. Programmable Adiabatic Demagnetization Implemented on Real

Quantum Hardware

cycle cycle cycle

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

|q1⟩

U U U
|q2⟩=|0⟩ |0⟩ |0⟩

|q3⟩

|q4⟩=|0⟩ |0⟩ |0⟩

1

FIGURE 6.1: Schematic of the circuit implementation: The system is represented by the
odd qubits |qodd⟩ and the bath by the even qubits, respectively. The bath qubits are
initialized in the groundstate |qeven⟩ = |0⟩. The time-evolution of the protocol cycle
U = ∏n Un is simulated by a Suzuki-Trotter decomposition for the gate representation
of Un see Fig. 6.2. After each cycle, the bath qubits are measured and reset to the |0⟩ state.
At the end of the protocol, all qubits are measured. This figure has been created with the

help of Imane El Achchi.

future, we suggest to use quantum optimal control methods that do not limit the
flexibility of the protocol to specific Hamiltonians.

This chapter is based on unpublished work in collaboration with Imane El
Achchi, Mark Rudner, Erez Berg and Achim Rosch [P171]. As part of her Mas-
ter’s thesis, Imane El Achchi implemented the cooling protocol in qiskit [172] and
obtained the results under my co-supervision.

6.1 Gate-based implementation

The cooling protocol consists of two parts – unitary time evolution U and mea-
surements. U = e−iHtott simulates the system and the bath together, while only
bath qubits are measured, see Fig. 6.1. The bath qubits (even qubit number in our
notation) are initialized in the |0⟩ state of the computational basis. Under the time
evolution U, the system and bath become entangled and energy and entropy is
absorbed by the bath qubits. To repeat the cycle again, the bath qubits are mea-
sured and reset |qeven⟩ = |0⟩. In the end, all qubits are measured to calculate the
expectation values of system observables. We apply the cooling protocol to the
one dimensional quantum Ising model with a transverse field hx, a longitudinal
field hz and the exchange interaction J. The total Hamiltonian yields

H(tn) = −J ∑
i=odd

sz
i sz

i+2 − hx ∑
i=odd

sx
i − hz ∑

i=odd
sz

i − B(tn) ∑
i=even

sz
i + g ∑

i
sy

i sy
i+1,

(6.1)
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FIGURE 6.2: The full unitary evolution before the measurement is described by U =

∏n Un. Each unitary Un of Eq. (6.2) consists of four layers, here, drawn for four qubits.
The ZZ-rotation gate acts only on the two system qubits and simulates the spin exchange
interaction. The Z-rotation gates, simulating magnetic fields, act on all qubits. While all
other parameters are kept constant, the simulated Zeeman field acting on the bath qubits
is decreased in discrete steps. The transverse field amounts to X-rotation gates acting on
the system qubits. The YY-rotation gates entangle each system qubit with one bath qubit.

This figure has been created with the help of Imane El Achchi.

where the system qubits are labels by i = odd and bath qubits by i = even. We
consider only discrete values of magnetic field B(tn) acting on the bath qubits. In
contrast to Chap. 5, we keep the coupling g between the system and the bath con-
stant due to the small number of Trotter steps. Note that next-nearest-neighbour
coupling is usually avoided because it introduces further qubit switching gate op-
erations. Here, we assume that the geometry allows for a nearest-neighbour inter-
action implementation and the next-nearest neighbour interaction is just an arte-
fact of our notation. To minimize the gate depth, we implement the time-evolution
U = ∏n U using a Suzuki-Trotter decomposition up to the first order

Un = e−i∆τHZZ(tn)e−i∆τHZ(tn)e−i∆τHX(tn)e−i∆τHYY(tn), (6.2)

where Hα(β) corresponds to the term in the Hamiltonian of Eq. (6.1) with Pauli
matrices sα (and sβ). Each exponential corresponds to a rotation gate as sketched
in Fig. 6.2. The circuit for each Un consists, in principle, of five layers. The first
unitary of Eq. (6.2) needs to be split in two parts because only a single operation
on each qubit is allowed at once. The circuit is repeated for Nt Trotter steps until
the measurement of the bath qubits.
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FIGURE 6.3: The experiments are performed on the ibm-oslo chip with the depicted qubit
connectivity [173]. We use qubits 0, 1, 3, and 5, where qubits 0 and 5 simulate the bath and

1 and 3 the system, respectively.

6.2 Simulation on the IBM quantum chip

To apply the circuit on a quantum device, it has to be translated into the native gate
set. The Qiskit software package offers an automatic compilation process [172].
For the IBM chips, the native gates are the controlled-x (CX or CNOT) gate, the
identity gate (ID), the single-qubit z-rotation gate (RZ = exp(−iθZ/2)), and the
square-root NOT gate (SX =

√
X) and phase gate (S = RZ(π/2)). The CNOT gate

is the only two-qubit gate. Two qubit operations of Eq. (6.2) consist of two CNOT
operations. The CNOT-gates are particularly error prone with errors of the order
of 10−2. While we have performed a more detailed error analysis [P171], a simple
calculation shows that only very few Trotter steps are possible. Each Trotter step,
Eq. (6.2) and Fig. 6.2, consists of two layers of two-qubit operations, thus, a total
of four CNOT-layers. Therefore, already three Trotter steps amount to an error of
the order of 10−1.

Three Trotter steps is much less than one hundred steps in our previous nu-
merical simulations. We use Qiskit’s noise model to approximate the noise in the
real IBM device as a composition of depolarizing, thermal relaxation and readout
errors which are based on device parameters obtained through calibration [172].
Using this noise simulator, we find well performing values Bn for the simulated
Zeeman field and n = 1− 3. The protocol performs best when the resonance con-
dition is met, as expected from the analytical calculation, see Sec. 5.1.2 of the pre-
vious chapter. Therefore, we choose the three values around the resonance point
2B = ∆, where ∆ is the energy gap of the system.

We test the protocol on the ibm-oslo chip using only four qubits, see Fig. 6.3.
For larger devices with more complicated geometries, the protocol has to be adapted.
Our results show a cooling effect, even in this noisy environment. The expectation
value of the energy drops below the first excited state already after the first cycle.
The mid-circuit measurements of the bath qubits also follows this behaviour.
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FIGURE 6.4: (a) After the first cycle, the expectation value of the system’s energy has
dropped below the first excited state (solid black line), and a steady state is reached. The
numerical and experimental data has been obtained by Imane El Achchi using qiskit [172].
The experiments were performed on four qubits of the ibm-oslo chip on October 29th, 2022
(7:51 pm) with a median CNOT error of 7.62 · 10−3 and a readout error of 2.29 · 10−2. The
expectation value of the energy is obtained by separate measurements in the x- and z-basis,
each with 3000 shots. Parameters: g = 0.5, J = 0.3, hx = 0.2, hz = 1, ∆t = 0.1, Nt = 3
Trotter steps in each cycle with B1 = 1.5, B2 = 1.25 and B3 = 1.0. (b) The probability
of finding the bath qubits in the |00⟩ state by the mid-circuit measurements approaches a
steady state. Here, the mid-circuit measurement results from the run with Nc = 9 cycles

are displayed.

This result encourages adapting the implementation to bigger systems and
more complex Hamiltonians. We expect that more sophisticated quantum opti-
mal control methods [174, 175] are needed to maximise the cooling effect. Fur-
thermore, error-mitigation techniques could improve the results [176]. In the next
section, we expand on how one can use quantum optimal control to enhance the
protocol while keeping its flexible and general usage.

6.3 Quantum optimal control

Quantum optimal control offers a powerful toolkit to steer a dynamical (open) sys-
tem from an initial state to the desired target state [174, 177]. Controlled steering
means that the desired accuracy can be achieved while optimal refers to the least
effort and resources. Since current quantum simulators are well characterized but
lack the accuracy due to noise, the operation of these devices is well suited for
quantum optimal control [174]. Quantum optimal control methods have been ap-
plied, e.g., to quantum state preparation [175, 178–180] and qubit reset [181]. In
a different setup of algorithmic cooling context, optimal control theory has been
exploited to cool molecular vibrations [182].
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In this section, we want to address the optimization of our cooling protocol
from three perspectives. Inspired by the measurement induced quantum steering
[183, 184], we discuss the approach of finding the dark state in the context of an
open quantum system. Then, we outline how the protocol can be optimized by
quantum optimal control methods by treating the Hamiltonian as a "black box".
With few assumptions on the Hamiltonian we can keep the flexibility of the pro-
tocol.

Using the language of quantum channels, see Sec. 3.4, we can describe the evo-
lution of the system for one protocol cycle as

E(ρ) = Emr

(
UρU†

)
, (6.3)

where the quantum channel Emr describes the measurement and reset of the bath
qubits (see Eq. (3.55)) and U the unitary time evolution. This description has the
advantage that once the quantum channel for a single cycle is known, the full
evolution just reads

Etot = ENc , (6.4)

where the single channel is applied Nc times. One can interpret this as a Floquet
problem, not only in the unitary time-evolution due to the discrete gates, but also
in terms of the Lindbladian. Then, the goal of this analysis is to find a dark state
of the evoultion such that

ENc(ρD) = E(ρD) = ρD. (6.5)

Thus, the system should evolve to state ρD which cannot be escaped once it is
reached. For our purposes, ρD should describe the ground state or low-energy
sector of the Hilbert space. In the end, the channel E has to be optimized such that
the dark state is reached for small repetitions Nc.

Of course, not only the number of cycles, but even more importantly, the cycle
itself can be optimized. Using different opimization methods, we can either opti-
mize the combination of quantum gates or more drastically design the pulses ap-
plied on the qubits. The gate optimization could be implemented using a gradient-
free method, while Krotov’s method could tackle the optimization of the pulses it-
self [185]. Since we know that the protocol works in the adiabatic limit, we expect
that the such an optimization protocol is able to find at least one solution, namely
the adiabatic limit. Furthermore, given a desired accuracy, the shorter duration
of the protocol would be of crucial benefit for the applications on noisy quantum
platforms.
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Now, optimizing the cooling protocol on a specific Hamiltonian would destroy
the main advantage, namely, that it works for arbitrary gapped Hamiltonians. In-
stead, we can treat the Hamiltonian as a black box. For example, we can allow for
random parameters J and hx in the case of the transverse field Ising model

H(Ji, hx
i ) = −∑ Jisz

i sz
i+1 −∑

i
hx

i sx
i , (6.6)

where Ji and hx
i have been further generalized and made site dependent. Then,

the cooling protocol can be optimized for a sufficient large number of realization
of Eq. (6.6) with random parameters. This optimization procedure aims to produce
a cooling protocol that works for all realization of the Hamiltonian, Eq. (6.6). We
expect that this procedure can also be generalized to other Hamiltonians.

6.4 Conclusion

We successfully implemented the cooling protocol on the ibm-oslo quantum chip.
The implementation is limited by the small number of qubits and Trotter steps,
but we observe a cooling effect. We believe that the protocol will have an impact
in the preparation of more complex states and bigger system sizes in the future.
More work has to be done though to optimize for different chip geometries and
for better accuracy. Quantum optimal control can provide a key tuning knob for
a faster execution of the protocol. Using quantum optimal control in a general
setup, the flexibility of the protocol can be preserved and the performance on noisy
quantum devices can be increased.
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Conclusion and Outlook

In this thesis, we have explored the fascinating effects of non-equilibrium dynam-
ics on novel qubits and quantum computing. Such effects are unavoidable, given
the inherent open nature of operating a quantum computer, with, for example,
noise and measurements playing a key role. On the other hand, this connection
can be actively leveraged to explore new non-equilibrium phenomena and phases.

In Chap. 4, we investigated the building block of a quantum computer, a qubit,
and showed how a Floquet drive can boost its capabilities. Due to the time-
dependent drive, energy is not conserved anymore. Remarkably, the discrete time-
translational symmetry brings Floquet systems as close to an equilibrium phase
structure as possible, despite the system being highly out of equilibrium. As a
result, states showing exciting new topological features can be long-lived.

More concretely, we investigated Majorana box qubits, which have been intro-
duced as a promising building block of future topological quantum computers.
We have demonstrated that one could triple the number of logical qubits using
an oscillating gate voltage. However, a standard adiabatic state preparation leads
to a highly unstable state. We showed that this instability is, in fact, a generic
and fundamental problem of topological Floquet states in superconductors. We
demonstrated how alternative preparation protocols can avoid this instability cre-
ating long-lived Floquet qubits in an interacting system.

Turning away from hardware design, in Chap. 5, we shifted the focus to one
of the most promising applications of quantum computers. The simulation of
quantum many-body systems requires precise state preparation techniques and
the possibility to accurately time-evolve the system. However, precise quantum
state preparation is extremely challenging, particularly on current noisy quantum
hardware. This challenge is a major issue as ground state preparation is crucial
for any near-term practical applications in the areas of quantum chemistry and
materials science.

As a potential solution, we investigated how low-energy states of arbitrary
gapped Hamiltonians can be prepared by a programmable cooling protocol on
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a quantum computer [P168]. The protocol is inspired by the adiabatic demag-
netization technique, used to cool solid-state systems to extremely low tempera-
tures. Unitary time evolution is combined with measurement and reset of the bath
qubits. Key advantages of our protocol are that the performance is independent of
the system’s initial state and any knowledge about the target state. Furthermore,
the engineered dissipation and cyclicity of the protocol make it more noise resilient
as errors can be partially self-corrected, identifying it as a promising application
for current quantum computers.

Early signs of the protocol’s robustness against noise have already been demon-
strated on current quantum hardware, as outlined in Chap. 6. To accomplish this,
we translated the cooling protocol to a gate-based approach with as few gates as
possible, to further reduce the effects of noise. Under my co-supervision, a Mas-
ter’s student implemented the gate-based protocol using Qiskit and performed
experiments on the IBM quantum cloud. On the available small system size, we
indeed observed a cooling effect. In the future, quantum optimal control and error
mitigation techniques are needed to fully exploit the coolability.

Looking ahead, it’s natural to think of a generalization of the cooling protocol
that combines state preparation and Floquet dynamics. Driven systems generi-
cally heat up to infinite temperatures in the presence of interactions [186]. Heating
is usually unavoidable in experiments since mechanisms like many-body local-
ization and prethermalization are often unavailable or insufficient on the relevant
time scales. As our cooling protocol prepares low-energy equilibrium states inde-
pendently of the initial state and the nature of the target state, it can potentially be
generalized to Floquet systems. For example, one could design a protocol to coun-
teract the heating effects of driven interacting systems by exploiting the inherent
tolerance of cooling protocols against noise and, thus, enhancing the lifetime of
Floquet phases on near-term quantum computers.

Another application for the cooling protocol is the design of an efficient quan-
tum algorithm for Gibbs sampling. Gibbs sampling is a method to calculate ther-
modynamic quantities by drawing states from a thermal distribution [90, 187].
Due to the memory overhead, near-term devices struggle with most Gibbs sam-
pling methods. Interestingly, the low-energy states of our cooling protocol fol-
low approximately a thermal distribution. Therefore, one could utilize the idea
of programmable cooling to prepare thermal states with an effective temperature.
By performing a measurement, states can be randomly drawn from the prepared
thermal distribution and used for determining thermodynamic quantities or other
quantum algorithms like quantum Boltzmann training [188]. It would be excit-
ing to investigate the underlying thermalization process and the efficiency of the
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sampling.
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