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Chapter 1

Introduction

This chapter gives a general introduction to m-conjugated organic dye molecules and
their aggregates, and squaraine molecules in particular. Furthermore, the concept of
main technique used in this thesis is introduced. The chapter closes with a presen-

tation of the scope of this thesis.



Chapter 1. Introduction

1.1 Introduction to Organic Dye Molecules

Organic dye molecules are a crucial material class for organic electronics in today’s
technology [1-3], and have served various purposes for thousands of years and are
deeply ingrained into human history and culture. As their name implies, organic dye
molecules have been widely used to color clothes, food, decorations, and many other
items of cultural and aesthetic importance. Since ancient times, humans have used
plants like woad, saffron, and madder to extract dyes like indigo (blue), a-crocin
(vellow), and alizarin (red), respectively. Some of these dyes needed an enormous
amount of effort to be produced, making them an almost priceless display of wealth
and power. Tyrian purple comes to mind—also known as imperial dye.

Even before the times of human beings, nature had been utilizing dye molecules as
key molecules for both plants and animals. Chlorophyll imparts a green color to
plants, and is at the core of photosysnthesis [4, 5|, while the porphyrin heme, closely
related to chlorophyll, is the central building block for oxygen transportation in our
blood—and gives it its rich red color [6, 7].

At the dawn of modern synthetic chemistry, William Henry Perkin synthesized the
first artificial dye known, mauveine, by accident in 1856 [8]. Since then, the variety
and affordability of dyes grew exponentially to this day.

With the rise of semiconductor electronics and optoelectronics in the last 60 years, the
interest in the (opto-)electronic properties of dye molecules has risen dramatically,
inspired by the work of Heeger, MacDiarmid, and Shirakawa on conductive polymers
[9]. Nowadays, semiconductor electronics are still dominated by inorganic semicon-
ductors like Germanium, Gallium Arsenide, and—most importantly—Silicon. How-
ever, limitations of technologies based on these materials have become evident. The
mechanical rigidness, high energy consumption in production, and discrete band gap
energy of these materials drive the search for alternatives. In this context, organic
dye molecules can shine bright, as they offer intense absorption cross-sections, are
light weight, can be bio-compatible, demonstrate mechanical flexibility and a high
degree of customizability, and are cheap and scalable in production. These properties
are crucial for the active materials in solar cells, photodetectors, and light emitting
devices.

Organic light emitting diodes (OLEDs) are the most successful examples of the or-
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1.1. Introduction to Organic Dye Molecules

ganic electronics family to date, as they have gained an important market share for
mobile and television displays [1-3]. At the same time, major advances have also
been made for organic light harvesting systems, especially organic solar cells (OSCs),
which have overtaken dye-sensitized solar cells in power-conversion efficiency [10-12].
The development of OSCs has progressed significantly over the last 40 years, first
using small molecules [13, 14], and later also polymers [15, 16]. For a long time, the
bulk heterojunction of two organic compounds—one electron acceptor and one elec-
tron donor—has been found to be the most efficient microstructure, as it maximizes
the interface between the two compounds, which is crucial for the charge separation
of strongly bound electron-hole pairs, i.e., excitons [13-16]. As an electron acceptor,
[6,6]-phenyl-Cg-butyric acid methyl ester (PCBM), a derivative of fullerene, was the
go-to choice for organic solar cells [17]. The dominance has been challenged in recent
years, with small-molecule, non-fullerene acceptor based organic solar cells report-
ing high efficiencies up to over 15% developed [18, 19]. For electron donors, many
different polymers and small molecules have been used, but over the last decade,
polymers have outperformed their small molecule counterparts, consistently scoring
record efficiencies [10-12]. However, the latter have recently been able to close the
efficiency gap, with efficiencies of up to over 14% reported [20]. While the efficien-
cies still cannot reach the performance of silicon solar cells [10-12|, they increased
significantly from less than 1% to over 15%. This feasible efficiency combined with
the economical and ecological benefits of organic compounds makes organic solar
cells an immensely popular field in both science and industry. Physicists, chemists,
material scientists, engineers, and biologists alike are tackling the major challenge of
understanding and removing the bottlenecks of these light harvesting devices.

These limitations are manifold, and while some are material-dependent, there are
general problems which come with using organic compounds: inefficient charge sep-
aration of the strongly bound electron-hole pairs, poor transport of charge carriers
to the electrodes, limited absorption wavelength window, low device lifetime, etc.
All traits are extremely sensitive to the morphologies and structures of the active
media used, as well as the interactions between the absorbing media. Depending on
the molecular system, the supramolecular packing arrangement can either be self-
organized, as is the case for the systems discussed in this thesis, or induced by a

template [21]. Resolving the structure-property relationships in organic, often amor-
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Chapter 1. Introduction

phous materials is therefore of enormous importance.

1.2 Ultrafast Processes in Molecular Systems
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Figure 1.1: Selected ultrafast processes happening in molecular systems. The molecule
displayed is 2,4-bis[4-(N,N-dibutylamino)-2,6-dihydroxyphenyl]-squaraine (nBSQ). (a) Ex-
citation of the molecule and generation of a singlet exciton. (b) Intersystem crossing (ISC)
resulting in a triplet exciton. (¢) Charge transfer (CT) to neighboring molecules. (d) Energy
transfer (ET) to neighboring molecules. Note that the energy levels are only for illustration
purposes and do not represent the actual energy levels.

Most of the processes inside organic solar cells mentioned in the last section are based
on electronic molecular proccesses. Many of these processes happen on ultrafast
timescales, which is far beyond the resolution of human senses. To directly monitor
and visualize ultrafast processes like exciton generation, intersystem crossing, and
energy or charge transfer (see Fig. 1.1), which happen on a timescale from 1 fs (1071°
s) to 1 ns (1079 s), optical ultrafast spectroscopy techniques are required. Ultrafast

spectroscopy is a powerful tool employing (at least) two ultrashort laser pulses in a
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1.2. Ultrafast Processes in Molecular Systems

pump-probe scheme.

The first pulse, the so-called pump pulse, is exciting the system, pushing it out of
equilibrium. The second pulse, the probe pulse, probes a desired optical property,
which changes when the system is out of equilibrium. By changing the optical
path length of one of the pulses, the delay between pump and probe pulse can be
controlled, which enables recording of the temporal progression of the system back
to equilibrium, offering a direct measurement of the evolution of lifetimes of the

involved excitations.

1.2.1 Ultrafast Transient Absorption Spectroscopy

LUMO

: : : s
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State HOMO Absorption
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Figure 1.2: Sketch of the working principle of transient absorption spectroscopy for a two-
level system. If photoexcitation of electrons from the HOMO into the LUMO state occurs,
the absorption spectrum will change. Calculating the difference between the steady-state
and excited absorption spectra yields the transient absorption spectrum.

The main experimental technique used in this thesis is ultrafast transient absorption
spectroscopy, a pump-probe spectroscopy technique based on sub-picosecond laser
pulses. The core idea is that an intense monochromatic pump pulse selectively excites
an excitonic species, changing the optical properties related to this exciton. A time-
delayed broadband probe pulse is used to measure the absorption spectrum before
(A(w,t < tg)) and after (A'(w,t > tp)) the pump excitation at tp. As this time
delay can be controlled, we can measure the differential absorption as a function
of time, allowing access to both spectral and temporal resolutions. The differential

absorption can further be corrected for scattering contributions, by subtracting the
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Chapter 1. Introduction

spectra collected without a probe source Ipymp dark and Igq,i, leading to

AA(w,t) = Al(w,t) — A(w) = —logo <Ipump’pmbe — Ipumpdmk) . (1.1)
Iprove — Ldark

From the temporal resolution, we can access information about the evolution of a
given state as well as the interaction between different states. A simple sketch is
shown in Fig. 1.2. In this simple example, the steady-state absorption spectrum is
dominated by a single highest occupied molecular orbital (HOMO) to lowest un-
occupied molecular orbital (LUMO) transition of a molecule. Under steady-state
conditions, all molecules are in their ground state, with the highest energy electron
residing in the HOMO. Using an ultrashort monochromatic pulse, we could excite
some molecules, promoting some of the electrons residing in the HOMO state into the
LUMO state. After the HOMO state is depleted and the LUMO state is populated,
the probability for this transition will be reduced, as there is less HOMO population
to excite—the example system will absorb less. This leads to the negative transient

absorption signal seen in Fig. 1.2.

1.2.2 Common Transient Features

For most systems studied using transient absorption spectroscopy, the transient prop-
erties are governed by many more transitions than a single HOMO-LUMO transition.
Delocalization of excitons in aggregates and crystals, charge transfer and separation,
and energy transfer to other molecules can drastically change the transient response
of the systems at hand. These effects produce a multitude of possible features of dif-
ferent signs and spectral positions, leading to a rich transient absorption spectrum.
Fig. 1.3 summarizes the most important transient features observed for generic cou-

pled molecular systems. They can be categorized into three main categories:

1. Ground state bleach (GSB);
2. Stimulated emission (SE);

3. Photoinduced absorption (PIA).

While many different types of electronic states can contribute to these features, the

physical origin is always the same for each feature. The first and most fundamental
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1.3. Optical Properties of Molecules and their Aggregates

transient feature is the ground state bleach. It occurs because of the depletion of the
ground state of a system after photexcitation, similar to the example given above in
Fig. 1.2. The ground state bleach is observed for all optically bright excited states
connected to the ground state, which makes it a "mirror image" of the steady-state
absorption spectrum of the excited species.

Stimulated emission occurs when the excited, optically bright state relaxes radiatively
due to interaction with the probe pulse. As this interaction creates more photons, the
detector registers a higher intensity for the probe pulse, which gives a signal identical
to a higher transparency, i.e., negative signal in transient spectrum. The transient
absorption spectrum of stimulated emission is similar to the ground state bleach,
but since only emissive states undergo stimulated emission, the stimulated emission
transient spectrum looks like the "mirror image" of the fluorescence spectrum of the
given material.

Photoinduced absorption can be observed for many different states, including e.g.
triplets and charge transfer states, as well as spectral shifts, and can therefore occur in
energy regions deviating from the steady-state absorption/emission footprint of the
sample. This can be either a transition from an excited state to a similar excited state
of higher quantum number (see Fig. 1.3 (4, 6, 8)), or a previously dark transition
from the ground state (3). The latter is sometimes referred to by different names like
"two-exciton absorption" to differentiate it from the former [22, 23|. As the activation
of optical excitations will lead to more absorption, the sign of the transient response
of photoinduced absorption is always positive. If the state involved in PIA is not
directly excited by the pump pulse, it allows probing of the transition rate from the
initially excited state into the PIA state.

1.3 Optical Properties of 7-conjugated Molecules and their
Aggregates

To achieve light-matter coupling in the visible (VIS) or near-infrared (NIR) light
regions, a specific molecule must possess electronic states with suitable energy spac-
ing (around 1.5-3 €V /400-800 nm for visible light). Frequently, this requirement is
not met, because the energy gap between the highest occupied molecular orbital

(HOMO) and the lowest unoccupied molecular orbital (LUMO) is greater, necessi-
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1GSB 5ISC
2SE 6 TPIA
32XA 7CT

4SPIA 8CTPIA

v

Energy

Figure 1.3: Different transient features (a) that can possibly appear in the transient ab-
sorption spectra (b) of aggregated dye molecules upon photoexcitation into the Sy state. 1
denotes the ground state bleach (GSB) of the Sy — SY transition, while 2 corresponds the
stimulated emission (SE) of the SY — Sj transition. Both transitions provide a negative
signal. The singlet band can also induce two-exciton absorption (2XA) of the Sy — ST
transition (3), as well as the photoinduced absorption of the S — S, transition (S PIA,
4). Via intersystem crossing (ISC, 5) or charge transfer (CT, 7), triplet and CT states can
become populated as well, yielding a T3 — T, (T PIA, 6) or CTy — CT,, transition (CT
PIA, 8), respectively.

tating the use of ultraviolet (UV) light for overcoming the gap. To lower the energy
to visible light energies, the electronic states need to exhibit greater delocalization.
For electronic eigenstates to be genuinely delocalized, the electron density should
be evenly distributed throughout the entire bond. This cannot be achieved with
o-like bonds, as the electron density is concentrated around the midpoint between
two atoms, with minimal density elsewhere. Instead, m-like orbitals are required to
evenly distribute the electron density. The concept of m-bond delocalization is shown
for the smallest example system, ethene, in Fig. 1.4.

m-like bonds necessitate p- or higher orbitals to be aligned perpendicular to the
bond direction. In the case of carbon atoms, the most abundant element in organic
dyes, this condition is met when only three or fewer of the four valence electrons
are involved in a planar o-bond. This condition is met in sp?-hybridized orbitals,
as well as the rarely occuring sp!-hybridization. In this thesis, the relevant orbitals
are sp2-hybridized for all discussed dyes. The threefold planar bonds give rise to
the characteristic hexagonal structure found in many organic molecules [24], while
the m-bonds can delocalize the electron wavefunction over several atoms and reduce

the energy gap between the bonding ("#") and antibonding ("#*") orbitals. This
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1.3. Optical Properties of Molecules and their Aggregates

extensive delocalization of m-bond orbitals is referred to as w-conjugation. In an
extreme case, delocalization can extend quasi-infinitely, resulting in the well-known
semimetallic properties of graphene [25].

An important feature of m-conjugation is that the transition between HOMO and

H Ethene A
\C C/E /_> C/H OO

T-bonds Thv & ‘

- —_— . -
H H
e | & 5@* —

Figure 1.4: Sketch of the orbitals in ethene, the smallest 7-bond system. Due to the sp?-
hybridization, the orbitals overlap either parallel or perpendicular to their extent, yielding
m- and o-bonds. The resulting bonding (7) and antibonding (7*) m-orbitals represent the
HOMO and LUMO of the system, and have a significantly lower energy difference, which
allows photoexcitation by visible or even infrared light. Comparing the symmetries of the
HOMO and LUMO shows a remarkable resemblance to the particle-in-a-box eigenstates [24].

Energy

LUMO can strongly couple to incoming light. In the perturbative regime of the elec-
tronic Hamiltonian of a molecule, the response of the electronic states to an emerging
light field is given by

H =u-E(v), (1.2)

where

n=e (‘IILUMO‘ z |\I'HOMO> = e/\I’*LUMO Z Vygomo dT (1.3)

is the transition dipole moment, E(v) is the electric field of the light with a frequency
v, and H' represents the perturbation of the molecule Hamiltonian. Considering
the symmetry and charge distribution of each orbital, the bonding HOMO orbital
in a w-conjugated system typically exhibits even symmetry, while the antibonding
LUMO orbital possesses odd symmetry. The complex product of HOMO and LUMO
wavefunctions is therefore an odd function. As the position operator & is an odd
function as well as, the integral used to calculate p will be an even function, yielding

a non-zero and often high value for the transition dipole moment. Therefore, if the
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Chapter 1. Introduction

incoming electric field has a frequency which satisfies the condition

hv = Aegomo—rumo — Ep = Ex, (1.4)

photons can be absorbed efficiently to elevate the electrons from the HOMO into
the LUMO state. Reversely, photons might also be emitted when an electron relaxes
from the LUMO back to the HOMO state.

At this point it should be noted that the terms "HOMO" and "LUMQO" are not
sufficiently accurate, as they represent states and energies under the consideration
that the HOMO is fully occupied and the LUMO is fully unoccupied. This obviously
does not hold true when an electron occupies the LUMO after photoexcitation, inter-
acting with the hole in the HOMO. This quasiparticle is called an (Frenkel) exciton
and the photon energy has to match its energy (Fx) rather than the HOMO-LUMO
gap. The difference in energy is called the exciton binding energy (Ep). The exci-
ton binding energy is predominantly determined by the Coulomb-attraction of the
electron and the hole, a term which can be hundreds of meV large for small organic
molecules. Note that this bosonic/paulionic quasiparticle contains two half-integer
spin particles and can therefore appear in singlet or triplet configuration. Only the
singlet state is optically accessible, as it has an even symmetry.

Overall, the absorption and emission spectra of m-conjugated molecules are domi-
nated by the contribution of HOMO-LUMO excitons, as long as the molecule is in
an isolated environment like a gas or in (the right) solution.

In many condensed media of organic dye molecules like molecular crystals, aggre-
gates or thin films, the optical properties might differ from the single molecular
response. Energy levels of absorptive states might be shifted, and fluorescence can
be either quenched or enhanced. These deviations arise from different intermolecu-
lar interactions, including Coulombic interactions between the charges and excitons
of adjacent molecules, various forms of energy transfer, and intermolecular charge
transfer. As applications often require a condensed medium, understanding these
interactions between molecules and how they correspond to the optical properties is
of high importance.

Historically, the first and most general theory for systems of coupled molecules, sim-
ply termed exciton theory, was developed by Michael Kasha in the 1960’s [26]. The
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1.3. Optical Properties of Molecules and their Aggregates
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Figure 1.5: Spectral changes to a homodimer according to exciton theory. Two nearby
molecules interact via their transition dipole moments, forcing their excitons to couple with
an interaction energy J. This results in a delocalization of the eigenstates into collective
excitations as superposition of single molecular excitations. Depending on the angle of the
two molecules with respect to each other, the bright delocalized state can either appear
red-shifted (J-dimer) or blue-shifted (H-dimer).

model is based on the Coulombic coupling of optically bright (singlet) exciton states
of neighboring molecules through transition dipole - transition dipole interactions,
which are analogue to electric dipole-dipole interactions. This model was first used
to explain the enhancement of triplet emission (phosphorescence) at the expense of
singlet emission (fluorescence) in a variety of molecular aggregates based on toluene,
triphenylamine and other dyes |26].

Most notably, the Kasha model explained the changes of optical properties of pseu-
doisocyanine dyes upon aggregation, as discovered by Scheibe |27 and Jelly [28]
independently, giving rise to an archetype of aggregation called J-aggregate (some-
times referred to as "Jelly-aggregate" or "Scheibe-aggregate").

These aggregates show a red-shifted (bathochromic), narrow absorption line, as well
as an enhanced narrow emission line only slightly shifted with respect to the ab-
sorption line. They stand in opposition to the second archetype, the hypsochromic
or H-aggregate. These aggregates are generally found to have a blue-shifted, often
broader absorption line compared to the monomer, while the fluorescent emission is
strongly suppressed.

A simple example of how the Kasha exciton model explains these types of aggrega-
tion is shown in Fig. 1.5 for the simplified case of parallel dimers. In this case, the

transition dipole moment coupling energy J can be written as

H1p2 2
= ——(1-3 0 . 1.5
47T€O€7“R:13,2 ( cos™{ 172)) (15)
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Figure 1.6: Spectral footprint of an archetypical J- (red) and H-aggregate (blue) with
respect to a given monomer (black). The J-aggregate induces a strong red-shift, while
the H-aggregate induces a small blue-shift. Furthermore, the peaks of the J-aggregate are
narrowed compared to the monomer, while the H-aggregate shows even wider peaks. Finally,
the fluorescence intensity is enhanced for J-aggregates, but quenched for H-aggregates.

Here, p is the transition dipole moment of each molecule’s exciton, R the distance,
and 0 the angle between the two molecules. €y and €, represent the dielectric constant
and permittivity, respectively. If the monomeric excitons are chosen as a state basis,

the Hamiltonian takes a convenient matrix form

H= [E ‘]] . (1.6)

The collective eigenmodes coming out of this Hamiltonian are the in- (]+)) and
out-of-phase (|—)) superpositions of the monomeric excitons
+) =

(lex) +1le2)); |=) = —= (lex) —le2)), (1.7)

Sl
Sl

with energies

e =e+J e =e—J (1.8)

Only |+) is optically bright, as the contributions from each monomeric exciton cancel
each other for |—). On the other hand, the transition dipole moment of |+) is
enhanced compared to the monomeric excitons. Depending on the angle between

the transition dipole moments, this sign of J is either positive or negative. In case
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1.3. Optical Properties of Molecules and their Aggregates

of a body-to-body alignment (6 > 54.7°), J will be positive, and the optically bright
state will be at higher energies than that of the monomer, while the dark state on the
other hand will be at lower energies. This dimer is called an H-dimer, as the optically
active state is blue-shifted with respect to that of the monomer. If the alignment
resembles a head-to-tail alignment (6 < 54.7°), the sign of J will be negative and
the energy of the optically bright state will be below the monomeric exciton energy.
This dimer is called J-dimer. The physics of this dimer as the smallest form of
molecular aggregates can be extended indefinitely to very large systems. There, the

Hamiltonian reads

H=> eli) (il + > Ji (i) (j| + h.c.). (1.9)
i i#]

Similarities to the tight-binding Hamiltonian generally used in solid-state physics
arise, and in this analogy, an ezciton band of |k)-states forms. If one is to replace the
|+) by |k = 0), the sign of the interaction will dictate if the optically bright |k = 0)
state will be either on the top or the bottom of the exciton band.

Besides the shift of energy described above, the energetic position of the |k = 0) state
has important implications for the emissive properties of the material. Kasha’s rule
states that the internal relaxation towards the bottom of the exciton band outpaces
any other relaxation mechanism. Therefore, in an H-aggregate, where the bright col-
lective exciton sits on the top, excitons will quickly relax into the dark state at the
bottom of the band [29]. This effectively quenches the fluorescence of the system. On
the other hand, the J-aggregate finds its optically bright state already at the bottom
of the band, possessing a significant amount of transition dipole moment. Relaxation
via fluorescent radiation becomes highly efficient—an effect termed superradiance.
Using more sophisticated theories like coherent exciton scattering theory [30], other
characteristics of J- and H-aggregation can be derived based on their energetics,
such as the reduced Stokes shift between absorption and emission as well as the
reduced coupling to vibrations for J-aggregates, while both effects are enhanced for
H-aggregates. A graphical illustration of the spectral responses for both J- and H-
aggregates can be found in Fig. 1.6.

To this day, the Kasha exciton model is still used as a fundamental theory to under-
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stand the optical properties of many molecular aggregates, and J- and H-aggregation
are the standard description of many supramolecular systems [23, 31-34].

However, over time more and more molecules were found to aggregate unconven-
tionally, fitting neither the simple J- nor H-aggregation theme. Higher dimensional
supramolecular structures like herringbone lattices or chiral stacks gave rise to more
complex optical responses, and allowed multiple optically bright states within one
aggregate [34-38]. This is especially evident for disordered and non-crystalline
aggregates, where the structure remains elusive, necessitating a involved reverse-
engineering of the structure-property relationships.

Furthermore, the interaction between nearby dye molecules and their excitons is
often not limited to transition dipole moment interactions. Intermolecular charge
transfer in particular can lead to efficient coupling between neighboring molecules,
while giving rise to a whole new exciton class, the charge transfer (CT) exciton, to
be considered in addition to Frenkel excitons.

Intricate three-dimensional structures and competing interactions make realistic pre-
dictions about the system at hand difficult. However, it can often be described suf-
ficiently by using the exciton theory and a not-too-complicated, lower-dimensional

structure.

1.4 Fundamental Properties of Squaraine Molecules

Squaraine (SQ) molecules are a well-known and versatile class of molecules which
absorb strongly (e ~ 10° 1 mol™! ¢cm™!) in the red to infrared region [39]. To-
gether with their high yield and low ecological impact synthesis, their high degree of
tunability and a general tendency to aggregate, S molecules have been of high in-
terest for a number of applications like dye-sensitized solar cells (efficiency = 4.5%)
[40], organic solar cells (efficiency = 8.3%) [41], two-photon absorbing materials,
field-effect transistors, light-sensing devices, and photodynamic therapy [42-46]. As
the optical transitions of these molecules in their monomeric nature have a sharp
and well-defined spectral footprint, they are ideal candidates for investigating the
structure-property relationships of their molecular aggregates by optical probes.

The common feature of SQ molecules is the central squaric acid group which acts

as an electron acceptor, with a m-conjugated side group on each side acting as elec-
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nBSQ ProSQ C16
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Figure 1.7: Chemical structures of the two squaraine dye molecules investigated in this
thesis: nBSQ (left) and ProSQ-C16 (right). The molecules share the same symmetric chro-
mophore in the center of the molecule and are expected to have identical monomeric prop-
erties. Note that the shown charge and conjugation sites are only one of the two resonant
zwitterionic states. For clarity only the (5, .5)-enantiomer of ProSQ-C16 is shown in this
figure.

tron donors, yielding a m-conjugated donor-acceptor-donor (D-A-D) structure (see
Fig. 1.7). The choice of these donor-groups determines the optical properties of the
SQ molecule, like vibronic coupling strength, exciton energy, two-photon absorption
efficiency or solvatochromism. Usually, various side groups can be attached beyond
the extent of the m-conjugated backbone of a squaraine [47, 48]|. These side groups
do not alter the optical properties of the individual molecule, but strongly influence
how molecules pack in molecular aggregates. The latter is of uttermost importance,
as it allows tuning of the optical and excitonic properties of SQ aggregates without
the need of changing chromophore, which can be highly beneficial for applications.

In this thesis, we will deal with SQ molecules which share the same chromophore
and explore their intriguing optical properties which arise solely from the aggregate
structure. The structure of the two molecules, 2,4-bis[4-(N,N- dibutylamino)-2,6-
dihydroxyphenyl|-squaraine (nBSQ) and 2,4-Bis[4-((S))-(-)-2-(hexadecyloxymethyl)-
pyrrolidone-2,6-dihydroxyphenyl]-squaraine (ProSQ-C16), can be seen in Fig. 1.7.
The SQ chromophore is built from the squaric core as well as one anniline group
on each side, acting as the electron donor. The anniline groups are functionalized
with four hydroxy groups on the four carbon atoms closest to the oxygen sites of the
squaric core. The hydrogen bonds of the hydroxy group with the center oxygen sides
make the molecules backbone rigid and planar and reduces the coupling to vibronic
modes [49]. Due to the symmetric D-A-D layout of this chromophore, the electric
dipole moment cancels out, reducing dipolar coupling to its environment as well as
molecular vibrations, resulting in a relatively low Stokes-shift of about 60 meV (see

Fig. 1.8). The low coupling strength to vibronic states and the environment results
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in a well-defined sharp spectral footprint. This makes this SQ chromophore an ideal
candidate to study the effects of aggregation, such as spectral shifts, broadening, and
even chiral effects.

In general, sophisticated quantum chemical calculations are needed to properly com-

Spectral footprint of monomeric nBSQ

1.0F — Abs. ]
— PL

1.6 1.8 2.0 2.2 24
Energy (eV)

Figure 1.8: Normalized absorbance (black) and photoluminescence (red) spectra of a highly
diluted solution of nBSQ in chloroform. Both spectra are dominated by the 0-0 transition,
showing only limited coupling to vibronic states. The Stokes-shift between absorbance and
photoluminescence peaks is around 60 meV. This relatively small number indicates the low
degree of coupling to the solution environment.

pute the wavefunctions of HOMO and LUMO states, as well as their energy levels
and related transition dipole moments [50]. However, certain semi-empirical models
fitted to experimentally obtained data can yield satisfying results without the need
for costly methods. A particularly successful model is the essential states model, pi-
oneered by Painelli and coworkers [51]. This model has found success especially with
several squaraine molecules and related molecules of similar structure [32, 51-54].

The essential states model makes use of the zwitterionic D-A-D layout of the molecule
and considers diabatic states of the system based on the occupation of charge sites.
Fig. 1.9 shows how the squaraine backbone is simplified to three charge sites, and
the resulting base of states is spanned by the neutral state |N), as well as the two
zwitterionic states |Z1) and |Z2). To reach the zwitterionic state from the neutral

state, an electron transfer from the nitrogen towards the oxygen moieties is needed,
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Figure 1.9: The essential states model for nBSQ and related squaraine molecules in general,
based on Ref. [32]. The central chromophore can be approximated as three charge sites at
the oxygen and nitrogen sites, which can either be occupied (blue represents a hole, red
an electron) or not (grey). From these states, three diabatic states emerge: a neutral state
(IN)), and the two zwitterionic states |Z1) and |Z5). The eigenstates of a squaraine molecule
can be built from those diabatic states, yielding a ground state |g), an optically bright excited
state |e;) and a two-photon absorptive state |es).

parametrized by an intramolecular charge transfer integral —t. As the second em-
pirical parameter, n is introduced as the energy offset of the zwitterionic states with
respect to the neutral state. Based on this basis-set and parameters, the Hamiltonian

reads

H=nY_ |Z){Z| -t (IN)(Z]+hc). (1.10)
i=1,2 i=1,2

Diagonalization of this Hamiltonian results in the three eigenstates of the system,

usually parametrized by a single, third parameter p, which defines the quadrupolar

character of the ground state, and can be calculated from the other two parameters

=1 — n :
pP=3 <1 W) The three eigenstates are

=/1-p|N)+ \[ (121) + | Z2))
le1) = \/g(|Z1> —[Z2)) (1.11)

e2) = VAIN) — /52 (120) +12)
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with energies

Eq = pn—2ty2p(1—p)
E. =17 (1.12)
E., =(1—p)n+2t\/2p(1 — p).

Here, |g) is the ground state, |e;) is the first, optically bright excited state, and |es)
the two-photon active second excited state. For the SQQ chromophore of ProSQ-C16
and nBSQ, the parameters have a value of n = 0.69 eV and ¢ = 1.05 eV [32], resulting
in p = 0.39, which is classified as a chromophore of intermediate quadrupolar moment
[51].

Therefore, the optical and excitonic properties of this chromophore are given by three
states carrying significant electric quadrupolar moment without any electric dipole
moment. Since only the first excited state is optically bright, the system at hand can
be approximated as a two-level system molecule (|g),|e1)), which makes simulating
the optical properties of different aggregate structures using simple models feasible.

These models will be introduced in the second part of the next chapter.

1.5 Scope of the Thesis

Chapter 1 introduces organic dye molecules and principles of transient absorption
spectroscopy, as well as the origin of the optical properties of squaraine molecules,
m-conjugated molecules in general, and molecular aggregates.

Chapter 2 will introduce the experimental and simulation methods used in this the-
sis. For the experimental methods, the physical effects and working principles are
described, as well as schematics of the most important parts in each experimental
setup. The structural models and theory part describes how to parametrize the struc-
ture of an aggregate, its Hamiltonian, and how to calculate various optical spectra
from it.

In chapter 3, we apply these methods to the extraordinary aggregated thin films of
the highly symmetric squaraine molecule nBSQ. The exotic absorption spectrum,
which features panchromaticity, defies standard exciton theory, and was previously

only modelled under the consideration of intermolecular charge transfer in a dimer
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system [32]. We employ ultrafast transient absorption spectroscopy for the first time
to this system and simulate both the steady-state and transient absorption spectra
under the consideration of structural disorder inside the aggregate as opposed to an
ordered, crystalline structure. The exceptional agreement of experiment and the-
ory suggests that structural disorder alone has the power to alternate the absorption
spectra of molecules after aggregation tremendously, and that it can be used to tailor
and optimize the optical properties of molecular aggregates in thin films for optoelec-
tronic applications. This study has been published in the Journal of the American
Chemical Society [23].

Chapter 4 is concerned with the transient footprint of intermolecular charge transfer
states and charge separation in nBS(Q) aggregates adopting the double hump absorp-
tion spectrum. We perform ultrafast transient absorption spectroscopy on both a
pristine nBS(Q thin film and a blend of nBSQ and the electron acceptor PCg; BM
to monitor the charged state dynamics between PCBM and nBSQ. A photoinduced
Stark effect gives rise to a sizable electroabsorption signal in both samples. To the
best of our knowledge, this marks the first time photoinduced electroabsorption is
reported in a single-chromophore system. The electroabsorption signal arises from
both the intermolecular charge transfer inside the nBSQ aggregate, as well as charge
separation at the interface of nBSQ and PCBM. This signal is dominating the tran-
sient response for delay times longer than the Frenkel exciton lifetime (== 200 ps),
showing that intermolecular charge transfer states are essential to understand the op-
tical properties of nBSQ aggregates beyond steady-state absorption. Furthermore,
we could show that the blend film features a fast sub-picosecond charge separation
rate at the interface of the two components, conforming a delocalized-wave function
driven charge separation mechanism [55, 56].

Chapters 5 and 6 are concerned with another squaraine molecule, ProSQ-C16, which
consists of the same chromophore as nBSQ, but is known for its tremendously strong
coupling to circularly polarized light [57] and an equally non-trivial optical response.
Theory predicts several structures to explain the exotic linear and circular dichroic
properties, including different interactions like intermolecular charge transfer or a
multitude of optically active aggregates [33]. We conduct utrafast transient absorp-
tion spectroscopy to reveal the structural nature of both enantiopure, chiral aggre-

gates as well as racemic thin films, which do not show any sign of chirality. Our

27



Chapter 1. Introduction

measurements strongly suggest that a single type of aggregate is responsible for the
multiple absorption peaks present for the enantiopure films, and that intermolecular
charge transfer might be the origin. Analysis of the dynamics further suggests that
the lack of fluorescence from ProSQ-C16 thin films comes from a fast and efficient
decay into an intermediate dark state, possibly due to a conical intersection.

Chapter 6 is a theoretical investigation into the linear optical properties of enan-
tiopure ProSQ-C16 thin films and is showcasing how different structural models can
predict the chiroptical properties depending on the interactions considered. Our
simulations show that the chiroptical properties of ProSQ-C16 thin films can be
qualitatively accounted for by two coexisting large chiral aggregate structures, even
if only Frenkel excitons are considered. In line with previous theoretical assumptions
[33, 58], we could further show that a single large size molecular aggregate can also
describe the optical properties of the thin film, if intermolecular charge transfer is
considered. Our study underlines the importance of lightweight modelling, as large-
scale chiral structures cannot easily be considered using more sophisticated methods

such as the essential states model.
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Chapter 2
Methods

This chapter provides an introduction to the experimental and theoretical meth-
ods used in this thesis. Both steady-state absorption and photoluminescence spec-
troscopy will be introduced along with the experimental realization of ultrafast tran-
sient absorption spectroscopy in the lab. In the end, the theoretical framework used
to simulate the optical properties of various aggregates is discussed, guiding the

reader through the buildup of each model.
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2.1 Experimental Techniques

Optical spectroscopy techniques are essential for characterization of organic dye
molecules in all kinds of media, from gas-phase to condensed matter. In this the-
sis, several fundamental and advanced techniques were conducted. Two of the most
used methods, absorption spectroscopy (commonly referred to as "UV-Vis") and
photoluminescence spectroscopy will be used in this thesis to gain information on

fundamental excitonic and structural properties.

2.1.1 Steady-State Absorption Spectroscopy

Steady-state absorption spectroscopy is one of the most widely used types of opti-
cal spectroscopy and often used as the experiment of choice for sample validation
and characterization. It is possible to connect transmitted light intensities to the

absorptive properties of a sample using the Beer-Lambert law, which reads:
I(w) = Ip(w) - 107€@red = [o(w) - 1074E), (2.1)

Here, Ip(w) and I(w) describe the incoming and transmitted light intensity of a
given frequency w, €(w) is the extinction coefficient, an intrinsic material property, ¢
is the concentration of the sample, and d the optical path through the sample. The

absorbance A can be calculated knowing Iy and I using:

A(w) = logio <I;) . (2.2)

Both observables A(w) and €(w) provide important information about our sample,
mainly the light-matter interaction strength and the number of different optically
active states. The light matter interaction strength of a given material depends on
its (electronic) transitions, each with a given frequency w and oscillator strength f,

which in turn depends on both w and the transition dipole moment wu
Alw) o e(w) o f o pPw. (2.3)
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Therefore, we can access the amplitude of the transition dipole moment of a given
transition by measuring its absorbance.

Unless mentioned otherwise, steady-state absorbance spectra shown in this thesis
originated from a Lambda 1050 absorption spectrometer (PerkinElmer). A descrip-
tion of the key components of the spectrometer and more generally absorption spec-
trometers is given below.

The experimental setup used to measure the absorbance as a spectrum consists of

only a few functional parts:

e A broadband UV /visible (Vis)/near infrared (NIR) light source;
e A dispersive element;

o A detector unit.

As a light source, a tungsten halogen lamp is used, which yields a wider spectrum
than most LEDs and other light sources. As its spectrum is constricted to the NIR
and Vis regions, an additional Deuterium lamp is used to extend the range down to
200 nm.

As a dispersive element, diffraction gratings are chosen. For light sources with ex-
tremely broad spectra, multiple gratings might be used.

The material of choice for visible and low energy UV light detectors is Silicon, ei-
ther in a CCD or CMOS architecture consisting of an array of pixels, on which
different photon wavelengths are mapped using the dispersive element. This allows
wavelength or energy-resolved light intensity detection, from which the absorbance
spectrum can be calculated. To extend the spectral range of the spectrometer to-
wards the NIR region, different detectors based on semiconductors like InGaAs and
PbS can be used complementary to the Silicon detector. Photomultiplyer tubes can

also be used to increase signal-to-noise ratio and extend the UV detection range.

2.1.2 Steady-State Photoluminescence Spectroscopy

Photoluminescence describes the emissive relaxation processes of a material after
photoexcitation. This emission can be categorized into two concepts, namely fluo-

rescence and phosphorescence. Fluorescence usually describes the direct radiative
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Figure 2.1: Absorption (left) and photoluminescence (right) spectroscopy layouts.

recombination of the initially excited singlet state back to the singlet ground state,
S1 LN So. This transition happens immediately after photoexcitation, usually in
the timescale of nanoseconds [1].

For phosphorescence, the system first undergoes intersystem crossing (ISC), convert-
ing the singlet excited state into a triplet excited state. As the relaxation back to
the singlet ground state is spin-forbidden, the radiative relaxation process happens
on much longer time scales, from milliseconds to hours (5] 15¢, T o, So).-

To measure the photoluminescent emission, a setup similar to the absorption spec-
troscopy setup is needed. For excitation, a (tunable) monochromatic light source is
needed, which is typically achieved by using a broadband light source coupled to a
monochromator, which consists of a dispersive medium and a slit, or a laser. The
monochromatic light is then guided to the sample. The outcoming emission is then
collected from an angle other than the reflection angle, as spontaneous emission is
quasi-isotropic. Alternatively, an integration sphere can be used to collect all emit-
ted photons. In any case the photons are guided to a dispersive medium, usually a
diffraction grating, followed by a detection unit, which should have a high degree of
sensitivity to detect even faintly emissive signals.

For the projects discussed in this thesis, photoluminescence spectra were recorded
on a LS-55 fluorescence spectrometer (PerkinElmer), which offers monochromatic
excitation wavelengths between 200 nm and 800 nm. The emission spectrum can be

collected between 400 nm and 900 nm. The spectrometer can host both solid-state
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thin film samples as well as solution samples.

2.1.3 Transient Absorption Spectroscopy

The concept of transient absorption spectroscopy has been addressed in chapter 1. In
the following, we will deal with the realization of transient absorption spectroscopy
in the lab and how the setup used in this thesis is working.

All transient absorption data shown in this thesis were recorded using a customized
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Figure 2.2: Simplified layout of the transient absorption setup used in this work.

transient absorption setup [2]. A functional sketch of the most important components
can be seen in Fig. 2.2. This setup is based on a Yb:KGW regenerative amplifier
laser system (PHAROS, Light Conversion) with an integrated OPA, producing three
pulsed (ca. 160 fs) output beams with wavelengths of 513, 800 and 1445 nm. The
800 nm line is used for generating the pump pulse in our experiments. This can be
achieved by doubling the frequency in a 8-BBO crystal to 400 nm using second har-
monic generation, or by compressing the pulse to ca. 40 fs before feeding it into an
optical parametric amplifier (OPA) (TOPAS, LightConversion). The OPA generates
tunable wavelengths from 470-2000 nm by four-wave mixing of white-light pulses
with the high intensity 800 nm beam. The output from either the OPA or the BBO
is then sent through a chopper wheel and into the spectrometer setup (HARPIA,
LightConversion), together with the 1445 nm line, which will be used to generate
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the probe line. The 400 nm line features an artificially prolonged optical path to
compensate the long optical path of the OPA line.

Inside the HARPIA box, the 1445 nm probe line is sent through an artificially pro-
longed beam path before entering the delay line, which controls the time delay be-
tween pump and probe. The delay line has a maximum optical path of around 60 cm,
which corresponds to a delay of 2000 ps or 2 ns. After passing through the delay line,
the beam is sent into a white light (WL) generating crystal (sapphire). The beam
is focused tightly on the white light generating crystal to allow non-linear optical ef-
fects to happen. In particular, the infrared pulse changes the refractive index of the
crystal, allowing the pulse to interact with itself, leading to self-phase-modulation,
four-wave-mixing and modulational instability, which broadens the spectrum to a
supercontinuum. This supercontinuum spans the most part of the visible and NIR
spectrum, with a maximum intensity around 600 nm (see Fig. 2.3). This white light
probe is directed and focused onto the sample using two parabolic mirrors with a fo-
cus spot, of around 80 pm in diameter. The pump pulse is focused to spatially overlap
with the probe spot, but with a larger diameter to ensure homogeneous excitation
conditions on the probe spot area. The probe beam is then collimated and sent to
the detector, while the pump is dumped into a blocker. The detector unit consists of
a diffraction grating and a CCD detector array, which reads out the data at a rate
of 1 kHz. To correct for scattering contributions from both pump and probe, the

transient data is collected by measuring four intensity spectra.

AA = L= Ipdark (2.4)
Ly — Iy dark

Here, p/u refers to pumped or unpumped intensity spectra, while dark refers to the
spectrum without probe pulse. To further minimize the scattering contributions from
the pump, it can be polarized perpendicular to the probe and filtered out using a
linear polarizer. The reference of pumped and unpumped is obtained by a photodi-
ode.
This setup has multiple advantages. The white light supercontinuum allows a much
more comprehensive understanding of the spectral dynamics than regular two-color
pump-probe spectroscopy can. Because of the high repetition rate of up to 150 kHz,

the signal-to-noise ratio of this setup is extraordinarily high, and measurements can
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Figure 2.3: Exemplary spectrum of the white light (WL) supercontinuum spectrum used
as a probe in ultrafast transient absorption spectroscopy.

be conducted in a rapid manner, allowing measurements of samples which are stable
only on the hour scale with a noise floor of around 0.01 mOD. Moreover, the already
impressive wavelength range covered by white light can be further explored in the
NIR region by another, InGaAs-based detector.

For sample handling, several upgrades have been added to the original design. For
spatial resolution, a motorized x-y-z-stage has been added, which allows for auto-
mated measurements using a python script.

As the intensity of light is excessive in these experiments, many molecules in solution
will suffer from degradation if exposed to pump and probe for too long. To reduce
the exposure time of solution samples, a flow-cell has been installed with a peristaltic

pump, reducing the exposure per molecule drastically.

2.2 Structural Models and Theory

In the following, we will introduce the reader to the models used to simulate the
optical properties of molecular aggregates. The simulation process can be divided

into three parts:
1. Structure;
2. Hamiltonian;
3. Spectrum.

In section 2.2.1 we discuss how several aggregate structures relevant for nBSQ and
ProSQ-C16 molecules can be parametrized. Section 2.2.2 is concerned with the inter-

molecular interactions considered for different Hamiltonians and how the structure
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affects them. Finally, in section 2.2.3 we present how eigenstates of a given Hamil-

tonian can be converted into different optical spectra.

2.2.1 Structure

Choosing the aggregate structure is the most important task during the simulation,
as it dictates the structure-property relationships. Depending on the aggregate at
hand, different parametrizations might be used to quantify the three-dimensional
position of each molecule as well as its orientation. For this thesis, two structures
are of particular importance: the one-dimensional disordered aggregate chain and
the chiral helix aggregate.

The details of the one-dimensional disordered chain aggregate model can be found
in chapter 3; nevertheless, we will give a brief overview here. In essence, the model
is simplified, as all molecules are assumed to be parallel, with their transition dipole
moments directed perpendicular to the extent of the chain. Additionally, only
Coulombic (transition dipole moment) interaction in the point dipole approximation
is considered, reducing the required number of simulation parameters tremendously.
Hence, all structural information needed is the position of each molecule, straight-
forwardly parametrized as Ax, Ay, and Az. As the construction of this aggregate
follows an iterative procedure (see chapter 3 for details), the only other number
needed to parametrize a given aggregate is the number of molecules inside the ag-
gregate, N.

For the helix, the structural information is even more important, as the geometry
of the system is directly related to the circular dichroic properties [3]. On top of
that, the orientation of the molecules continuously rotates around the aggregate
axis, yielding strongly anisotropic polarization dependencies. Due to this rotation,
Cartesian coordinates are suboptimal. Instead, the aggregate can be parametrized
in cylindrical coordinates, using the distance between nearest neighboring molecules
(Az), their twisting angle («), as well as half of the extent of their m-conjugation
(Al), as sketched in Fig. 2.4. Using half of the m-conjugated extent is a more con-
venient choice for later calculation. Since the construction of the aggregate follows
an iterative procedure as well, the only other parameter needed here is again the

number of molecules in the structure (N). The helix structure can be further altered
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nBSQ ProSQ-C16

Figure 2.4: Sketch of the structures considered in this study. For nBSQ (left), the dis-
ordered aggregate structure is built iteratively given the three cartesian translation vector
coordinates Ax, Ay, and Az. For ProSQ-C16 (right) the nearest neighbor alignment is
parametrized by the m-conjugation length 2Al, the twist angle o and the nearest neighbor
distance Az.

to form a "creeper" structure. Parametrization of this structure will be discussed in
detail in chapter 6.

From those parameters, a structure file can be built, which stores the three-dimensional
coordinates of center-of-mass as well as the tips of the w-conjugated part for all
molecules. Conveniently, these three positions of each molecule coincide with the
position of the electron-donating oxygen sites in the center and the nitrogen moieties
on the edge, which becomes important for both the Coulombic interactions as well
as charge hopping.

The parametrized structure allows us to calculate helical properties, which are based
on the geometry of the system and mediated through the rotation strength R;;, which
gives a measure for the twistedness of molecular alignments. It can be calculated
using

Rij o (i % i) - (7 — 7). (2.5)

Here, p1; is the transition dipole moment vector, which can be substituted by the
vector connecting the two nitrogen sites of a given molecule. 7; is the position of the

center of mass of the respective molecule.
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2.2.2 Hamiltonian

For the Hamiltonian two different basis-sets can be utilized, depending on whether
ICT is considered or not.

In the first consideration, we use only Frenkel-states, and interaction is mediated
solely via transition dipole moment interactions (Hy). This yields the well-known

Frenkel-Hamiltonian in an on-site basis,
H=Hy+ Hy, (2.6)

H=> eli) (il + > Ji (i) (j| + h.c.). (2.7)
i i#j

The state |i) represents an excited molecule i, while all other molecules are not ex-
cited. e; is the excitation energy of site i, and J;; is the interaction energy between
transition dipole moments. Note that generally, we can fix all excitation energies e;
to a constant, or even zero. Static disorder can be introduced by adding a random
variance to the fixed energy (e; = e + ¢;).

J can be calculated using different approximations. The first and most used ap-
proximation is the point dipole approximation (PDA), where both transition dipole
moments of length | and distance z interact in the limit of | < z. In this limit, the

interaction energy can be calculated as

— —

ppa_ Fu iy = 8 ) - )
i = :
’ dmeep| R ’

(2.8)

R is the distance between the point dipoles collapsing at the center-of-mass of each
molecule, while € is the permittivity of the material, and €g is the dielectric constant.
1; denotes the transition dipole moment of the i-th molecule. While this is a useful
approximation due to its simplicity, it breaks down when the extent of a dipole
moment (=~ extent of w-conjugation) becomes significant compared to the distance z
(1 &~ z). As a close packed system is a prerequisite for strong molecular interactions
as well as charge transfer, we use a slightly more complicated, but more realistic
extended dipole approximation (EDA). In EDA, we assign "transition charges" at

the ends of the transition dipole moment and calculate the interaction of these proxy

42



2.2. Structural Models and Theory

point charges using

+ + -+ + - - -
JEDA 1 4; 4; B 4q; 4; B 4q; 4; n 4; 4; (2 9)
dmeeg \ i —rt  r; vk ot —rT o '
O\ T i Ty i T i T

qijE represents the absolute of the transition charge on the positive or negative end
of the dipole with the respective position rii. As these positions are known from
the structure file, interactions can be easily calculated, and its components added
to the Hamiltonian matrix. Note that the transition point charges are a simplified
point-like approximation of the transition charge density.

Adding intermolecular charge transfer (ICT) to the Hamiltonian requires a different
basis set. A convenient basis set is the extension of the exciton basis states |i) into
the charge basis states |i*,j7), where i and j index the molecule containing the hole
and electron, respectively. ¢ = j corresponds to a Frenkel state, which enters the
Hamiltonian as described above. Including ICT states (i # j) demands an extension

of the Hamiltonian into five components:
H=Hy+H;+ Hp+ H., + Hy,. (210)

Next to the Frenkel Hamiltonian, the Hamiltonian Hp describes the ICT energies,
considering the separated charge states as polarons rather than unscreened charges.
Electron and hole hopping is accounted for in Hamiltonian H¢; and (Hp;), respec-

tively. In the charge basis set, the Hamiltonian can be written as

H= Zel\zz 11|+ZJW ) (kk| + h.c.) +Z i, g) (4, 7

i#k i#j
- Zn(lm 1) (i, 4] + hee) = Y tu(li £ 1,5) (i, 4] + hec.).

0] Y]

(2.11)

Three new parameters emerge here: the polaron energy efj and the charge hopping
parameters t. and ¢;. The polaron energy itself consists of the energy of two polaronic

states as well as their Coulomb attraction, which can be calculated as

21 1
¢ & (2.12)
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¢’ describes the effective depth of the Coulomb well, which controls the energy spacing
between ICT states of various electron-hole-distances; eP is the energy of the polaron
pair.

After the full Hamiltonian has been parametrized, we gain access to the eigenstates
Uy, eigenenergies wg and wavefunction coefficients c;; by employing straight-forward

numerical diagonalization.

2.2.3 Spectrum

Based on the eigenstates Wy, = > . ¢ |i) of the system, we can calculate three differ-
ent spectra: density of states, absorbance, and circular dichroism. All spectra can
be obtained either as a precise stick spectrum or as a more realistic spectrum using
a line shape function L(w). Since we calculate single excitonic states, a Lorentzian
line shape has been chosen to calculate the spectrum.

The density of states spectrum can be calculated straightforwardly by summing over

all eigenstates

plw) = L(w — wg). (2.13)
k

In order to calculate linear absorbance spectra of a certain polarization @, we need

to calculate the projection of the transition dipole moment onto that axis:

2
Aa(w) =) ((Z Cike - ,zi) @) L{w — wy). (2.14)

k i

Here, c¢;, is the coefficient of eigenstate k on site i. This parameter also enters the
formula for the circular dichroism, together with the rotation strength mentioned

above

CD(OJ) = Z Z CiCjRZ'j L(w — wk). (2.15)
k 1,j

Note that this formula represents the isotropic CD spectrum [3|, which considers the

average CD response of isotropically distributed chiral structures.
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Chapter 3

Structural Disorder as the Origin of Optical
Properties and Spectral Dynamics in Squaraine
Nano-Aggregates

In contrast to regular J- and H-aggregates, thin film squaraine aggregates usually
have broad absorption spectra containing both J-and H-like features, which are fa-
vorable for organic photovoltaics. Despite being successfully applied in organic pho-
tovoltaics for years, a clear interpretation of these optical properties by relating them
to specific excited states and an underlying aggregate structure has not been made.
In this work, by static and transient absorption spectroscopy on aggregated n-butyl
anilino squaraines, we provide evidence that both the red- and blue-shifted peaks
can be explained by assuming an ensemble of aggregates with intermolecular dipole-
dipole resonance interactions and structural disorder deriving from the four different
nearest neighbor alignments-in sharp contrast to previous association of the peaks
with intermolecular charge-transfer interactions. In our model, the next-nearest
neighbor dipole-dipole interactions may be negative or positive, which leads to the
occurrence of J- and H-like features in the absorption spectrum. Upon femtosecond
pulse excitation of the aggregated sample, a transient absorption spectrum deviating
from the absorbance spectrum emerges. The deviation finds its origin in the excita-
tion of two-exciton states by the probe pulse. The lifetime of the exciton is confirmed
by the band integral dynamics, featuring a single-exponential decay with a lifetime
of 205 ps. Our results disclose the aggregated structure and the origin of red- and
blue-shifted peaks and explain the absence of photoluminescence in squaraine thin
films. Our findings underline the important role of structural disorder of molecular

aggregates for photovoltaic applications.

This chapter has been published in the Journal of the American Chemical Society [1]. The
following is a reformatted version of the original paper as published. Reprinted with permission
from J. Am. Chem. Soc. 2022, 144, 42, 19372-19381. Copyright 2022 American Chemical Society.
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3.1 Introduction
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Figure 3.1: Molecular structure and steady-state absorption of nBSQ samples. (a) Chem-
ical skeleton of the monomer nBSQ in the x-y plane of molecular coordinates. (b) Steady-
state absorbance spectra of monomeric nBSQ in chloroform solution (gray line) and aggre-
gated thin films on glass substrates (red line).

Aggregated molecular assemblies have attracted considerable interest in many fields
of scientific research and technological development [2-7], especially for organic op-
toelectronic devices [8-11], such as light emitting diodes and solar cells. Their opto-
electronic properties depend strongly on the aggregates’ structure and morphology,
making an understanding of these properties essential to understanding and tun-
ing device performance. In aggregates of molecules with strong optical transitions,
the resonance Coulomb interactions between the associated transition dipole mo-
ments can yield large spectral shifts, cause changes in absorption linewidths, as well
as enhance or quench fluorescent emission. Based on these dipolar interactions of
transition dipole moments, two archetypes of aggregates named J- and H-aggregates
[12-14] can be formed depending on the relative alignment of the transition dipole
moments. In the special case of parallelly aligned transition dipole moments, the
slip angle 8 between them and the relative position vector connecting two molecules
dictates the interaction between them. Importantly, this interaction may either be
positive, for § > 54.7°, or negative, for § < 54.7° [13, 15]. This provides a general

picture for understanding the spectroscopic properties of molecular aggregates with
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parallel transition dipoles. Depending on the slip angle, they may either exhibit
a bright state at the high-energy side of the exciton band and a dark state at its
low-energy side, as is the case for H-aggregates, or vice versa for J-aggregates.
Although the simple model of J- and H-type aggregates explains the basic spectral
properties of many molecular aggregates, there are also many aggregates for which
the simple J- and H-picture does not hold and that require a more complicated model
[16]. Even for a simple dimer structure, the resonance interaction between chro-
mophores with non-parallel transition dipole moments [17, 18| and charge-transfer
interactions [19, 20] may split the exciton band. Also, the aggregate morphology
is important: for aggregates with a tubular symmetry, multiple J-bands may occur
or even multiple J- and H-bands [21, 22]. Similarly, structural disorder and inho-
mogeneity of the environment can significantly broaden the spectroscopic response
of molecular aggregates. Molecular vibrations further enrich the optical properties.
Models including vibrations have been developed based on either dimer- [23-25] or
crystal-like aggregation [26, 27| and have been successfully applied to aggregated
systems such as TDBC-a cyanine dye-and pseudoisocyanine dyes |28, 29]. In short,
there are abundant effects that may complicate aggregate spectra beyond the sim-
ple J- and H-band picture. Thus, detailed knowledge of packing, morphology, and
additional interactions may be needed for modeling aggregate spectra and optical
dynamics.

An unusual aggregation system deviating significantly from the basic J- and H-
picture is found for certain squaraine dyes. Due to their unique and easily cus-
tomizable optical properties [30, 31] this large family of n-conjugated quadrupolar
molecules has attracted attention in recent experimental [18, 32-39] and theoretical
studies [40-45]. As reported, the molecules can easily form either J- or H-type ag-
gregates depending on their molecular structure [33, 34, 37] and sample preparation
conditions [35, 36, 46, 47]. Moreover, squaraines with a symmetric molecular back-
bone show strong electron-donating and -accepting properties, and both intra- and
inter-molecular charge transfer could play an important role in the optical spectra
of squaraine aggregates [48]. Recently, a family of n-alkyl aniline squaraines (see
Figure 3.1(a)) was synthesized and engineered [49, 50] for organic solar cells which
can reach relatively high power conversion efficiencies. The monomeric squaraines

contain a strong hydrogen bond network forming a very rigid planar skeleton and can
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be referred to as a donor-acceptor-donor system (D-A-D). When forming aggregated
solid films, both “J-” and “H-like” transitions were observed simultaneously, while the
samples lacked any photoluminescence (see Figures 3.1(b), 3.6 and ref [50]). Note
that the terms “J-/H-like” are used for simplicity to assign the features in the ab-
sorption spectrum that are red- and blue-shifted relative to the monomer absorption
peak.

Surprisingly, despite many efforts and successes made for solar cell application, little
is known about the nature of the electronic states in these aggregates and the mech-
anisms of their formation and structure. To explain the experimentally observed
broad optical transitions and lack of photoluminescence, an intermolecular charge
transfer model [48] based on a simple dimer analysis has been proposed. However,
until now, no direct experimental evidence of charge separation has been observed,
and it is not clear how the aggregated structure is related to the intermolecular
charge separation in longer and disordered aggregates. Recently, a similar dimer sys-
tem was modeled [51], suggesting that strong quadrupolar interactions can explain
a "red-shifted H-aggregate".

Missing aspects of the quest to understand the optical properties of n-alkyl anilino
squaraines are the effects of aggregate size and structural disorder. As previous stud-
ies [48, 51] are based on the sophisticated but computationally costly essential states
model [52] that includes intermolecular charge transfer, the aggregate size that may
be considered in the numerical analysis is very limited. In this study, we will use a
much simpler exciton model, in which only dipolar resonance interactions between
the molecules are taken into account, a physically plausible form of structural (pack-
ing) disorder is considered, and intermolecular charge transfer is ignored. This model
is a further simplification with respect to previous studies using the essential states
model without charge-transfer interactions [51, 53]. This allows us to model long
aggregates and to systematically study the effects of structural disorder, enabling us
to show that this simple model explains the measured steady state and broadband
transient absorption spectra of thin films of the rigid planar molecule 2,4-bis[4-(N,N-
dibutylamino)-2,6-dihydroxyphenyl|-squaraine (nBSQ).

The aggregate excitons decay single exponentially with a lifetime of around 200 ps
and show photobleaching and two-exciton absorption in both red- and blue-shifted

absorption regions, suggesting a single aggregate system. Not only the steady-state
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absorption but also the transient response is in good agreement with the proposed
model if two-exciton states are properly included. Our results indicate that nBSQ
thin films consist of disordered nanoscale aggregates with excitons delocalized over
approximately 10 molecules, stimulating new thoughts about the role of structural

disorder for engineering optical properties of molecular aggregates.

3.2 Structural Model and Theory
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Figure 3.2: Proposed structural model of nBSQ aggregates. (a) For the sequential con-
struction of an aggregate, a new molecule is allowed to occupy one of four spots relative to
the previous molecule. (b) Random sequential construction of aggregates yields a disordered
aggregate chain. Every construction yields a different structure. (¢) Two types of trimers-
straight (I) and kinked (IT)-demonstrate the influence of structure on the dipolar interaction
between the next-nearest neighbors.

The aggregate model proposed here has two main ingredients, namely (i) a specific
form of structural disorder and (ii) dipole-dipole resonance (excitation transfer) inter-
actions between the molecules that make up the aggregate. The symmetry of nBSQ
molecules (Figure 3.1(a)) acts as a starting point to simulate an aggregate’s disor-
dered structure. A single molecule contains two n-butyl-functionalized anilino rings,
which behave as electron donors, and a central squaric acid-derived group, which
acts as an electron acceptor. The whole D-A-D-like molecule has a Dyj, symmetry
around the squaric center. The molecule’s symmetric charge distribution results in

the absence of a permanent electric dipole moment. Furthermore, a strong hydrogen
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bond network between the phenol hydroxyl groups and the carbonyl oxygen atoms
confines the molecule’s skeleton into a rigid plane. Thus, both the n-conjugated or-
bitals and the Coulomb interaction between charge sites steer molecular aggregation.
For visualization, the concept is explained using the x,y,z-coordinate system as in
Figure 3.2(a,b).

The symmetry of nBSQ and the position of its charges allow us to predict the packing
of molecules inside an aggregate. First, neighboring molecules will align their planes
parallel to each other. Second, they will be shifted in both the x- and y-direction
to optimize their ground-state Coulomb interaction. The resulting translation vec-
tor ﬁmﬂ between the nearest neighbors can be parameterized as (Ax, Ay, Az),
with Ax, Ay, Az > 0. Also, due to rotational symmetry, ﬁi7i+1 is not unique, but
for every positive value of Ax(Ay), the negative equivalent -Ax(-Ay) can also be
used to construct Ri,iﬂ' This leads to four possible positions for the next neighbor,
with four different éi,i+1 (+Ax, +Ay, Az) in a given coordinate system (see Fig-
ure 3.2(a)). Note that the slip angle 6 between the molecular backbone (which also
gives the direction of the transition dipole moment) and ﬁi,i+1 is the same for all
four configurations.

We use this consideration to sequentially construct a disordered aggregate chain. The
construction starts with the first molecule being placed in the origin of the coordinate
system. The second molecule will be placed with respect to the first in one of the
four possible positions described above. This assignment is random. This procedure
extends to all other molecules: the next molecule will always be randomly placed
with respect to the previously placed adjacent molecule, choosing one of the four
possible relative positions. Generally, ﬁmﬂ does not have to coincide with ﬁiH,Hg,
preventing any long-range order and giving rise to structural disorder. Since the
Az-value is constant throughout the construction, the aggregate will always “grow”
along the z-direction, forming a disordered aggregate chain. Figure 3.2(b) shows
several possible configurations for the case of a hexamer.

Due to the randomized construction, each aggregate has a different structure. There-
fore, a macroscopic object like a thin film must be simulated by an ensemble of dif-
ferent aggregates, each constructed independently of the other.

We next turn to the Hamiltonian that describes the optical properties of the proposed

structural model. Each molecule is considered to be a two-level system, correspond-

52



3.2. Structural Model and Theory

ing to a ground state |g) and a localized excitation |i) = bZT lg) , where bj(bi) is the
Pauli operator that creates (annihilates) an exciton on molecule i. The basis con-
sidered here is spanned by the one-exciton states |i) and two-exciton states |i) ® |)
with i # j. Two-exciton states are optically dark wi