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Zusammenfassung

H. Herrmann, C.-Y. Hsiao, G. Marinescu und der Autor dieser Arbeit bes-
chreiben in einem kürzlich erschienen Artikel die vollständige asymptotische
Entwicklung des Schwartz-Kerns bestimmter spektraler Projektionen von semi-
klassischen Toeplitz-Operatoren auf streng pseudokonvexen, kompakten, ein-
bettbaren CR-Mannigfaltigkeiten. Eine solche asymptotische Expansion führt
zu vielen neuen Anwendungen in der CR-Geometrie, und das Ziel dieser Ar-
beit ist es, dieses Ergebnis zu verallgemeinern.

Dazu betrachten wir eine kompakte, nicht-entartete CR Mannigfaltigkeit
(X, T1,0X) mit konstanter Signatur (n−, n+) und einen selbstadjungierten, klas-
sischen Pseudodifferentialoperator P erster Ordnung, der den Raum der (0, q)-
Formen auf X auf sich selbst abbildet. Wir definieren und untersuchen dann
sogenannte Levi-elliptische Toeplitz-Operatoren für Formen mit niedriger En-
ergie. Genauer betrachten wir für jedes λ > 0 den Operator T(q)

P,λ := Π(q)
λ ◦ P ◦

Π(q)
λ . Dabei bezeichnet Π(q)

λ - in Analogie zur Szegő-Projektion - die orthogonale

Projektion auf Formen niedrigerer Energie ist 1[0,λ](2
(q)
b ) bezü-glich des Kohn-

Laplace-Operators 2(q)
b . Im Fall q = n−, nehmen wir an, dass P levi-elliptisch

ist, was bedeutet, dass das matrixwertige Hauptsymbole von P bezogen auf die
Signatur (n−, n+) einer abgeschwächten Elliptizitätsbedingung genügt. Wir be-
trachten dann den durch die Helffer–Sjöstrand-formel definierten Spektraloper-
ator χ(k−1T(q)

P,λ), q = n−, k > 0, bezüglich einer glatten Funktion χ : R → C mit
kompaktem Träger in R\ {0}. Unter Verwendung mikroanalytischer Methoden
von Hsiao–Marinescu und Galasso–Hsiao untersuchen wir das asymptotische
Verhalten von χ(k−1T(q)

P,λ) für k → +∞. Unser Hauptergebnis beschreibt die

vollständige asymptotische Entwicklung des Schwartz-Kerns χ(k−1T(q)
P,λ)(x, y)

als Summe zweier semi-klassischer oszillierender Integrale komplexer Phasen.
Dabei sind die entsprechenden komplexwertigen Phasenfunktionen mit den
beiden Zusammenhangskomponenten Σ− bzw. Σ+ des charakteristischen Kegels
des Kohn-Laplace-Operators assoziiert.

Der letzte Teil dieser Arbeit umfasst die gemeinsame Arbeit von C.-Y. Hsiao
und dem dieser Autor über den zweiten Koeffizienten für die Expansion von
Boutet de Monvel und Sjöstrand. Dieses Ergebnis könnte in Zukunft für die
Berechnung von A∓

1 (x) in der semi-klassischen Expansion von χ(k−1T(q)
P,λ)(x, x)

bei q = n− = 0 hilfreich sein.



Abstract

A recent result of H. Herrmann, C.-Y. Hsiao, G. Marinescu and the au-
thor establishes the full asymptotic expansion of the Schwartz kernel of certain
spectral projection of semi-classical Toeplitz operators on strictly pseudocon-
vex, compact and embeddable CR manifolds. Such asymptotic expansion leads
to many new applications in CR geometry, and the aim of the thesis is to gener-
alize this result.

For this propose, we consider any compact CR manifold (X, T1,0X) whose
Levi form is non-degenerate and has a constant signature (n−, n+). We in-
troduce a specific type of operators called Levi-elliptic Toeplitz operators for
lower energy forms. For any λ > 0, these operators, represented as T(q)

P,λ :=

Π(q)
λ ◦ P ◦ Π(q)

λ , is the pre- and post- composition of certain classical pseudodif-

ferential operators P of order one and the orthogonal projection Π(q)
λ . We as-

sume that P maps the space of (0, q)-forms on X to itself and to be formally self-
adjoint. When q = n−, we assume that the matrix-valued principal symbol of P
satisfy some relaxed elliptic conditions corresponding to the pair (n−, n+). The
orthogonal projection Π(q)

λ is an analogue of the Szegő projection and defined

by 1[0,λ](2
(q)
b ), which is the spectral projection to lower energy forms associated

with the Kohn Laplacian at degree (0, q). For any smooth function χ : R → C

compactly supported on R \ {0} and q = n−, our primary focus is the spectral
operator χ(k−1T(q)

P,λ) defined by the Helffer–Sjöstrand formula in spectral theory.
Starting from the microlocal analysis of Hsiao–Marinescu and Galasso–Hsiao,
as k → +∞ we develop a semi-classical microlocal analysis of χ(k−1T(q)

P,λ), and
our main result describes the full asymptotic expansion of the Schwartz kernel
χ(k−1T(q)

P,λ)(x, y) as the sum of two semi-classical oscillatory integrals of com-
plex phases. The canonical relation of the two oscillatory integrals corresponds
to Σ− and Σ+, respectively, where Σ∓ are the only two connected components
of the characteristic cone of 2(q)

b .
The last part of the thesis is the joint work of C.-Y. Hsiao and the author

about second coefficient for the expansion of Boutet de Monvel and Sjöstrand.
Our result and method should be helpful in the future for the calculation of
A∓

1 (x) in the semi-classical expansion of χ(k−1T(q)
P,λ)(x, x) when q = n− = 0.
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Chapter 2. Preliminaries 17
2.1. Elements of microlocal and semi-classical analysis 17
2.2. Non-degenerate Cauchy–Riemann manifolds 25
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expansion 117

5.1. Some more background 117
5.2. Uniqueness result for sub-leading coefficient 120
5.3. Calculation of the sub-leading coefficient 126

Bibliography 142



CHAPTER 1

Introduction

1.1. Semi-classical spectral asymptotics of Toeplitz operators

The theory of Toeplitz operators is a classical subject in several complex vari-
ables. For a bounded strictly pseudoconvex domain M ⊂ Cn+1, n ≥ 1, we let X
be the boundary of M and H0

b (X) the closure in L2(X) of the space of boundary
values of holomorphic functions on M. We call operators of the form

(1.1.1) TP := Π ◦ P ◦ Π

Toeplitz operators, where Π is the orthogonal projection of L2(X) onto H0
b (X)

and P is a pseudodifferential operator on X. Inspired by the earlier results
of Melin–Sjöstrand [72] and Boutet de Monvel–Sjöstrand [13], respectively on
Fourier integral operators with complex phase and the asymptotic expansion
of Szegő kernel Π(x, y), in [10] Boutet de Monvel proves that these operators
admit symbolic calculus as pseudodifferential operators, and he gives a famous
result about a variant of the Atiyah–Singer index theorem in this context. It
turns out that Boutet’s general theory of Toeplitz operators is a powerful tool
not only in index theory, but also in complex geometry and topics in deforma-
tion quantization [11, §§ 6,7,8]. We mention some works inspired by such point
of view [2,5,6,14,16–18,20,24,28,29,32,34,55,59,67,68,70,76,77,81,82], to quote
just a few.

Our interests for Toeplitz operators is their spectral theory on non-degenerate
CR manifolds. These CR manifolds play a fundamental role in the context of
microlocal analysis, see Boutet de Monvel [8], Hörmander [42], and Kohn [63].
We provide an alternative method comparing to the calculus in the main text of
Boutet de Monvel–Guillemin [12] to study Toeplitz operators. In this thesis, on
any compact CR manifold with a non-degenerate Levi form of constant signa-
ture (n−, n+), for q = n− and any number λ > 0 we introduce the Levi-elliptic
Toeplitz operator on lower energy forms T(q)

P,λ. For any χ ∈ C ∞
0 (R \ {0}) we con-

sider the spectral operator χ(k−1T(q)
P,λ), and under the semi-classical limit k →

+∞ our main result establishes the full asymptotic expansion of the Schwartz
kernel χ(k−1T(q)

P,λ)(x, y) as the sum of two semi-classical oscillatory integrals. In
the realm of CR geometry, this work is a continuation of research into the semi-
classical spectral asymptotics of Toeplitz operators. Our method heavily relies
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on microlocal analysis of [13, 28, 45, 56, 72] and especially the semi-classical mi-
crolocal approaches introduced by Herrmann, Hsiao, Marinescu and the author
in [35], where these operators are examined on compact, strictly pseudocon-
vex, and embeddable CR manifold. The study employs the approach of Melin–
Sjöstrand, Boutet de Monvel–Sjöstrand, Hsiao–Marinescu and Galasso–Hsiao,
utilizing a calculus of specific complex phase Fourier integral operators, cf. §3.
Additionally, it incorporates a semi-classical analysis on a distinct integral, as
defined by the Helffer–Sjöstrand formula, cf. §4. This kind of analysis was well-
studied for order zero Toeplitz operators [28] and for the order one situation
[35].

From now on, we work on the following set-up. We let (X, T1,0X) be a com-
pact Cauchy–Riemann manifold of hypersurface type (CR manifold for short)
of real dimension 2n + 1, n ≥ 1, and assume that there is a contact form α on X
such that the Levi form L := i

2 dα|T1,0X induced by α is non-degenerate on whole
X. This means that the numbers of the negative and positive eigenvalues of L
on X is always the constant and we denote them by n− and n+, respectively.
The pair (n−, n+) is called the signature of X. For any classical pseudodiffer-
ential operator P ∈ L1

cl(X; T∗0,qX) of first order such that P : C ∞(X, T∗0,qX) →
C ∞(X, T∗0,qX), we consider the operator

(1.1.2) T(q)
P,λ := Π(q)

λ ◦ P ◦ Π(q)
λ ,

where λ > 0 is any number, Π(q)
λ : L2

0,q(X) → E([0, λ]) is the orthogonal pro-
jection called Szegő projection on lower energy forms, L2

0,q(X) is the square inte-
grable (0, q) forms on X, and the subspace of lower energy forms E([0, λ]) :=
Range 1[0,λ](2

(q)
b ) is the image of the spectral projection of the Kohn laplacian

2(q)
b (extended by Gaffney extension). We always assume that P is formally

self-adjoint. When q = n− we assume the following Levi-ellipticity conditions.
First of all, we let {Wj}n

j=1 be an orthonormal frame of T1,0X in a neighbour-

hood of x such that Lx(Wj, Ws) = δj,sµj, j, s = 1, · · · , n, and µ1 ≤ · · · ≤ µn− <

0 < µ1+n− ≤ · · · ≤ µn. We take the dual basis {ωj}n
j=1 of T∗0,1X with respect to

{W j}n
j=1 and we consider the subspace N n−

x := {c ω1(x) ∧ · · · ∧ ωn−(x) : c ∈ C}
and N n+

x :=
{

c ω1+n−(x) ∧ · · · ∧ ωn(x) : c ∈ C
}

of T∗0,q
x X. With respect to the

hermitian metric induced by the given one on CTX, we can define the orthogo-
nal projections

τ
n∓
x0 : T∗0,q

x X → N n∓
x0 .(1.1.3)



1.1. Semi-classical spectral asymptotics of Toeplitz operators 3

Second, we use the notation p0 ∈ C ∞ (T∗X, L (T∗0,qX, T∗0,qX)
)

for the matrix-
valued principal symbol of P. For all x ∈ X, we require

(1.1.4) τ
n−
x p0(−αx)τ

n−
x > 0 when q = n−,

and we additionally need

(1.1.5) τ
n+
x p0(αx)τ

n+
x < 0 when q = n− = n+.

We will see in Theorem 3.8 that T(q)
P,λ has a self-adjoint L2-extension through

maximal extension. In fact, for q /∈ {n−, n+}, T(q)
P,λ is a compact operator. When

q = n−, we will see in Theorem 3.9 that the set Spec T(q)
P,λ ⊂ R is also discrete and

the accumulation points of the spectrum is the subset of {−∞,+∞}. Roughly
speaking, the conditions (1.1.4) and (1.1.5) are responsible for the part of eigen-
values accumulated at +∞ and −∞, respectively. We will discuss Theorem 3.9
more in §3.2.

Next, for any function χ ∈ C ∞
0 (R \ {0}), our main result describes the op-

erator χ(k−1T(q)
P,λ) as the sum of two semi-classical Fourier integral operators

modulo some k-negligible operator when q = n− and k → +∞. From the spec-
tral theorem of T(q)

P,λ, we denote {λj}j∈J be the non-zero eigenvalues of T(q)
P,λ, and

{ f j}j∈J be the correposnding eigenforms such that ( f j| fk) = δjk with respect to
L2-inner product (·|·). We then have the formula

(1.1.6) χ(k−1T(q)
P,λ)(x, y) = ∑

k−1λj∈supp χ

χ(k−1λj) f j(x)⊗ f ∗j (y).

However, to state the precise semi-classical spectral asymptotics of this finite
sum, we need more detail for the fundamental theorem [56, Theorem 4.1] about
the microlocal structure of Π(q)

λ , cf. also Theorems 2.3 and 2.4. For q = n−
and any coordinate patch (Ω, x) on X, there is some complex-valued function
φ∓(x, y) ∈ C ∞(Ω × Ω, C) with the properties

Im φ∓(x, y) ≥ 0,(1.1.7)

φ∓(x, y) = 0 if and only if x = y,(1.1.8)

dx φ∓(x, x) = −dy φ∓(x, x) = ∓α(x),(1.1.9)

and some Hörmander symbol s∓(x, y, t) with the asymptotic expansion

s∓(x, y, t) ∼
+∞

∑
j=0

s∓j (x, y)tn−j in Sn
1,0

(
Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
(1.1.10)

such that for the Foureier integral operators S∓ determined by

(1.1.11) S∓(x, y) =
∫ +∞

0
eitφ∓(x,y)s∓(x, y, t)dt
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we have

(1.1.12) Π(q)
λ = S− + S+ + F on Ω

for some F smoothing on Ω. Here R+ := R>0. In fact, s∓(x, y, t) and s∓j (x, y)
are properly supported in the variables (x, y) for all j ∈ N0 and s+(x, y, t) = 0
when n− ̸= n+. When q /∈ {n−, n+}, Π(q)

λ is a smoothing operator.

THEOREM 1.1. We let (X, T1,0X) be a compact and non-degenerate CR manifold
and α be the contact form on X such that the Levi form induced by α has the constant
signature (n−, n+). We denote dimR X := 2n + 1 and n ≥ 1. For q ∈ {0, · · · , n},
any formally self-adjoint P ∈ L1

cl(X; T∗0,qX) such that when q = n− we have the
Levi-ellipticity conditions (1.1.4) and (1.1.5), and any λ > 0, we consider the Toeplitz
operator T(q)

P,λ := Π(q)
λ ◦ P ◦ Π(q)

λ by Π(q)
λ := 1[0,λ](2

(q)
b ). For any function χ ∈

C ∞
0 (R \ {0}, C) such that χ ̸≡ 0, the spectral operator χ(k−1T(q)

P,λ) has the following
semi-classical limit as k → +∞:

(1.1.13) χ(k−1T(q)
P,λ) = 0 on X if q /∈ {n−, n+},

and for each coordinate patch (Ω, x) in X we have the full asymptotic expansion of the
Schwartz kernel

(1.1.14) χ(k−1T(q)
P,λ)(x, y) =

∫ +∞

0
eiktφ−(x,y)A−(x, y, t; k)dt

+
∫ +∞

0
eiktφ+(x,y)A+(x, y, t; k)dt + O

(
k−∞) on Ω × Ω if q = n− ,

where φ∓(x, y) ∈ C ∞(Ω × Ω, C) are the functions with the properties (1.1.7), (1.1.8),
(1.1.9) and we have the following smooth data:

(1.1.15) A∓(x, y, t; k) ∼
+∞

∑
j=0

A∓
j (x, y, t)kn+1−j

in Sn+1
loc

(
1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
,

and A+(x, y, t; k) = 0 when n− ̸= n+. In fact, when supp χ ∩ R+ ̸= ∅, there is
an interval I− ⋐ R+ such that when A−

j (x, y, t) ̸= 0 and A−(x, y, t) ̸= 0 we have
t ∈ I− for all j ∈ N0; when n− = n+ and supp χ ∩ R− ̸= ∅, there is also an interval
I+ ⋐ R+ such that when A+

j (x, y, t) ̸= 0 and A+(x, y, t) ̸= 0 we have t ∈ I+ for
all j ∈ N0. Moreover, for any τ1, τ2 ∈ C ∞(X) such that supp τ1 ∩ supp τ2 = ∅, we
have

(1.1.16) τ1 ◦ χk(T
(q)
P,λ) ◦ τ2 = O(k−∞) on X,

where τ1 and τ2 are seen as the multiplication operator.
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The main results (1.1.13) and (1.1.14) can be seen as the analogue on CR
manifolds of the famous result of Andreotti–Grauert vanishing theorem and
Bergman kernel expansion for high powers of line bundles of the mixed curva-
ture type, respectively. We will discuss this in §4.4.

We also have the description of leading term of our main result through
the local picture (1.1.3). We let m(x)dx be the given volume form on X and
v(x)dx be the volume form induced by the Hermitian metric on CTX which is
compatible with α. For the expansion (1.1.10) of s∓(x, y, t), by [56, Theorem 3.5]
(cf. Theorem 2.11 for detail), for x ∈ Ω we have

s−0 (x, x) =
|detLx|
2πn+1

v(x)
m(x)

τ
n−
x ,(1.1.17)

s+0 (x, x) =
|detLx|
2πn+1 |detLx|

v(x)
m(x)

τ
n+
x when n− = n+.(1.1.18)

By our assumption, the eigenvalues {µj(x)}n
j=1 of the Levi form Lx on X satisfy

µj(x) < 0 : 1 ≤ j ≤ n−,(1.1.19)

µj(x) > 0 : n− + 1 ≤ j ≤ n,(1.1.20)

and we let

I0 := {1, · · · , n−},(1.1.21)

J0 := {n− + 1, · · · , n}.(1.1.22)

We can write the principal symbol p0(x, η) of P by

(1.1.23) p0(x, η) = ∑
|I|=|J|=q

pI,J(x, η)ω∧
I ⊗ ω∧,∗

J ,

where pI,J(x, η) ∈ C ∞(T∗X, C) and I, J are strictly increasing index sets. Then
the Levi-elliptic condition (1.1.4) and (1.1.5) now become

(1.1.24) pI0,I0(−αx) > 0 : q = n− ,

and

(1.1.25) pJ0,J0(αx) < 0 : q = n− = n+ ,

respectively. The result for the leading coefficient of our expansion is as follows.

THEOREM 1.2. Following Theorem 1.1 and the above local picture, if q = n−, the
leading term A−

0 (x, y, t) in the expansion (1.1.15) has the form

(1.1.26) A−
0 (x, x, t) = tnχ(pI0,I0(−αx)t)

|detLx|
2πn+1

v(x)
m(x)

τ
n−
x .
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In addition, if n− = n+ the leading term A+
0 (x, y, t) in the expansion (1.1.15) also has

the form

(1.1.27) A+
0 (x, x, t) = tnχ(pJ0,J0(αx)t)

|detLx|
2πn+1

v(x)
m(x)

τ
n+
x .

We have an immediate corollary to Theorems 1.1 and 1.2.

COROLLARY 1.3. With the same notations and assumptions in Theorem 1.1, we
have the asymptotic expansion for q = n−

(1.1.28) χ(k−1T(q)
P,λ)(x, x) ∼

+∞

∑
j=0

kn+1−j
(

A−
j (x) + A+

j (x)
)

in Sn+1
loc (1; X, L (T∗0,qX, T∗0,qX)),

where for all j ∈ N0 we have

(1.1.29) A∓
j (x) =

∫ +∞

0
A∓

j (x, x, t)dt ∈ C ∞(X, L (T∗0,qX, T∗0,qX))

and locally on (Ω, x) we have

A−
0 (x) =

(∫ +∞

0
tnχ(pI0,I0(−αx)t)dt

)
|detLx|
2πn+1

v(x)
m(x)

τ
n−
x ,(1.1.30)

and when n− = n+ we also have

(1.1.31) A+
0 (x) =

(∫ +∞

0
tnχ(pJ0,J0(αx)t)dt

)
|detLx|
2πn+1

v(x)
m(x)

τ
n+
x .

We will also give an elementary proof of this theorem on circle bundles in
§4.4.

We also have the following picture of the distribution of the eigenvalues of
T(q)

P,λ when q = n−. It can be regarded as a Szegő type limit theorem, cf. also
[12, §13] and [35, Theorem 1.3]. With respect to the notations used in (1.1.6), we
consider the scaled spectral measures µ

(q)
k which is defined on R and given by

(1.1.32) µ
(q)
k := k−n−1 ∑

j∈J
δ
(
t − k−1λj

)
.

COROLLARY 1.4. In the situation of Theorem 1.1, for q = n− the scaled spectral
measures µ

(q)
k converges weakly as k → +∞ to the continuous measure

(1.1.33) µ
(q)
+∞ = C(q)

P tndt,

where dt is the Lebesgue measure on R and

(1.1.34) C(q)
P :=

1
2πn+1

(∫
X

|detLx|v(x)dx
pn+1

I0,I0
(−α)

+ 1{n+}(q)
∫

X

|detLx|v(x)dx
pn+1

J0,J0
(α)

)
.



1.1. Semi-classical spectral asymptotics of Toeplitz operators 7

Let us talk more about the motivation of our main result. When (n−, n+) =
(0, n), which means that X is stirctly (or strongly) pseudoconvex, and when
q = n− = 0 and 2(0)

b has L2-closed range, Theorem 1.1 was obtained by [35, The-
orem 1.1]. We remark that for a compact strictly pseudoconvex CR manifold,
the L2-closed range condition of Kohn Laplacian is equivalent to the global CR
embeddability of X. Such condition holds automatically when dimR X is at
least five, cf. the argument and results in [8, 9, 62, 63], and conditionally when
dimR X = 3 and X has transversal CR R-action, cf. [64, 71]. In this context, by
standard spectral theory [21] and the spectrum result of 2(q)

b [56, Theorem 1.7],

in particular there is a number λ > 0 such that Π(q)
λ = Π(0) = Π, which is

the Szegő projection of (0, 0)-forms on X, and T(q)
P,λ = T(0)

P = TP := Π ◦ P ◦ Π,
which is the Toeplitz operator on X as we mention in the beginning of this sec-
tion. The Levi ellipticity condition in this case is equivalent to the condition that
the principal symbol of P restricted at Σ− is positive, where

(1.1.35) Σ∓ := {∓cα : c ∈ R+} ⊂ T∗X.

One important example is the differential operator P = 1
2 (−iT + (−iT)∗), where

T is the Reeb vector field associated with α and (−iT)∗ is the formal adjoint of
−iT . Following the argument and results in [12, §2], cf. also pseudodifferential
calculus of Hermite type [8], there is a special pseudodifferential operator P
which has the same principal symbol as P at Σ− and is elliptic everywhere on
T∗X such that

TP = Π ◦P ◦ Π, P ◦ Π = Π ◦P .(1.1.36)

So one can reduce the estimate of TP to the estimate of P , and one can prove that
TP has a self-adjoint L2-extension and the spectrum Spec(TP) ⊂ R of TP con-
sists only of isolated eigenvalues bounded from below and it has only +∞ as a
point of accumulation. Moreover, for every µ ∈ Spec(TP) \ {0}, the eigenspace
Ker(TP − µI) is a finite dimensional subspace of the space of smooth CR func-
tions, cf. also [12, Proposition 2.14]. We recall that for any orthonormal basis
{Fj}+∞

j=1 of H0
b (X), we have

(1.1.37) Π(x, y) =
+∞

∑
j=1

Fj(x)Fj(y).

On the other hand, if we denote the non-zero orthonormal eigenfunctions of TP
corresponding to eigenvalues {λj}+∞

j=1 by { f j}+∞
j=1, then for χ ∈ C ∞

0 (R \ {0}) the
operator χ(k−1TP) defined by functional calculus has the Schwartz kernel

(1.1.38) χ(k−1TP)(x, y) =
+∞

∑
j=1

χ

(
λj

k

)
f j(x) f j(y)
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as a finite sum. Heuristically, as k → +∞, χ(k−1TP) should capture many CR
functions and thus can be regarded as the semi-classical weighted Szegő pro-
jection. In this point of view, it is observed and proved in [35] that from the mi-
crolocal description of the Szegő projection Π by Boutet de Monvel–Sjöstrand
we can get the semi-classical version Boutet de Monvel–Sjöstrasnd theorem for
χ(k−1TP) = χ(k−1Π ◦ P ◦ Π).

Since this thesis is heavily influenced by the result we just mention, in the
following we give a sketch the proof of this theorem. Later we will also point
out the difference between the general case of n− > 0 which we consider and
the case n− = 0 which was already studied. We let χ̃ ∈ C ∞

0 (C \ {0}) be an
almost analytic extension of χ. By construction, for all N ∈ N there exists
CN > 0 such that for all z ∈ C we have

(1.1.39)
∣∣∂zχ̃(k−1z)

∣∣ ≤ CNk−N|Im z|N .

We apply the general idea of Helffer–Sjöstrand formula

(1.1.40) χ(k−1TP) = χ(k−1TP) ◦ Π =
∫

C

∂χ̃( z
k )

∂z
(z − TP)

−1 ◦ Π
dz ∧ dz

2πi
,

and solve (z − TP)
−1 ◦ Π by the microlocal analysis of Melin–Sjöstrand [72] and

Boutet de Monvel–Sjöstrand [13]. We treat TP as a classical Fourier integral op-
erator with complex phase and we notice that the identity element of the algebra
of Toeplitz operators is the Szegő projection Π. One of the main contribution of
our proof is utilizing the variant of [28, Lemma 4.1] to simplify the construc-
tion of the pamatetrix of z − TP. Heuristically, we need to formally set some
Hörmander symbol a(x, y, t, z), which depends smoothly on z, and examine the
relation

(1.1.41) (z − TP)
∫

eitφ(x,y)a(x, y, t, z)u(y)dm(y)dt = Πu, u ∈ C ∞
0 (Ω),

where (Ω, x) is any coordinate patch and dm is a volume of X. In general, we
can get some transport equations to determine a(x, y, t, z) and (z − TP)

−1 ◦ Π,
cf. [45, 73] and [22, §10]. However, this method is usually applied when TP is a
regular pseudoddifferential operator, which is not our situation. The main diffi-
culty is to solve the off-diagonal behavior of these transport equations, and our
solution revealed that we can simply determine the complicated off-diagonal
information from the one on the diagonal, cf. also §4.1. We remark that this
argument is independent of the construction of the special pseudodifferential
operator P of (1.1.36) by Boutet de Monvel–Guillemin.

We also remark that the method (1.1.41) was first used in [29, Theorem
1.1] for the Toeplitz operator T(q)

P := Π(q) ◦ P ◦ Π(q) on the same CR manifold
(X, T1,0X) considered in Theorem 1.1, but with the further assumptions that the
Kohn laplacian on X always have the L2-closed range and P ∈ L0

cl(X; T0,n−X)
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is of zero order, self-adjoint and has the scalar principal symbol. The assump-
tion of the order of the pseudodifferential operator P significantly influences
the spectral behavior of the Toeplitz operator decided by P. Roughly speaking,
in this situation the ansatz (1.1.41) can be completely solved by developing a
relatively standard Hörmander symbol space theory because the singularities
of a(x, y, t, z) in z is determined by the term (z − a0(x, x))−1, which does not
contribute any error to t. Here a0(x, y) is the leading coefficient of the Fourier
integral operator T(q)

P and one can also refer the notation a0(x, y) to Theorem
3.5. By this method, in [29] one can use standard Cauchy–Pompieu formula ar-
gument for functional calculus to give an alternative proof of the result that the
functional calculus of a Toeplitz operator is still a Toeplitz operator. Although
the semi-classical limit (1.1.40) is not considered for this situation for the order
reason, by considering the CR manifolds with group action, this result still have
many applications in geometric quantization.

Let us return to the case of P ∈ L1
cl(X) in [35]. In this context, the ansatz

(1.1.41) can only be approximated by a series of aj(x, y, t, z), where the singu-
larities of aj(x, y, t, z) in z is in the form of the power of (z − t)−2j−1, j ∈ N0
and t ∈ R+. We refer such approximation to [35, §3.2] and also Theorem 4.7.
Comparing to the case order zero Toeplitz operators, here it is hard to define
the symbol space theory to simultaneously estimate the growth of |z| and t in a
suitable way. However, if we look at the more refined microlocal structure, that
is, the semi-classical consideration (1.1.40), we will see that the approximation
of the resolvent type operator we just mention is enough. On one hand, one can
decide the principal terms of χ(k−1TP) again by the Cauchy–Pompeiu formula,
cf. also Lemma 4.10. On the other hand, we make a contribution in [35, §4] that
only in the semi-classical limit of (1.1.40), given any ℓ1, ℓ2 ∈ N, by taking the
high N-order of the microlocal approximation of (z − TP)

−1 ◦ Π, the Cℓ-norm
of the remainders in (1.1.40) on X × Ω is bounded by k−ℓ2 . This is achieved by
a suitable semi-classical truncation, utilizing the fact that TP has discrete spec-
trum, and the estimates of (1.1.39) and [12, Proposition 12.1]. We hence prove
that χ(k−1TP) is a semi-classical Fourier integral operator of complex phase. We
finally remark that from this formalism, one can not only gives an analogue of
classical results about Weyl law and Szegő type limit theorems for Toeplitz op-
erators considered by Boutet–Guillemin, but also helps us a lot to understand
more about the CR structure. Our formulation through phase function provides
a CR Kodaira embedding (the embedding by weighted non-zero eigenfuncitons
of TP), the semi-classical approximation of contact forms and Reeb vector fields
(an analogue of Tian’s approximation of Bergman metric in complex geometry),
and the almost spherical CR embedding (the CR embeddability into the finite
sphere fails in general but can be achieved if the concept of infinite sphere is
introduced. This result shows that the CR embeddability into the finite sphere
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only just fails). We refer the detailed discussion of these results to the paper we
just mention, and we also refer to [36, 59] for the related results.

Let us return to the situation considered in Theorem 1.1. The concept of
non-degenerate CR manifolds is a natural generalization of the strictly pseu-
doconvex of CR manifolds. Now, the L2-closed range condition for the Kohn
Laplacian holds whenever |n− − n+| ̸= 1. To include the case |n− − n+| = 1
we have to apply the Szegő projection on lower energy forms Π(q)

λ instead of
the Szegő projection Π(q) and apply the microlocal analysis [56] to study our
Toeplitz operators. The main contribution in this work is the semi-classical mi-
crolocal analysis under the Levi ellipticity condition of T(n−)

P,λ , which is inspired
by [28, Lemma 4.1]. We notice that this condition is clearly a generalization of
the concept of elliptic Toeplitz operators because we allow mild degeneracy of
the principal symbol of the pseudodiffential operator P used to define T(n−)

P,λ . On
the other hand, our relatively general ellipticity assumption restrains us from
arguing directly as in the case of (0, 0)-forms by Boutet de Monvel–Guillemin.
But we can still construct the parametrix of T(n−)

P,λ in the space of lower energy
CR harmonic forms in this context. In fact, such parametrix is also in the form
of Toeplitz operators we consider, cf. Theorem 3.6. Another difference of this
work from [35] is that we need to first establish the asymptotic expansion of
χ(k−1T(n−)

P,λ ) in the operator level and get an estimate for the number of eigen-

values λj’s of T(n−)
P,λ such that k−1λj ∈ supp χ, cf. Theorem 4.20 and Lemma

4.21. Because P is not necessarily elliptic, such estimate can not be obtained di-
rectly as in the case of n− = 0 by the method of Boutet de Monvel–Guillemin
[12, Proposition 12.1]. Last but not the least, comparing to [36, §4], we give a
slight different approach in the final step of the proof of Theorem 1.1. We also
apply some suitable semi-classical truncation and utilize the discrete spectrum
property of T(n−)

P,λ . However, in Theorem 4.24, we will directly apply Theorem

4.20 and Lemma 4.21 to obtain the semi-classical expansion of χ(k−1T(n−)
P,λ ) in

the level of Schwartz kernel.
Our results should have more applications in the following problems on

non-degenerate compact CR manifolds: the analogue of Kodaira embedding
and Tian’s almost isometry theorem as [7, 27, 35, 36, 69, 77, 79] and the analogue
of geometric quantization as [49, 50, 53]. It could also be helpful for the analysis
and geometry of the space of CR harmonic sections of high power of line bun-
dles as [48, 52, 57] and for the theory of Weyl law and eta invariant of Toeplitz
operators.
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1.2. Second coefficient of Boutet de Monvel–Sjöstrand expansion

The second result we present in this thesis is the joint work of C.-Y. Hsiao
and the author [61]. The study of the coefficients for asymptotic expansion of
projection in several complex variables is always interesting and important. The
leading coefficient for the asymptotics of Bergman kernel on bounded strictly
pseudoconvex domains appear for the first time in Hörmander [38], cf. also the
historical remark [41]. In this context, the asymptotic expansion of singulari-
ties of Bergman kernel restricted on diagonal was obtained by Fefferman [25]
through formal expansion of the defining function in terms of pole type and
log term singularities. The off-diagonal expansion of Bergman kernel is estab-
lished by Boutet de Monvel–SJöstrand [9] by a different approach with a shorter
proof. We also refer to [45, 58, 60] for various generalities and other microlocal
analysis on Bergman kernel. Depending on the geometric data on the bound-
ary of the domain, the coefficients of the expansion may vary. When the contact
from on the boundary is pseudo-Einstein and the defining function is chosen
to be the Monge–Ampère solution, these coefficients are studied by Fefferman
[26], cf. also [37]. On the side of complex geometry, the Bergman kernel has
also been studied by many mathematicians, in various generalities, establish-
ing the asymptotic expansion for high powers of line bundles. Moreover, it was
discovered that the coefficients in the asymptotic expansion encode geometric
information about the underlying complex projective manifolds. Besides the
references we mentioned before, which are influenced by the development of
Boutet–Sjöstrand and Boutet de Monvel-Guillemin, we also refer the results of
semi-classical Bergman asymptotic expansion and the corresponding leading
coefficient in this context to [3, 4, 75, 79]. For the first fewer coefficients of the
expansion, readers can find in [20,33,46,47,51,65–68] for example. We refer the
role of these coefficients in complex geometry to [23, 80] for instance.

The coefficients for the asymptotic expansion of singularities of Szegő ker-
nel, like its cousin Bergman kernel, is also fundamental in CR geometry. Differ-
ent from the solution of Fefferman, which also works for Szegő kernel, we want
to study the coefficient problem by the microlocal analysis of the asymptotic ex-
pansion of Boutet de Monvel–Sjöstrand [13]. Let us explain our set-up. We let
(X, T1,0X) be a compact CR manifold of hypersurface type. We assume there is
a global non-vanishing 1-form α ∈ C ∞(X, T∗X) so that

α(u) = 0 for every u ∈ T1,0X ⊕ T0,1X,(1.2.1)

− 1
2i

dα|T1,0X is positive definite.(1.2.2)

This implies that X is a strictly pseudoconvex CR manifold. For every x ∈
X and for all u, v ∈ T1,0

x X, we recall that the Levi form at x is the Hermitian
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quadratic form on T1,0
x X given by

(1.2.3) Lx(u, v) := − 1
2i ⟨ dα(x) , u ∧ v ⟩.

We let T ∈ C ∞(X, TX) be the global real vector field determined by

(1.2.4) α(T) ≡ −1, dα(T, ·) ≡ 0.

The Levi form Lx induces a Hermitian metric called Levi metric ⟨ · | · ⟩ on CTX
determined by

⟨ u | v ⟩ = Lx(u, v), for every u, v ∈ T1,0
x X, x ∈ X,(1.2.5)

⟨ u | v ⟩ = ⟨ u | v ⟩, for every u, v ∈ T1,0
x X, x ∈ X,(1.2.6)

T1,0X ⊥ T0,1X, T ⊥ (T1,0X ⊕ T0,1X),(1.2.7)

⟨ T | T ⟩ = 1.(1.2.8)

We let dimR X = 2n + 1, n ≥ 1. We denote detLx := µ1(x) · · · µn(x), where
µj(x), j = 1, · · · , n, are the eigenvalues of the Levi form with respect to the
given Hermitian metric on CTX. If we take Levi metric on CTX, then

(1.2.9) detLx ≡ 1.

We let ( · | · ) be the L2-inner product on Ω0,q(X) induced by ⟨ · | · ⟩ and let
L2

0,q(X) be the completion of Ω0,q(X) with respect to ( · | · ). We write L2(X) :=
L2

0,0(X). We denote ∂b : C ∞(X) → Ω0,1(X) to be the tangential Cauchy-Riemann
operator on X. We recall that the orthogonal projection

(1.2.10) Π : L2(X) → Ker ∂b

is called the Szegő projection, and its distribution kernel denoted by Π(x, y) is
called Szegő kernel. When ∂b : Dom ∂b ⊂ L2(X) → L2

0,1(X) has closed range,
then under this natural assumption for any fixed p ∈ X, by [9, Theorem at
pp. IX.5], there is an open set U of p and an injective immersion F given by

F :U → Cn+1,(1.2.11)

x 7→ (F1(x), · · · , Fn+1(x)),(1.2.12)

where F1, · · · , Fn+1 ∈ C ∞(X) ∩ Ker ∂b. From now on, we identify U with
∂M

⋂
Ω, where

∂M := {z ∈ Cn+1 : r(z) = 0},(1.2.13)

r(z) ∈ C ∞(Cn+1, R),(1.2.14)

|J(dr)| = 1 on ∂M, J is the standard complex structure on Cn+1,(1.2.15)

Ω is an open set of p in Cn+1.(1.2.16)

From the standard Chern–Moser trick, cf also [42, Lemma 3.2], we can find lo-
cal holomorphic coordinates x = (x1, · · · , x2n+2) = z = (z1, · · · , zn+1), zj =
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x2j−1 + ix2j, j = 1, · · · , n + 1, defined on Ω (we assume that Ω is small enough)
such that

z(p) = 0,(1.2.17)

r(z) = 2Im zn+1 +
n

∑
j=1

|zj|2 + O(|(z1, · · · , zn+1|)4).(1.2.18)

Under such coordinates, by [13, Proposition 1.1 & Theorem 1.5]) we can take an
almost analytic extension of r(z) denoted by ρ(z, w) such that

(1.2.19) ρ(z, w) =
1
i ∑

α,β∈Nn+1
0 ,|α|+|β|≤N

∂α+βr
∂zα∂zβ

(0)
zα

α!
wβ

β!
+ O(|(z, w)|N+1)

for every N ∈ N,

and for the function

(1.2.20) ϕ(x, y) := ρ(z, w)|U×U

we have the following expansion

(1.2.21) Π(x, y) ≡
∫ +∞

0
eitϕ(x,y)a(x, y, t)dt mod C ∞(U × U)

called Boutet de Monvel–Sjöstrand expansion, where

ϕ(x, y) ∈ C ∞(U × U),(1.2.22)
Im ϕ ≥ 0,(1.2.23)

ϕ(x, y) = 0 if and only if x = y,(1.2.24)

dxϕ(x, x) = −dyϕ(x, x) = −α(x), for every x ∈ U,(1.2.25)

and

a(x, y, t) ∼
+∞

∑
j=0

aj(x, y)tn−j in Sn
1,0(U × U × R+),(1.2.26)

a0(x, x) =
1

2πn+1 , for every x ∈ U.(1.2.27)

Moreover, we can check that the function ϕ constructed from ρ satisfies

∂b,x(ϕ(x, y)) vanishes to infinite order at x = y,(1.2.28)

∂b,y(−ϕ(y, x)) vanishes to infinite order at x = y.(1.2.29)
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Nevertheless, we will see in Theorem 2.6 that for any Szegő phase function
φ ∈ C ∞(U × U) which has the properties that

Im φ(x, y) ≥ 0,(1.2.30)

φ(x, y) = 0 if and only if x = y,(1.2.31)

dx φ(x, x) = −dy φ(x, x) = −α(x),(1.2.32)

but not necessarily satisfies (1.2.28) and (1.2.29), we can always find a symbol
s(x, y, t) ∼ ∑+∞

j=0 sj(x, y)tn−j in Sn
1,0(U × U × R+) such that

(1.2.33) Π(x, y) ≡
∫ +∞

0
eitφ(x,y)s(x, y, t)dt.

This implies for each Fourier integral operator of Boutet de Monvel–Sjöstrand
microlocally approximated the Szegő projection, the coefficients sj(x, y) natu-
rally depend on the choice of φ(x, y). We will prove a known result in Theorem
3.3 that the leading coefficient s0(x, x) on diagonal is independent of the choice
of φ(x, y). However, the sub-leading coefficient s1(x, x) on diagonal not only
depends on the choice of the Szegő phase function, but also relies on the choice
of the off-diagonal behavior of the leading coefficient s0(x, y). Let us see an
example. If we let

σ0(x, y) := s0(x, y) + κ(x, y)φ(x, y), κ(x, y) ∈ C ∞(U × U),(1.2.34)

σ1(x, y) := s1(x, y)− inκ(x, y)(1.2.35)

and set

(1.2.36) σ(x, y, t) ∼ tnσ0(x, y) + tn−1σ1(x, y)

+
+∞

∑
j=0

tn−js(x, y) in Sn
cl (U × U × R+) ,

then it is not difficult to check that

(1.2.37)
∫ +∞

0
eitφ(x,y)s(x, y, t)dt ≡

∫ +∞

0
eitφ(x,y)σ(x, y, t)dt mod C ∞(U × U),

and it is clear that s1(x, x) ̸= σ1(x, x) may happen.
If we want to determine the value of s1(x, x), such ambiguity will leads to

a huge difficulty. To settle up the issue, we need to find a suitable class of
phase function and the corresponding leading term to understand a1(x, x) in
the expansion of Boutet–Sjöstrand. We now formulate our main result. We let
x = (x1, · · · , x2n+1) be a local coordinates of X defined on an open set D ⊂ X
with T = − ∂

∂x2n+1
on D. By the Malgrange preparation theorem [40, Theorem

7.5.5], for any Szegő phase function φ, we may assume that

(1.2.38) φ(x, y) = f (x, y)(−x2n+1 + g(x′, y)) on D,
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where f , g ∈ C ∞(D × D) and f (x, x) = 1 for every x ∈ D. We let

(1.2.39) Φ := −x2n+1 + g(x′, y).

It is not difficult to see that Φ(x, y) satisfies (1.2.25), Φ(x, y)t and ϕ(x, y)t are
equivalent in the sense of Melin–Sjöstrand. Moreover, in this context we can
check that

(1.2.40) (T2Φ)(x, x) = 0 at every x ∈ D.

Under the above supplementary conditions, we have the following.

THEOREM 1.5 ([61, Lemma 1.1]). We let X be a compact strictly pseudoconvex
embeedable CR manifold of dimR X = 2n + 1, n ≥ 1, and D ⊂ X be any open co-
ordinate patch with local coordinates x = (x1, · · · , x2n+1). For Szegő phase functions
φ1(x, y), φ2(x, y) ∈ C ∞(D × D), we assume that φ1, φ2 satisfy (1.2.40). If we have
(1.2.41)∫ +∞

0
eitφ2(x,y)α(x, y, t)dt ≡

∫ +∞

0
eitφ1(x,y)β(x, y, t)dt mod C ∞(D × D),

where α(x, y, t), β(x, y, t) ∈ Sn
cl (D × D × R+) have the properties that for all x ∈ D

we have

α0(x, x) = β0(x, x),(1.2.42)

(Tα0)(x, x) = (Tβ0)(x, x) = 0,(1.2.43)

then we get

(1.2.44) α1(x, x) = β1(x, x).

We will present the proof of above statement in Lemma 5.5, which is the
local version of this theorem. Accordingly, we know which class of phase func-
tion and leading coefficient we should seek for determining the sub-leading
coefficient, and we will see that the assumption on the leading coefficient in the
previous theorem is always possible by Lemma 5.6. Furthermore, by applying
Lemma 5.5 and Theorem 5.7, we can demonstrate that the pointwise value of the
sub-leading term can be calculated. Specifically, we can use the special Szegő
phase function, denoted as ϕ as before and constructed by (1.2.19). From Tay-
lor expansion of ϕ, we can represent some pseudohermitian data by derivatives
of ϕ, and by combining Hörmander stationary phase formula, we can read the
recursive formula of the leading and sub-leading coefficients from the relation
Π = Π ◦ Π. Our result for the second coefficient of Boutet–Sjöstrand expansion
then follows as below.

THEOREM 1.6 ([61, Theorem 1.2]). We let (X, T1,0X, α) be a compact strictly
pseudoconvex embeedable CR manifold of dimR X = 2n + 1, n ≥ 1, and D ⊂ X be
any open coordinate patch with local coordinates x = (x1, · · · , x2n+1). We let T be
the Reeb vector field on X induced by strict psedoconvexity of (X, T1,0X, α). The set
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of Szegő phase functions {φ ∈ C ∞(D × D) : (T2φ)(x, x) = 0 for all x ∈ D} is
non-empty, and for any element φ in the set we can find a symbol

(1.2.45) s(x, y, t) ∼
+∞

∑
j=0

sj(x, y)tn−j in Sn
1,0(D × D × R+)

such that for all (x, y) ∈ D × D we have

s0(x, x) =
1

2πn+1 ,(1.2.46)

Tx ◦ s0(x, y) = 0,(1.2.47)

s1(x, x) =
1

4πn+1 Rscal(x),(1.2.48)

and

(1.2.49) Π(x, y) ≡
∫ +∞

0
eitφ(x,y)s(x, y, t)dt mod C ∞(D × D),

where Rscal is the Tanaka–Webster scalar curvature on X, cf. (5.1.15).

The proof of this theorem will be conducted in §5.3. The consideration for
the existence of Φ such that (T2Φ)(x, x) = 0 is motivated by the case of that X
admits a transversal CR circle action, cf. [33]. We give an elementary example
which our result does not apply. We let z, w ∈ ∂Dn ⊂ Cn+1, where D := {z ∈
Cn+1 : |z|2 = 1}. By Riesz–Fischer theorem argument, it is known in classical
several complex variables that

(1.2.50) Π(z, w) =
n!

2πn+1
1

(1 − ⟨z, w⟩)n+1 =
∫ +∞

0
eit(i(1−⟨z,w⟩)) 1

2πn+1 tndt.

as a distribution and an oscillatory integral. However, we can check that for
z, w ∈ ∂Dn we have T2

z (1− ⟨z, w⟩) ̸= 0 and Rscal(z) =
n(n+1)

2 ̸= 0. This example
shows that the the auxiliary condition in our theorem is necessary.



CHAPTER 2

Preliminaries

We use the following notations and conventions throughout this article. Z

is the set of integers, N = {1, 2, 3, · · · } is the set of natural numbers and we
put N0 = N

⋃{0}; R is the set of real numbers, R+ := {x ∈ R : x > 0}
and Ṙ := R \ {0}; C is the set of complex numbers and Ċ := C \ {0}. For a
multi-index α = (α1, · · · , αn) ∈ Nn

0 and x = (x1, · · · , xn) ∈ Rn, we set

xα = xα1
1 · · · xαn

n ,(2.0.1)

∂xj =
∂

∂xj
, ∂α

x = ∂α1
x1 · · · ∂αn

xn =
∂|α|

∂xα
·(2.0.2)

Let z = (z1, · · · , zn), zj = x2j−1 + ix2j, j = 1, · · · , n, be coordinates on Cn. We
write

zα = zα1
1 · · · zαn

n , zα = zα1
1 · · · zαn

n ,(2.0.3)

∂zj =
∂

∂zj
=

1
2

( ∂

∂x2j−1
− i

∂

∂x2j

)
, ∂zj =

∂

∂zj
=

1
2

( ∂

∂x2j−1
+ i

∂

∂x2j

)
,(2.0.4)

∂α
z = ∂α1

z1 · · · ∂αn
zn =

∂|α|

∂zα
, ∂α

z = ∂α1
z1
· · · ∂αn

zn
=

∂|α|

∂zα .(2.0.5)

For j, s ∈ Z, we set δjs = 1 if j = s, δjs = 0 if j ̸= s. All the smooth manifolds in
this work are assumed to be paracompact.

2.1. Elements of microlocal and semi-classical analysis

In this section we recall basic notions of microlocal and semi-classical anal-
ysis, and we refer to [22, 31, 39, 40, 72] for detail.

For a C ∞-orientable manifold W, we let TW and T∗W denote the tangent
bundle of W and the cotangent bundle of W respectively. The complexified
tangent bundle of W and the complexified cotangent bundle of W will be de-
noted by CTW and CT∗W respectively. We write ⟨ · , · ⟩ to denote the pointwise
duality between TW and T∗W. We extend ⟨ · , · ⟩ bilinearly to CTW × CT∗W.
We let E be a C ∞-vector bundle over W. The fiber of E at x ∈ W will be de-
noted by Ex. With respect to the base manifold W, the spaces of smooth sec-
tions of E will be denoted by C ∞(W, E), and we let C ∞

0 (W, E) be the subspace
of C ∞(W, E) whose elements have compact support in W; the spaces of distri-
bution sections of E will be denoted by D ′(W, E), and we let E ′(W, E) be the
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subspace of D ′(W, E) whose elements have compact support in W. We denote
I to be the identity map on W. For an open set V ⊂ W, f ∈ C ∞(V × V, E)
and a number N ∈ N, we write f = O(|x − y|N) if f vanishes to (N − 1)-order
at the diagonal (when E = C, this means that (∂α

x∂
β
y f )(x, x) = 0 for all x ∈ V

and |α|+ |β| ≤ N − 1). We also write f = O(|x − y|+∞) if the previous relation
holds for arbitrary N ∈ N. Similarly, at a point p ∈ V we write f = O(|(p, p)|N)
if f vanishes to (N − 1)- order at (p, p) and we write f = O(|(p, p)|+∞) if the
previous relation holds for arbitrary N ∈ N.

We recall the Schwartz kernel theorem [40, §5.2]. We let E and F be C ∞-
vector bundles over orientable C ∞-manifolds W1 and W2, respectively, equipped
with smooth densities of integration. If A : C ∞

0 (W2, F) → D ′(W1, E) is contin-
uous, we write A(x, y) to denote the Schwartz kernel of A. The following two
statements are equivalent

(i) A is continuous: E ′(W2, F) → C ∞(W1, E),
(ii) A(x, y) ∈ C ∞ (W1 × W2, L (F, E)).

Here we write L (F, E) to denote the vector bundle with fiber over (x, y) ∈
W1 × W2 consisting of the linear maps L (Fy, Ex) from Fy to Ex. If A satisfies
(i) or (ii), we say that A is smoothing on W1 × W2. For continuous operators
A, B : C ∞

0 (W2, F) → D ′(W1, E), we write

(2.1.1) A ≡ B on W1 × W2

if A− B is a smoothing operator. If (2.1.1) holds when W1 = W2 = W, we simply
write A ≡ B on W or just A ≡ B. For an open set V ⊂ W, we say that a distribu-
tional section A(x, y) ∈ D ′(V ×V, L (E, E)), which possibly smoothly depends
on some other parameter, is properly supported (in the variables (x, y)) if the
restrictions of the two projections (x, y) 7→ x, (x, y) 7→ y to supp A(x, y) are
proper maps, and we say an operator A is properly supported if the Schwartz
kernel A(x, y) is properly supported.

For a C ∞-vector bundle E over a C ∞-orientable compact manifold W and
any number s ∈ R, with respect to the standard L2-norm ∥ · ∥ for the section of
E we let Hs(W, E) to be the standard Sobolev space of order s for sections of E
with the Sobolev norm ∥ · ∥s. We let Hs

comp(W, E) be the subspace of Hs(W, E)
whose elements have compact support in W. For a relatively compact open set
U ⋐ W, we put

(2.1.2) Hs
loc (U, E) =

{
u ∈ D ′(U, E) : χu ∈ Hs

comp(U, E) , ∀χ ∈ C ∞
0 (U)

}
.

For smooth vector bundles E, F over W and an operator Fz : Hs1
comp(W1, E) →

Hs2
loc(W2, F) smoothly depending on some parameter z ∈ C, we write

(2.1.3) Fz = O (g(z)) in L
(

Hs1
comp(W1, E), Hs2

loc(W2, F)
)
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if for every z ∈ C the operator Fz : Hs1
comp(W1, E) → Hs2

loc(W2, F) is continuous
and for any χj ∈ C ∞

0 (Wj), j = 1, 2, τ1 ∈ C ∞
0 (W1), τ1 ≡ 1 on supp χ1, there is a

constant c > 0 independent of z such that

(2.1.4) ∥χ2Fzχ1u∥s2 ≤ c · |g(z)| · ∥τ1u∥s1 , ∀u ∈ Hs1
loc(W1, E).

For any m ∈ R, 0 ≤ δ ≤ ρ ≤ 1, N ∈ N and the smooth vector bundle E = C

over an open set V ⊂ Rn, the Hörmander symbol sapce Sm
ρ,δ
(
V × RN, E

)
of or-

der m with type (ρ, δ) is defined by the set collecting all a(x, η) ∈ C ∞ (V × RN, E
)

such that for all compact sets K ⋐ V and all multi-indices α, β, there is a constant
C = CK,α,β(a) > 0 such that

(2.1.5)
∣∣∣∂α

x∂
β
η a(x, η)

∣∣∣ ≤ C(1 + |η|)m−ρ|β|+δ|α|, for all (x, η) ∈ K × RN, |η| ≥ 1.

The space of symbol of order minus infinity is denoted by S−∞
ρ,δ

(
V × RN, E

)
,

which collects all a(x, η) ∈ C ∞ (V × RN, E
)

such that for all compact sets K ⋐
V, all multi-indices α, β, and each M > 0, there is a constant C = CK,α,β(a) > 0
such that

(2.1.6)
∣∣∣∂α

x∂
β
η a(x, η)

∣∣∣ ≤ C(1 + |η|)−M, for all (x, η) ∈ K × RN, |η| ≥ 1.

We can check that for any fixed (ρ, δ) ∈ [0, 1]× [0, 1],

(2.1.7) S−∞
(

V × RN, E
)
=

⋂
m∈R

Sm
ρ,δ

(
V × RN, E

)
.

For aj ∈ S
mj
ρ,δ

(
V × RN, E

)
, j = 0, 1, 2, · · · with mj → −∞ as j → +∞, by

Borel construction, there always exists a ∈ Sm0
ρ,δ

(
V × RN, E

)
unique modulo

S−∞ (V × RN, E
)

such that for all ℓ = 1, 2, · · · ,

(2.1.8) a −
ℓ−1

∑
j=0

aj ∈ Smℓ
ρ,δ

(
V × RN, E

)
.

If a and aj have the properties above, we call a is the asymptotic sum of aj and
write

(2.1.9) a ∼
+∞

∑
j=0

aj in Sm0
ρ,δ

(
V × RN, E

)
.
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We recall the classical symbol space Sm
cl

(
V × RN, E

)
is the set collecting all ele-

ments a ∈ Sm
1,0
(
V × RN, E

)
such that

a ∼
+∞

∑
j=0

(1 − χ)aj in Sm
1,0

(
V × RN, E

)
,(2.1.10)

χ ∈ C ∞(RN), χ ≡ 1 near 0,(2.1.11)

aj ∈ C ∞
(

V × ṘN, E
)

, aj(x, λη) = λm−jaj(x, η), ∀λ > 0.(2.1.12)

We recall the local definition of oscillatory integrals. For open sets V1 ⊂ Rn1 ,
V2 ⊂ Rn2 , V := V1 × V2, 0 < ρ ≤ 1, 0 ≤ δ < 1, φ(x, η) ∈ C ∞(V × ṘN) such that

Im φ(x, y, η) ≥ 0,(2.1.13)

φ(x, y, λη) = λφ(x, y, η), ∀ λ > 0,(2.1.14)
n1

∑
j=1

∂φ

∂xj
dxj +

n2

∑
j=1

∂φ

∂yj
dyj +

N

∑
ℓ=1

∂φ

∂ηℓ
dηℓ ̸= 0,(2.1.15)

then for a(x, y, η) ∈ Sm
ρ,δ(V × RN, E) and m + ℓ < −N, ℓ ∈ N, we always have

(2.1.16)
∫

eiφ(x,y,η)a(x, y, η)dη ∈ C ℓ(V, E).

Moreover, using partial integration, for any a(x, y, η) ∈ ⋃
m∈R Sm

ρ,δ(V × RN, E),
we can check that for any τ ∈ C ∞

0 (RN) such that τ(0) = 1 the notation

(2.1.17)
∫

eiφ(x,y,η)a(x, y, η)dη := lim
ϵ→0

∫
eiφ(x,y,η)τ(ϵη)a(x, y, η)dη

defined by the limit in the sense of distribution is in fact also an element in
D ′(V, E) and this notation coincides with the relation (2.1.16) when the order
of m is suitably small. The above form of integral is called an oscillatory inte-
gral, and a continuous operator Iφ(a) : C ∞

0 (V2) → C ∞(V1) determined by the
Schwartz kernel in the form of (2.1.17) is called a Fourier integral operator of
order

(2.1.18)
(

m +
N
2
− n1 + n2

4

)
.

By properly supported partition of unity [31, pp. 29], if a Fourier integral oper-
ator is smoothing away from the diagonal, it can be decomposed into the sum
of a properly supported Fourier integral operator and a smoothing operator.
When ρ + δ = 1 and ρ > δ, by the theory of the equivalence of phase func-
tions, cf. [39, §2.3] and [31, §11] when Im φ = 0 and [72, §4] for the general case
of Im φ ≥ 0, we can define global Fourier integral operators on smooth mani-
folds. All the notations above about Hörmander symbols and Fourier integral
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operators are also well-defined for abstract smooth vector bundles and arbitrary
smooth manifolds, where the reader can refer to [43, §18] and [44, §25].

Next, for an open set W ⊂ Cn1 such that WR := W ∩ Rn1 ̸= ∅, we say that a
function f ∈ C ∞(W) is almost analytic if, for any compact subset K ⊂ W such
that K ∩ Rn1 ̸= ∅ and any N ∈ N0, there is a constant CN > 0 such that

(2.1.19)
∣∣∣∣∂ f

∂z
(z)
∣∣∣∣ ≤ CN|Imz|N for all z ∈ K.

We say two almost analytic functions f1 and f2 are equivalent if for any compact
subset K ⊂ W such that K ∩ Rn1 ̸= ∅ and any N ∈ N0, there is a constant
CN > 0 such that |( f1 − f2)(z)| ≤ CN|Imz|N for all z ∈ K. For any f ∈ C ∞(WR),
f always admits an almost analytic extension on W up to equivalence. We need
the following result from [72, Lemma 2.1].

THEOREM 2.1. We assume f (x, w) is a smooth complex-valued function in a
neighborhood of (0, 0) ∈ Rn1+n2 and that Im f ≥ 0, Im f (0, 0) = 0, f ′x(0, 0) = 0,
det f ′′xx(0, 0) ̸= 0. We let f̃ (z, w̃) be an almost analytic extension of f to a complex
neighborhood of (0, 0), where z ∈ Cn1 and w̃ ∈ Cn2 . Then the equation

(2.1.20)
∂ f̃
∂z

(z, w̃) = 0

has a solution of the form z = Z(w̃) in a neighborhood of 0 ∈ Cn2 , and there is a
constant C > 0 such that

(2.1.21) Im f̃ (Z(w̃), w̃) ≥ C|ImZ(w̃)|2, for w̃ ∈ Rn2 near 0.

We now present the complex stationary phase formula by Melin–Sjöstrand
[72, Theorem 2.3], which will be used several times in our work. For conve-
nience, we use the notation f̃ ′z = ∂ f̃ /∂z.

THEOREM 2.2. Let f (x, w) be as in Theorem 2.1. Then there are real neighborhoods
U and V of the origin of Rn1 and Rn2 , respectively, and differential operators Cw,j :=
Cw,j(Dx), j ∈ N0, of order less or equal to 2j with smooth coefficients in w ∈ V, such
that for each compact set K1 ⊂ U and any u(x, w) ∈ C ∞(Rn1 × Rn2) with support in
K1 × V we have the following estimate: For all compact set K2 ⊂ V, for every N ∈ N,
for any α ∈ N

n2
0 and β ∈ N0, there is a constant C = CK1,K2,N,α,β(u, f ) > 0 so that
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for (w, t) ∈ K2 × [1,+∞),

(2.1.22)

∣∣∣∣∣∂α
w∂

β
t

( ∫
eit f (x,w)u(x, w)dx

−
(

det

(
t f̃ ′′zz(Z(w), w)

2πi

))− 1
2

eit f̃ (Z(w),w)
N−1

∑
j=0

(Cw,jũ)(Z(w), w)t−j

)∣∣∣∣∣
≤ C t−N− n1

2 +|α|,

where Cw,0 = 1. Here ũ(z, w̃) is an almost analytic extension of u(x, w) on U ×V and

(2.1.23)

(
det

(
t f̃ ′′zz(Z(w), w)

2πi

))− 1
2

is the branch of the square root of the

(2.1.24)

(
det

(
t f̃ ′′zz(Z(w), w)

2πi

))−1

,

which is continuously deformed into 1 under the homotopy

(2.1.25) s ∈ [0, 1] 7→ −i(1 − s) f̃ ′′zz(Z(w), w) + sI ∈ GL(n1, C).

We recall some notations and properties of pseudodifferential operators used
in this work. We let U ⊂ Rn be an open set and E be a smooth vector bundle
over U. By P ∈ Lm

ρ,δ (U; E) we mean a pseudodifferential operator P of order m
of type (ρ, δ) sending sections of E to sections of E, where ρ+ δ = 1. This means
that the operator P has the Schwartz kernel given by the oscillatory integral

(2.1.26) P(x, y) :=
∫

Rn
ei⟨x−y,η⟩p(x, y, η)

dη

(2π)n ,

where p(x, y, η) ∈ Sm
ρ,δ(U × U × Rn, L (E, E)). It is straightforward to check

that

(2.1.27) F : E ′(U, E) → C ∞(U, E) is continuous if and only if F ∈ L−∞(U; E),

and from now on we also us the notation L−∞(U; E) for the space of smooth-
ing operator on U acting on sections of E. We recall that any pseudodifferential
operator locally can be decomposed into the sum of a properly supported pseu-
dodifferential operator and a smoothing operator. In this context, directly by
the trick of Kuranishi, cf. [31, pp. 34-35] for example, we can extend the defini-
tion of pseudodifferential operators to smooth manifolds. When P is properly
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supported and the type of P satisfies ρ > δ, we say that P is regular, and in this
context the complete symbol of P defined by

(2.1.28) σP(x, η) := e−i⟨x,η⟩P(ei⟨y,η⟩)

can be constructed by asymptotic sums

(2.1.29) σP(x, η) ∼ ∑
α∈Nn

i−|α|

α!
(∂α

η∂α
y p(x, y, η))|y=x

in Sm
ρ,δ(U × Rn, L (E, E)) such that

(2.1.30) P(x, y) ≡
∫

Rn
ei⟨x−y⟩σP(x, η)

dη

(2π)n .

By the asymptotic expansion (2.1.29) of σP(x, η), people develop the calculus of
regular pseudodifferential operators. In this context, the standard pseudodif-
ferential calculus enable one to directly check that if P ∈ Lm

ρ,δ(U; E) is regular,
then P is a continuous operator on Sobolev spaces that

P : Hs
loc(U, E) → Hs−m

loc (U, E),(2.1.31)

P : Hs
comp(U, E) → Hs−m

comp(U, E),(2.1.32)

for every s ∈ R. Also, by the asymptotic expansion of σP(x, η) we can define the
principal symbol p0(x, η) by the image of σP(x, η) in the quotient Sm

ρ,δ/Sm−(ρ−δ)
ρ,δ ,

and the principal symbol p0(x, η) turns out to be globally-defined on T∗U. We
denote Lm

cl(U : E) ⊂ Lm
1,0(U; E) to be the space of classical pseudodifferential

operators, where for P ∈ Lm
cl(U; E) we have σP(x, η) ∈ Sm

cl(U × Rn, E), and
through the asymptotic expansion of σP(x, η) for P ∈ Lm

cl(U, E) we may assume
that p0(x, η) satisfies p0(x, λη) = λm p0(x, η) for all λ ≥ 1 in this situation. We
say a regular pseudodifferential operator P ∈ Lm

ρ,δ(U; E) is elliptic at a point
(x0, η0) ∈ T∗U if there is a constant C > 0 such that the complete symbol
|σP(x, η)| ≥ 1

C (1 + |η|)m in a conic neighborhood of (x0, η0) when |η| ≥ C.
When the principal symbol p0(x, η) is positively homogeneous of order m, this
condition is equivalent to p0(x0, η0) is invertible. We say a regular pseudodif-
ferential operator P is elliptic on U if P is elliptic at all point (x, η) ∈ T∗U. If
P is elliptic, then for every u ∈ D ′(U, E) we have u ∈ Hs

loc(U, E) if and only if
Pu ∈ Hs−m

loc (U, E). We say P is hypoelliptic if for every u ∈ D ′(W, E) such that
Pu ∈ C ∞(W, E) we have u ∈ C ∞(W, E). When the type of P satisfies ρ = δ = 1

2 ,
it is more difficult to construct the asymptotic expansion of the complete symbol
σP and the symbolic calculus of such pseudodifferential operators. In our work,
we apply the classical theory of Calderon and Vaillancourt, cf. [22, pp. 50-51] or
[43, Theorem 18.6.6], which implies that when P ∈ Lm

1
2 , 1

2
(U; E) we still have the
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continuous maps between Sobolev spaces that

P : Hs
loc(U, E) → Hs−m

loc (U, E),(2.1.33)

P : Hs
comp(U, E) → Hs−m

comp(U, E),(2.1.34)

for every s ∈ R.
Finally, we recall some notations in semi-classical analysis. We let W1, W2

be bounded open subsets of Rn1 and Rn2 , respectively. Let E and F be smooth
complex vector bundles over W1 and W2, respectively. Let s1, s2 ∈ R and n0 ∈
Z. Let W be an open set in RN and E be a vector bundle over W, we define the
space

(2.1.35) S(1; W, E) := {a ∈ C ∞(W, E) : sup
x∈W

|∂α
xa(x)| < +∞ for all α ∈ NN

0 },

where the number 1 in the notation for symbol space we mean the order func-
tion equals to 1 (cf. [22, Definition 7.4] for example). We then consider the space
S0

loc(1; W) containing all smooth functions a(x, k) with real parameter k such
that for all multi-index α ∈ NN

0 , any cut-off function χ ∈ C ∞
0 (W), we have

(2.1.36) sup
k∈R
k≥1

sup
x∈W

|∂α
x(χ(x)a(x, k))| < +∞.

For general m ∈ R, we can also consider

(2.1.37) Sm
loc(1; W, E) := {a(x, k) : k−ma(x, k) ∈ S0

loc(1; W, E)}.

In other words, Sm
loc(1; W, E) takes all the smooth function a(x, k) with param-

eter k ∈ R satisfying the following estimate. For any compact set K ⋐ W, any
multi-index α ∈ Nn

0 , there is a constant CK,α > 0 independent of k such that

(2.1.38) |∂α
x(a(x, k))| ≤ CK,αkm, for all x ∈ K, k ≥ 1.

For a sequence of aj ∈ S
mj
loc(1; W, E) with mj decreasing, mj → −∞, and a ∈

Sm0
loc(1; W, E), we denote

(2.1.39) a(x, k) ∼
+∞

∑
j=0

aj(x, k) in Sm0
loc(1; W, E)

if for all ℓ ∈ N we have

(2.1.40) a −
ℓ−1

∑
j=0

aj ∈ Smℓ
loc(1; W, E).

In fact, for all sequence aj above, there always exists an element a as the asymp-
totic sum, which is unique up to the elements in

(2.1.41) S−∞
loc (1; W, E) :=

⋂
m

Sm
loc(1; W, E).
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We use the notation Sm
loc, cl(1; W, E) to denote the subspace of Sm

loc(1; W, E) col-
lecting the elements a(x, k) with the asymptotic expansion

(2.1.42) a(x, k) ∼
+∞

∑
j=0

aj(x)km−j in Sm
loc(1; W, E).

We recall the concept of k-negligible operators. For k ∈ R+ and an operator
Fk : C ∞

0 (V, E) → D ′(U, E) depending on the parameter k, we write

(2.1.43) Fk = O
(
k−∞) in L

(
Hs1

comp(W1, E) → Hs2
loc(W2, F)

)
if

(2.1.44) Fz = O
(

k−N
)

in L
(

Hs1
comp(W1, E) → Hs2

loc(W2, F)
)

, ∀N ∈ N0.

Also, we say a kernel Fk(x, y) is k-negligible and write

(2.1.45) Fk(x, y) = O(k−∞) on U × V

or just

(2.1.46) Fk = O(k−∞) on U × V

if for all k > 0 large enough, Fk is a smoothing operator, and for any compact
set K in U × V, for all multi-index α ∈ N

n1
0 , β ∈ N

n2
0 and N ∈ N0, there exists a

constant CK,α,β,N > 0 such that

(2.1.47)
∣∣∣∂α

x∂
β
y Fk(x, y)

∣∣∣ ≤ CK,α,β,Nk−N

for all x, y ∈ K. For k-dependent operators Fk and Gk, sometimes we also write

(2.1.48) Fk = Gk on W1 × W2

if Fk − Gk = O (k−∞) on W1 × W2. By straightforward generalization, all the
notations introduced above can be defined on smooth manifolds.

2.2. Non-degenerate Cauchy–Riemann manifolds

Let us first recall some essential material about geometry of Cauchy–Riemann
manifolds we will use. We let X be a connected, smooth and orientable mani-
fold of real dimension 2n + 1, n ≥ 1. We say a pair (X, T1,0X) is a codimension
one or hypersurface type Cauchy–Riemann manifold if there is a subbundle
T1,0X ⊂ CTX, such that

(i) dimC T1,0
p X = n for any p ∈ X.

(ii) T1,0
p X ∩ T0,1

p X = {0} for any p ∈ X, where T0,1
p X := T1,0

p X.
(iii) For vector fields V1, V2 ∈ C ∞(X, T1,0X), then [V1, V2] ∈ C ∞(X, T1,0X),

where [·, ·] stands for the Lie bracket between vector fields.
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We will use the phrase CR manifold in this work to abbreviate the hypersurface
type Cauchy–Riemann manifold. For the above subbundle T1,0X, we call it a
CR structure of the CR manifold X. From now on, we always discuss on a CR
manifold (X, T1,0X) of real dimension 2n + 1, n ≥ 1.

We denote by T∗1,0X and T∗0,1X the dual bundles of T1,0X and T0,1X, re-
spectively. We define the vector bundle of (0, q)-forms by T∗0,qX := Λq T∗0,1X.

The Levi distribution (or holomorphic tangent space) HX of the CR mani-
fold X is the real part of T1,0X ⊕ T0,1X, i.e., the unique sub-bundle HX of TX
such that CHX = T1,0X ⊕ T0,1X. We let J : HX → HX be the complex struc-
ture given by J(u + u) = iu − iu, for every u ∈ T1,0X. If we extend J complex
linearly to CHX we have T1,0X = {V ∈ CHX ; JV = iV}. The annihilator
(HX)0 ⊂ T∗X of HX is called the characteristic bundle of the CR manifold.
Since X is orientable, the characteristic bundle (HX)0 is a trivial real line sub-
bundle. We fix a global frame of (HX)0, that is, a real non-vanishing 1-form
α ∈ C ∞(X, T∗X) such that (HX)0 = Rα, called characteristic one form. We have

(2.2.1) ⟨ α(x), u ⟩ = 0 for any u ∈ HxX, x ∈ X.

It turns out that the restriction of dα on HX is a (1, 1)-form. The Levi form of X
at x ∈ X is the Hermitian quadratic form on T1,0

x X given by

(2.2.2) Lx(u, v) = − 1
2i
⟨ dα(x), u ∧ v ⟩ = − 1

2i
dα(u, v) for u, v ∈ T1,0

x X.

A CR manifold X is said to be non-degenerate if for every x ∈ X the Levi form Lx
is non-degenerate. It is clear that this definition does not depend on the choice
of the characteristic one form α. If X is non-degenerate then α is a contact form
and the Levi distribution HX is a contact structure. Locally, there exists an
orthonormal basis {Z1, · · · ,Zn} of T1,0X with respect to the Hermitian metric
⟨ · | · ⟩ such that Lp is diagonal in this basis, Lp(Zj,Z ℓ) = δj,ℓµj(p). The entries
µ1(p) · · · , µn(p) are called the eigenvalues of the Levi form at p ∈ X with respect
to ⟨ · | · ⟩. We notice that the sign of the eigenvalues does not depend on the
choice of the metric ⟨ · | · ⟩. From now on, we use n− to denote the number of
negative eigenvalues and n+ for the number of positive eigenvalues of the Levi
form on X, respectively. In our context, n− + n+ = n and the pair (n−, n+)
is called the signature (of the Levi form) of the CR manifold (X, T1,0X), which
is in fact independent of the choice of Hermitian metric on CTX. A strongly
pseudoconvex CR manifold of real dimension 2n + 1 has a constant signature
(n−, n+) = (0, n). In fact, it is known that for each j ∈ {1, · · · , n} the function
p 7→ µj(p) is a continuous function on X, so by intermediate value theorem
we know that the Levi form on a non-degenerate CR manifold must have the
constant signature. Finally, we let T ∈ C ∞(X, TX) be a vector field, called
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characteristic vector field, such that

(2.2.3) CTX = T1,0X ⊕ T0,1X ⊕ CT and ιT α = −1,

and we let ⟨·|·⟩ be a Hermitian metric on CTX such that the decomposition of
CTX is orthogonal.

2.3. Szegő projections for lower energy forms

Let us recall some essential material about analysis on Cauchy–Riemann
manifolds. By linear algebra, the Hermitian metric ⟨·|·⟩ induces a Hermitian
metric on ΛrCT∗X given by

(2.3.1) ⟨u1 ∧ · · · ∧ ur|v1 ∧ · · · ∧ vr⟩ = det
((

⟨uj|uk⟩
)r

j,k=1

)
where uj, vk ∈ CT∗X, j, k = 1, · · · , r. We can take the orthogonal projection

(2.3.2) π(0,q) : ΛqCT∗X → T∗0,qX := Λq(T∗0,1X).

The tangential Cauchy–Riemann operator is defined by

(2.3.3) ∂b := π(0,q+1) ◦ d : C ∞(X, T∗0,qX) → C ∞(X, T∗0,q+1X).

By Cartan’s magic formula, we can check that ∂
2
b = 0. We take the L2-inner

product (·|·) on C ∞(X, T∗0,qX) induced by ⟨·|·⟩ via

(2.3.4) ( f |g) :=
∫

X
⟨ f |g⟩dm(x), f , g ∈ C ∞(X, T∗0,qX),

where

(2.3.5) dm(x) = m(x)dx

is the given volume form on X. We also recall that there is another volume form

(2.3.6) dv(x) = v(x)dx

which is induced by the Hermitian metric and compatible with α such that

v(x) :=
√

det g,(2.3.7)

g := (gjk)
2n+1
j,k=1,(2.3.8)

gjk := ⟨ ∂

∂xj
| ∂

∂xk
⟩.(2.3.9)

We let L2
0,q(X) := L2(X, T∗0,qX) be the completion of Ω0,q(X) := C ∞(X, T∗0,qX)

with respect to (·|·). We extend the closed and densely-defined operator ∂̄b to
L2

0,q(X), q ∈ {0, 1, · · · , n}, by

(2.3.10) ∂̄b : Dom ∂̄b ⊂ L2
0,q(X) → L2

0,q+1(X) ,
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where

(2.3.11) Dom ∂̄b := {u ∈ L2
0,q(X) : ∂̄bu ∈ L2

0,q+1(X)}

and for any u ∈ L2
0,q(X) we define ∂̄bu in the sense of distributions. We also

write

(2.3.12) ∂̄∗b,H : Dom ∂̄∗b,H ⊂ L2
0,q+1(X) → L2

0,q(X),

where

(2.3.13) Dom ∂̄∗b,H

:= {v ∈ L2
0,q(X) : ∃! w ∈ L2

0,q+1(X) so that
(
∂̄bu
∣∣v) = (u|w), ∀u ∈ Dom ∂b},

to denote the Hilbert space adjoint of ∂̄b in the L2 space with respect to (·|·). We
let 2(q)

b denote the Kohn Laplacian (extended by Gaffney extension) given by

Dom2(q)
b =

{
s ∈ Dom ∂̄b ∩ Dom ∂̄∗b,H : ∂̄bs ∈ Dom ∂̄∗b,H, ∂̄∗b,Hs ∈ Dom ∂̄b

}
,

(2.3.14)

2(q)
b s = ∂̄b∂̄∗b,Hs + ∂̄∗b,H ∂̄bs for s ∈ Dom2(q)

b .

(2.3.15)

For every q ∈ {0, 1, · · · , n}, 2(q)
b is a positive self-adjoint operator. We refer

this fact to the functional analysis argument [68, Proposition 3.1.2]. We also
notice that 2(q)

b is never an elliptic differential operator for its principal symbol
vanishes on the set Σ, where

Σ := Σ− ∪ Σ+,(2.3.16)

Σ− :=

{
(x, η) ∈ T∗X :

2n+1

∑
j=1

ηj(x)dxj = cα(x), c < 0

}
,(2.3.17)

Σ+ :=

{
(x, η) ∈ T∗X :

2n+1

∑
j=1

ηj(x)dxj = cα(x), c > 0

}
.(2.3.18)

From now on, we also assume X is compact. In our context, when q /∈
{n−, n+}, 2(q)

b is hypoelliptic with loss of one derivative and has L2-closed
range [45, Part I, §6]. For the concerning result in a more general set-up called
Y(q) condition, we consult to the [19]. When q ∈ {n−, n+}, 2(q)

b may not even be

hypoelliptic, i.e, 2(q)
b u ∈ C ∞(X, T∗0,qX) might not imply that u ∈ C ∞(X, T∗0,qX).

When q ∈ {n−, n+} and 2(q)
b has L2-closed range in L2

0,q(X), the Szegő projec-

tion Π(q) on (0, q)-forms, which is defined by the orthogonal projection

(2.3.19) Π(q) : L2
0,q(X) → Ker 2(q)

b ,
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is the sum of two Fourier integral operators of order zero with complex-valued
phase functions [45, Part I, Theorem 1.2]. The Schwartz kernel Π(q)(x, y) ∈
D ′(X×X, L (T∗0,q

y X, T∗0,q
x X)) called Szegő kernel has the singularities described

by Hörmander’s wavefront set (cf. [40, §8] or [31, §7]):

WF(Π(q)(x, y)) = {(x, η, x,−η) : (x, η) ∈ Σ̂},(2.3.20)

Σ̂ := Σ− when q = n−, n− ̸= n+,(2.3.21)

Σ̂ := Σ+ when q = n+, n+ ̸= n−,(2.3.22)

Σ̂ := Σ when q = n− = n+.(2.3.23)

This kind of microlocal analysis for Szegő projecition and kernel was first in-
troduced in Boutet de Monvel–Sjöstrand [13] when (n−, n+) = (0, n). It was
speculated in [41, 42] that it can be applied to general non-degenerate (n−, n+)
after careful modification. Hsiao [45] uses a different approach than [13] by
developing the microlocal heat equation method (see also [73]) together with
Witten’s trick (see also [4]).

We notice that the L2-closed range condition only holds automatically when
|n− − n+| ̸= 1 by [63]. A classical counter example is the Rossi’s nonembed-
dable example [19, §12.4], where (n−, n+) = (0, 1). However, we always have
the following local result [56, Theorem 3.1 & Theorem 3.2], which is essentially
from [45, Part I].

THEOREM 2.3. We let (Y, T1,0Y) be a connected orientable CR manifold with real
dimension 2n + 1, n ≥ 1, and assume that the Levi form of Y is non-degenerate of
constant signature (n−, n+) on a relatively compact set Ω ⋐ Y with respect to some
characteristic form α. If q /∈ {n−, n+}, then there is a properly supported pseudodiffer-
ential operator G ∈ L−1

1
2 , 1

2
(Ω; T∗0,qY) such that

(2.3.24) 2(q)
b G ≡ I on Ω.

If q = n−, then there are properly supported operators G ∈ L−1
1
2 , 1

2
(Ω; T∗0,qY) and

S−, S+ ∈ L0
1
2 , 1

2
(Ω; T∗0,qY) such that on Ω we have

2(q)
b G + S− + S+ ≡ I,(2.3.25)

2(q)
b S− ≡ 2(q)

b S+ ≡ 0,(2.3.26)

G ≡ G∗, S−G ≡ S+G ≡ 0,(2.3.27)

S− ≡ S∗
− ≡ S2

−,(2.3.28)

S+ ≡ S∗
+ ≡ S2

+,(2.3.29)
S−S+ ≡ S+S− ≡ 0.(2.3.30)
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where G∗, S∗
− and S∗

+ are the formal adjoints of G, S− and S+ with respect to the given
L2-inner product on X, respectively, and the Schwartz kernel S∓(x, y) are oscillatory
integrals given by

(2.3.31) S∓(x, y) =
∫ +∞

0
eitφ∓(x,y)s∓(x, y, t)dt

with the full symbols s∓(x, y, t) ∈ Sn
cl

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
such that

s∓(x, y, t) ∼
+∞

∑
j=0

s∓j (x, y)tn−j in Sn
1,0

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
,

(2.3.32)

s∓(x, y, t) and s∓j (x, y) are properly supported in the variables (x, y), ∀j ∈ N0,
(2.3.33)

s+(x, y, t) = 0 when n− ̸= n+,
(2.3.34)

and with the complex-valued functions φ∓(x, y) ∈ C ∞(Ω × Ω) we call Szegő phase
functions such that

Im φ∓(x, y) ≥ 0,(2.3.35)

φ∓(x, y) = 0 if and only if x = y,(2.3.36)

dx φ∓(x, x) = −dy φ∓(x, x) = ∓α(x).(2.3.37)

We recall some notation in microlocal analysis here. Similar to the concept
we introduce in §2.1, for any m ∈ R, we denote

(2.3.38) Sm
1,0(Ω × Ω × R+, L (T∗0,qX, T∗0,qX))

to be the space collecting all a(x, y, t) ∈ C ∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX))
such that for all compact sets K ⋐ Ω × Ω, all α, β ∈ N2n+1

0 and γ ∈ N0, there is
a constant CK,α,β,γ > 0 satisfying the estimate

(2.3.39)
∣∣∣∂α

x∂
β
y ∂

γ
t a(x, y, t)

∣∣∣ ≤ CK,α,β,γ(1 + |t|)m−|γ|

for all (x, y, t) ∈ K × R+, |t| ≥ 1.

We put

(2.3.40) S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX))

:=
⋂

m∈R

Sm
1,0(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).

It is clear that for Szegő phase functions φ∓(x, y), the functions φ∓(x, y)t satisfy
(2.1.13)-(2.1.15), and for a(x, y, t) ∈ C ∞(Ω × Ω ×R+, L (T∗0,qX, T∗0,qX)), in the
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limit of distribution we define the oscillatory integral and can check that

(2.3.41)
∫ +∞

0
eitφ∓(x,y)a(x, y, t)dt

:= lim
ϵ→0

∫
eitφ∓(x,y)τ(ϵt)a(x, y, t)dt

= lim
ϵ→0

∫ +∞

0
eit(φ∓(x,y)+iϵ)a(x, y, t)dt,

where τ ∈ C ∞
0 (R) is arbitrary and satisfies τ(0) = 1.

We also recall that when 2(q)
b has L2-closed range, from the spectral theory

for self-adjoint operators [21] and the spectrum of 2(q)
b [56, Theorem 1.7] there

is some λ > 0 such that Π(q) = Π(q)
λ .

The above pure analytic result corresponds to the following global operator
[56, Theorem 4.1].

THEOREM 2.4. With the same notations and assumptions in Theorem 2.3, we con-
sider the orthogonal projection Π(q)

λ : L2
0,q(X) → E([0, λ]) called Szegő projections for

lower energy forms, where E([0, λ]) := Range 1[0,λ](2
(q)
b ) is the image of the spectral

projection of the self-adjoint and positive operator 2(q)
b . Then if q = n−, on Ω × Ω we

have

(2.3.42) Π(q)
λ (x, y) ≡ S−(x, y) + S+(x, y).

We list some important information which we will use later. The first one
we want to mention is the following coordinates and the corresponding Taylor
expansion of the tangential Hessian of phase functions [56, Theorem 3.4].

THEOREM 2.5. Following Theorem 2.3, for a given point x0 ∈ Ω, let {Wj}n
j=1 be

an orthonormal frame with respect to ⟨ · | · ⟩ of T1,0X in a neighbourhood of x0 such that
the Levi form is diagonal at x0, i.e., Lx0(Wj, Ws) = δj,sµj, j, s = 1, · · · , n. We can
take local coordinates x = (x1, · · · , x2n+1), zj = x2j−1 + ix2j, j = 1, · · · , n, defined
on some neighbourhood of x0 such that x(x0) = 0,

(2.3.43) α(x0) = dx2n+1,

and for some cj ∈ C, j = 1, · · · , n ,

(2.3.44) Wj =
∂

∂zj
− iµjzj

∂

∂x2n+1
− cjx2n+1

∂

∂x2n+1
+ O(|x|2), j = 1, · · · , n − 1 .
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We set y = (y1, · · · , y2n+1), wj = y2j−1 + iy2j, j = 1, · · · , n, then for φ− in Theo-
rem 2.3, under the above coordinates we have

(2.3.45) Im φ−(x, y) ≥ c
2n

∑
j=1

∣∣xj − yj
∣∣2 , c > 0,

in some neighbourhood of (0, 0) and

φ−(x, y)

=− x2n+1 + y2n+1 + i
n

∑
j=1

∣∣µj
∣∣ ∣∣zj − wj

∣∣2
+

n

∑
j=1

(
iµj(zjwj − zjwj) + cj(−zjx2n+1 + wjy2n+1) + cj(−zjx2n+1 + wjy2n+1)

)
+(x2n+1 − y2n+1) f (x, y) + O(|(x, y)|3),

(2.3.46)

where f is smooth and satisfies f (0, 0) = 0, f (x, y) = f (y, x).

We remark that in the above theorem at x0 the volume form v(x)dx induced
by Hermitian metric in our convention satisfies v(x0) = 2n. We also remark that
for such small enough coordinate patch, there exist a constant C > 0 such that

(2.3.47) Imφ−(x, y) ≥ C|z − w|2.

We refer to [45, Part I, Proposition 7.16] for a proof of (2.3.47).
We have the following [56, Theorem 5.4] about equivalence class of Szegő

phase functions.

THEOREM 2.6. With the same notations and assumptions in Theorem 2.3, for
any function ψ∓(x, y) satisfying (2.3.35), (2.3.36) and (2.3.37) we can find a symbol
sψ∓(x, y, t) in Sn

cl

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
such that

(2.3.48) S∓(x, y) ≡
∫ +∞

0
eitψ∓(x,y)sψ∓(x, y, t)dt

on Ω×Ω. Moreover, when S∓ is not smoothing there is some f∓(x, y) ∈ C ∞(Ω×Ω)
satisfying f∓(x, x) ̸= 0 such that

(2.3.49) φ∓(x, y)− f∓(x, y)ψ∓(x, y) = O(|x − y|+∞).

PROOF. For the stream of reading, we present the proof from [56, §8]. First of
all, using the notations and results of [72, Theorem 3.6], the positive Lagrangian
manifold Λφ∓t associated to the non-degenerate phase function φ∓(x, y)t is
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given by

(2.3.50)
{
(x̃, ỹ,

∂φ̃∓
∂x̃

(x̃, ỹ)t̃,
∂φ̃∓
∂ỹ

(x̃, ỹ)t̃) : φ̃(x̃, ỹ) = 0
}

⊂ (ΩC × C2n+1)× (ΩC × C2n+1).

We also refer the precise meaning of the notation above to [45, Part I, Remark
7.17]. From (2.3.35), (2.3.36) and (2.3.37), we can check that

(2.3.51) Λφ∓t = Λψ∓t at diag
(
(Σ∓⋂ T∗Ω)× (Σ∓⋂ T∗Ω)

)
,

hence we can apply Melin–Sjöstrand global theory of Fourier integral operators
[72, Definition 4.1 & Theorem 4.2] and apply [31, Proposition 7.3] for example
to get the following: for any given ℓ ∈ R and any element bφ∓(x, y, t) in Sℓ

cl(Ω×
Ω × R+; L (T∗0,qX, T∗0,qX)), we can find an element bψ∓(x, y, t) in Sℓ

cl(Ω × Ω ×
R+; L (T∗0,qX, T∗0,qX)) such that

(2.3.52)
∫ +∞

0
eitφ∓(x,y)bφ∓(x, y, t)dt ≡

∫ +∞

0
eitψ∓(x,y)bψ∓(x, y, t)dt,

and vise versa. In particular, we have (2.3.48).
Next we prove (2.3.49). For the generality of our argument, we assume q =

n− = n+, and the case q = n− such that n− ̸= n+ can be argued with the similar
calculation. We fix a point p ∈ Ω. We can always take local coordinates x =
(x1, · · · , x2n+1) defined in some small neighbourhood of p such that x(p) = 0
and α(p) = dx2n+1. Since dy φ∓(x, y)|x=y = dyψ∓(x, y)|x=y = ±α(x), under our
coordinates we have

(2.3.53)
∂φ∓

∂y2n+1
(p, p) =

∂ψ∓
∂y2n+1

(p, p) = ∓1.

Through the above relation and φ∓(p, p) = ψ∓(p, p) = 0, we can apply the
Malgrange preparation theorem [40, Theorem 7.5.5] to φ∓(x, y) and ψ∓(x, y)
with respect to y2n+1 by seeing (x, y) = (y2n+1, (x1, · · · , x2n+1, y1, · · · , y2n)) for
example, and after some obvious arrangement in some small neighbourhood of
(p, p) we can find smooth functions fφ∓(x, y) and fψ∓(x, y) such that

φ∓(x, y) = fφ∓(x, y)(±y2n+1 + hφ∓(x, y′)),(2.3.54)

ψ∓(x, y) = fψ∓(x, y)(±y2n+1 + hψ∓(x, y′)),(2.3.55)

where y′ = (y1, · · · , y2n), Im hφ∓ ≥ 0 and Im hψ∓ ≥ 0. For simplicity, we assume
the above relations hold on Ω × Ω. From the same argument in the beginning
of our proof, where we compare positive Lagrangian manifolds of Szegő phase
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functions, we can directly check that the following equivalence relations

φ∓(x, y)t ∼
(
±y2n+1 + hφ∓(x, y′)

)
t(2.3.56)

ψ∓(x, y)t ∼
(
±y2n−1 + hψ∓(x, y′)

)
t(2.3.57)

in the sense of Melin–Sjöstrand. So we may assume that

φ∓(x, y) = ±y2n+1 + hφ∓(x, y′),(2.3.58)

ψ∓(x, y) = ±y2n+1 + hψ∓(x, y′),(2.3.59)

and from (2.3.48) we also have

(2.3.60) S∓(x, y) ≡
∫ +∞

0
eitφ∓(x,y)sφ∓(x, y, t)dt ≡

∫ +∞

0
eitψ∓(x,y)sψ∓(x, y, t)dt,

where the order of the classical symbols are n and we have sφ∓
0 (x, x) ̸= 0 and

sψ∓
0 (x, x) ̸= 0. By the above discussion, to prove (2.3.49) it suffices to show that

h(x, y′)− h1(x, y′) vanishes to infinite order at (x0, x0) for any x0 ∈ Ω. We write

(2.3.61) x0 = (x1
0, x2

0, · · · , x2n+1
0 ), x′0 = (x1

0, · · · , x2n
0 ).

We take τ ∈ C ∞
0 (R2n−1), τ1 ∈ C ∞

0 (R2n−2), χ ∈ C ∞
0 (R) so that τ ≡ 1 near x0,

τ1 ≡ 1 near x′0, χ ≡ 1 near x2n+1
0 and supp τ ⋐ Ω, supp τ1 × supp χ ⋐ U ×

supp χ ⋐ Ω, where U is an open neighbourhood of x′0 in R2n−2. For each k > 0,
in the spirit of the proof of [72, Theorem 4.2], by taking the partial (inverse)
Fourier transform of the variable y2n+1 to (2.3.60) we consider the distributions

(2.3.62) A∓
k : u 7→

∫ ∞

0
eit(±y2n+1+hφ± (x,y′))∓iky2n−1

τ(x)sφ∓(x, y, t)τ1(y′)χ(y2n+1)u(y′)dm(y)dt,

(2.3.63) B∓
k : u 7→

∫ ∞

0
eit(±y2n+1+hψ∓ (x,y′))∓iky2n+1

τ(x)sψ∓(x, y, t)τ1(y′)χ(y2n−1)u(y′)dm(y)dt,

where u ∈ C ∞
0 (U, T∗0,qX). We notice that∫ ∞

0
eit(±y2n+1+hφ± (x,y′))∓iky2n−1sφ−(x, y, t)χ(y2n+1)dy2n+1dt(2.3.64)

≡ kn+1
∫ ∞

0
eik(±(t−1)y2n+1+thφ± (x,y′))sφ−(x, y, t)χ(y2n+1)dy2n+1dt(2.3.65)

and when (x, y′) = 0 ∈ R4n+1 the point (y2n+1, t) = (0, 1) is the non-degenerate
critical point for the function ±(t − 1)y2n+1 + thφ±(x, y′). So we can apply
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partial integration and the stationary phase formula of Melin–Sjöstrand The-
orem 2.2 (also cf. the proof of [54, Theorem 3.12]) to check that A∓

k and B∓
k are

smoothing operators with Schwartz kernels

A∓
k (x, y′)− eikhφ∓ (x,y′)a∓(x, y′, k) = O(k−∞),(2.3.66)

B∓
k (x, y′)− eikhψ∓ (x,y′)b∓(x, y′, k) = O(k−∞),(2.3.67)

a∓(x, y′, k), b∓(x, y′, k) ∈ Sn
loc ,cl (1; Ω × U, L (T∗0,qX, T∗0,qX)),(2.3.68)

a∓(x, y′, k) ∼ ∑+∞
j=0 a∓j (x, y′)kn−j in Sn

loc (1; Ω × U, L (T∗0,qX, T∗0,qX)),(2.3.69)

b∓(x, y′, k) ∼ ∑+∞
j=0 b∓j (x, y′)kn−j in Sn

loc (1; Ω × U, L (T∗0,qX, T∗0,qX)),(2.3.70)

a∓j (x, y′), b∓j (x, y′) ∈ C ∞(Ω × U, L (T∗0,qX, T∗0,qX)), j = 0, 1, · · · ,(2.3.71)

a∓0 (x0, x′0) ̸= 0, b∓0 (x0, x′0) ̸= 0.(2.3.72)

Using integration by parts in y2n+1, we can check that if we apply partial (in-
verse) Fourier transform in y2n+1 to a smoothing operator instead of S∓ then
we get an O (k−∞) operator. So by (2.3.60) or the proof of [54, Theorem 3.12],
we can check that

(2.3.73) A∓
k − B∓

k = O(k−∞)

and

eikhφ∓ (x,y′)a∓(x, y′, k) = eikhψ∓ (x,y′)b∓(x, y′, k) + F∓
k (x, y′),(2.3.74)

F∓
k (x, y′) = O(k−∞).(2.3.75)

We are ready to prove that hφ∓(x, y′) − hψ∓(x, y′) vanishes to infinite order at
(x0, x′0). If we suppose otherwise then there exists α0 ∈ N2n−1

0 , β0 ∈ N2n−2
0 ,

|α0|+ |β0| ≥ 1 such that

(2.3.76) ∂α0
x ∂

β0
y′ (hφ∓(x, y′)− hψ∓(x, y′))

∣∣∣
(x0,x′0)

= Cα0,β0 ̸= 0

and

(2.3.77) ∂α
x∂

β
y′(hφ∓(x, y′)− hψ∓(x, y′))

∣∣∣
(x0,x′0)

= 0 if |α|+ |β| < |α0|+ |β0|.

However, from the conclusion we just have, there is

(2.3.78) ∂α0
x ∂

β0
y

(
eikhφ∓ (x,y′)−ikhψ∓ (x,y′)a∓(x, y′, k)− b∓(x, y, k)

)∣∣∣
(x0,x′0)

= − ∂α0
x ∂

β0
y

(
e−ikhψ∓ (x,y′)F∓

k (x, y)
)∣∣∣

(x0,x′0)
.

We recall that for x0 = (x1
0, · · · , x2n+1

0 ) we have

(2.3.79) ψ∓(x0, x0) = 0, hψ∓(x0, x′0) = ∓x2n+1
0 ,
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and with the relation Fk(x, y′) ≡ 0 mod O(k−∞) we can see that

(2.3.80) lim
k→+∞

k−n ∂α0
x ∂

β0
y

(
e−ikhψ∓ (x,y′)F∓

k (x, y′)
)∣∣∣

(x0,x0)
= 0.

We can also check that

(2.3.81) lim
k→+∞

k−n ∂α0
x ∂

β0
y

(
eikhφ∓ (x,y′)−ikhψ∓ (x,y′)(a∓ − b∓)(x, y′, k)

)∣∣∣
(x0,x′0)

= Cα0,β0 · a∓0 (x0, x′0) ̸= 0,

where we use a∓0 (x0, x′0) ̸= 0. From (2.3.78), (2.3.80) and (2.3.81), we get a con-
tradiction. Thus, hφ∓(x, y′) − hψ∓(x, y′) vanishes to infinite order at (x0, x′0).
Since our argument works for arbitrary point x0, our theorem follows. □

REMARK 2.7. As we already see in the previous proof, we have some spe-
cial choice of phase function which can help us simplify the calculation. For
φ∓ be as in Theorem 2.3 and a coordinate patch (Ω, x) described in Theorem
2.5, by (2.3.36), (2.3.37), applying the Malgrange preparation theorem [40, Theo-
rem 7.5.5] to the variable x2n+1 and using Melin–Sjöstrand equivalence of phase
functions [72, Definition 4.1 & Theorem 4.2], we can take φ∓ so that

φ∓(x, y) = ∓x2n+1 + g∓(x′, y),(2.3.82)

S∓(x, y) ≡
∫ +∞

0
eitφ∓(x,y)sφ∓(x, y, t)dt,(2.3.83)

where sφ∓(x, y, t) ∈ Sn
cl

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
, g(x′, y) ∈ C ∞(Ω ×

Ω), Im g(x′, y) ≥ 0 and x′ = (x1, · · · , x2n). If two phase functions φ∓
1 , φ∓

2 satisfy
(2.3.31), (2.3.35), (2.3.36), (2.3.37) and (2.3.82), we can apply the calculation we
just recall in Theorem 2.6 to get φ∓

1 − φ∓
2 = O(|x − y|+∞). From now on, if

we do not specify, we write φ∓ to denote the phase function φ∓(x, y) satisfying
(2.3.82) up to an error of size O(|x − y|+∞). We also notice that for any symbol
r(x, y, t) = O(|x− y|+∞), by the properties of φ∓(x, y) and the Taylor expansion
of r(x, y, t), we can check that

(2.3.84)
∫ +∞

0
eitφ∓(x,y)r(x, y, t)dt ≡ 0.

We also refer this fact to [13, Proposition 1.11].

In the following we discuss the localization principle for Szegő projection on
lower energy forms in our context. We strictly follow the proof of [56, Theorem
4.6 & Theorem 4.7]. We let λ ≥ 0. From the spectral theory for self-adjoint
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operators, cf. [21], it is well-known that on Dom2(q)
b we have

Π(q)
λ : L2

0,q(X) → Dom2(q)
b ,(2.3.85)

Π(q)
λ 2(q)

b = 2(q)
b Π(q)

λ on Dom2(q)
b ,(2.3.86)

and Π(q)
λ 2(q)

b : Dom2(q)
b → L2

0,q(X) is continuous. Since Dom2(q)
b is dense in

L2
0,q(X), we can extend Π(q)

λ 2(q)
b continuously to L2

0,q(X) in the standard way.

Similarly, for every m ∈ N, we can extend Π(q)
λ (2(q)

b )m continuously to L2
0,q(X)

and we have

(2(q)
b )mΠ(q)

λ = Π(q)
λ (2(q)

b )m : L2
0,q(X) → Dom2(q)

b is continuous.(2.3.87)

Now, we fix λ > 0. We can construct a continuous operator

(2.3.88) N(q)
λ : L2

0,q(X) → Dom2(q)
b

such that

2(q)
b N(q)

λ + Π(q)
λ = I on L2

0,q(X),(2.3.89)

N(q)
λ 2(q)

b + Π(q)
λ = I on Dom2(q)

b .(2.3.90)

The first important global result we have is the following.

THEOREM 2.8. With the assumptions and notations in Theorem 1.1, for q = n−
we have

(2.3.91) 2(q)
b Π(q)

λ ≡ 0 on X.

PROOF. Because X is compact, we can write X =
⋃N

j=1 Ωj for some coordi-

nates patch {Ωj}N
j=1 and let

{
χj
}N

j=1 be a smooth partition of unity subordinate

to
{

Ωj
}N

j=1. By Theorem 2.3, on each Ωj we have

(2.3.92) 2(q)
b Gj + Sj = I + Fj,

where Sj := S−,j + S+,j, Fj ∈ L−∞(Ωj; T∗0,qX), and

Gj ∈ L−1
1
2 , 1

2
(Ωj; T∗0,qX), S∓,j ∈ L0

1
2 , 1

2
(Ωj; T∗0,qX).(2.3.93)

We recall that 2(q)
b , Gj and Sj are all properly supported on Ωj, so we have

(2.3.94) Fj : E ′(Ωj, T∗0,qX) → C ∞
0 (Ωj, T∗0,qX),

and if we let

S :=
N

∑
j=1

Sj ◦ χj, G :=
N

∑
j=1

Gj ◦ χj, F :=
N

∑
j=1

Fj ◦ χj,(2.3.95)
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then on X we can check that

(2.3.96) 2(q)
b G + S = I + F, F ∈ L−∞(X; T∗0,qX).

We can take formal adjoint operation in the above relation to see on X we have

(2.3.97) G∗2(q)
b + S∗ = I + F∗.

We observe that by Schwartz kernel theorem, with respect to the L2-inner prod-
uct (·|·), for Rj(x, y) ∈ D ′(Ωj × Ωj, L (T∗0,qX, T∗0,qX) we have

(2.3.98) R∗
j (x, y) = Rj(y, x), (Rj ◦ χj)

∗(x, y) = Rj(y, x)χj(x).

Combining this observation with the properties that Gj and S∓,j are properly
supported on Ωj and the facts (2.3.93) and (2.3.94), we have

G, G∗ : Hs(X, T∗0,qX) → Hs+1(X, T∗0,qX), ∀s ∈ Z,

S, S∗ : Hs(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ Z,

F∗ : H−s(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ Z.

(2.3.99)

The reason why we need (2.3.97) is because the only estimates we have so
far are (2.3.87) and (2.3.99). By composing (2.3.97) with 2(q)

b Π(q)
λ both sides from

the right, we have

(2.3.100) G∗(2(q)
b )2Π(q)

λ + S∗2(q)
b Π(q)

λ = 2(q)
b Π(q)

λ + F∗2(q)
b Π(q)

λ .

We recall that 2(q)
b Sj ≡ 0 on each Ωj. Hence we have 2(q)

b S ≡ 0 on X and also

S∗2(q)
b ≡ 0 on X. Then for H0(X, T∗0,qX) = L2(X, T∗0,qX) we have

(2.3.101) S∗2(q)
b Π(q)

λ : H0(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0.

From (2.3.87) and (2.3.99), we see that

(2.3.102) G∗(2(q)
b )2Π(q)

λ : H0(X, T∗0,qX) → H1(X, T∗0,qX).

From (2.3.102), (2.3.101), (2.3.100) and (2.3.99), we conclude that

(2.3.103) 2(q)
b Π(q)

λ : H0(X, T∗0,qX) → H1(X, T∗0,qX).

By composing (2.3.97) with 2(q)
b Π(q)

λ both sides from the right, we can repeat
the smae procedure above and deduce that

(2.3.104) (2(q)
b )2Π(q)

λ : H0(X, T∗0,qX) → H1(X, T∗0,qX).

From (2.3.104) and (2.3.99), we get

(2.3.105) G∗(2(q)
b )2Π(q)

λ : H0(X, T∗0,qX) → H2(X, T∗0,qX).



2.3. Szegő projections for lower energy forms 39

Combining (2.3.105), (2.3.101) with (2.3.100), we obtain

(2.3.106) 2(q)
b Π(q)

λ : H0(X, T∗0,qX) → H2(X, T∗0,qX).

Continuing in this way, we can deduce that

(2.3.107) 2(q)
b Π(q)

λ : H0(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0.

Since 2(q)
b Π(q)

λ = Π(q)
λ 2(q)

b , we also have

(2.3.108) Π(q)
λ 2(q)

b : H0(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0.

By taking adjoint in (2.3.108), we can conclude that

(2.3.109) 2(q)
b Π(q)

λ : H−s(X, T∗0,qX) → H0(X, T∗0,qX), ∀s ∈ N0.

Similarly, we can repeat the procedure above and deduce that for every m ∈ N,

(2(q)
b )mΠ(q)

λ : H−s(X, T∗0,qX) → H0(X, T∗0,qX), ∀s ∈ N0,

(2(q)
b )mΠ(q)

λ : H0(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0.
(2.3.110)

Now, from (2.3.89), we have

(2.3.111) S∗2(q)
b N(q)

λ + S∗Π(q)
λ = S∗.

By the relation S∗2(q)
b ≡ 0 on X, from (2.3.111), we have

(2.3.112) S∗ − S∗Π(q)
λ : H0(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0.

From (2.3.97), we have

(2.3.113) G∗2(q)
b Π(q)

λ + S∗Π(q)
λ = Π(q)

λ + F∗Π(q)
λ .

From (2.3.99), (2.3.110), (2.3.113) and (2.3.112), it is not difficult to see that

(2.3.114) S∗ − Π(q)
λ : H0(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0

and hence

(2.3.115) S − Π(q)
λ : H−s(X, T∗0,qX) → H0(X, T∗0,qX), ∀s ∈ N0.

Combining (2.3.115) with (2.3.99), we deduce that for any s ∈ N0 we can extend
Π(q)

λ to the space H−s(X, T∗0,qX), and we have

(2.3.116) Π(q)
λ : H−s(X, T∗0,qX) → H−s(X, T∗0,qX), ∀s ∈ N0.

From (2.3.116) and again by S∗2(q)
b ≡ 0 on X, we have

(2.3.117) S∗2(q)
b Π(q)

λ : H−s(X, T∗0,qX) → Hs(X, T∗0,qX), ∀s ∈ N0.

From (2.3.117), (2.3.110), (2.3.100) and (2.3.99), we obtain

(2.3.118) 2(q)
b Π(q)

λ : H−s(X, T∗0,qX) → H1(X, T∗0,qX), ∀s ∈ N0.
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By composing (2.3.97) with 2(q)
b Π(q)

λ both sides from the right, we can repeat
the procedure above and deduce that

(2.3.119) (2(q)
b )2Π(q)

λ : H−s(X, T∗0,qX) → H1(X, T∗0,qX), ∀s ∈ N0.

From (2.3.119) and (2.3.99), we get

(2.3.120) G∗(2(q)
b )2Π(q)

λ : H−s(X, T∗0,qX) → H2(X, T∗0,qX), ∀s ∈ N0.

Combining (2.3.120), (2.3.117) with (2.3.100), we obtain

(2.3.121) 2(q)
b Π(q)

λ : H−s(X, T∗0,qX) → H2(X, T∗0,qX), ∀s ∈ N0.

Continuing in this way, we deduce that

(2.3.122) 2(q)
b Π(q)

λ : H−s(X, T∗0,qX) → Hℓ(X, T∗0,qX), ∀s, ℓ ∈ N0.

Hence, 2(q)
b Π(q)

λ ≡ 0 on X. □

THEOREM 2.9. With the same notations and assumptions of Theorem 1.1, for q =
n− and any λ > 0, for any open cover X =

⋃N
j=1 Ωj by coordinate patches {Ωj}N

j=1,

we set
{

χj
}N

j=1 be a smooth partition of unity subordinate to
{

Ωj
}N

j=1. By Theorem

2.3 on each Ωj we have 2(q)
b Gj + Sj = I + Ej for some Ej ∈ L−∞(Ωj; T∗0,qX) and

some properly supported Gj ∈ L−1
1
2 , 1

2
(Ωj; T∗0,qX), S∓,j ∈ L0

1
2 , 1

2
(Ωj; T∗0,qX), Sj :=

S−,j + S+,j. If we let

S :=
N

∑
j=1

Sj ◦ χj, G :=
N

∑
j=1

Gj ◦ χj, E :=
N

∑
j=1

Ej ◦ χj,(2.3.123)

then we have

(2.3.124) Π(q)
λ ≡ S on X.

PROOF. In the following we will also use the relations already verified in the
proof of Theorem 2.8. For any fixed λ > 0, By composing (2.3.97) with 2(q)

b Π(q)
λ

both sides from the right, we have

(2.3.125) G∗2(q)
b Π(q)

λ + S∗Π(q)
λ = Π(q)

λ on X.

Combining the above relation and Theorem 2.8, we can see that

(2.3.126) S∗Π(q)
λ = Π(q)

λ − F1 on X,

where

F1 := G∗2(q)
b Π(q)

λ ,
F1 ≡ 0 on X.

(2.3.127)



2.3. Szegő projections for lower energy forms 41

On the other hand, from (2.3.89), on X we have

N(q)
λ 2(q)

b S + Π(q)
λ S = S.

Since F2 := 2(q)
b S ≡ 0 on X, we can check that on X

S = Π(q)
λ S + N(q)

λ F2,

S∗ = S∗Π(q)
λ + F∗

2 N(q)
λ ,

(2.3.128)

where F∗
2 is the adjoint of F2. From (2.3.126) and (2.3.128), we deduce that

S + F∗
1 = Π(q)

λ + N(q)
λ F2,

S∗ + F1 = Π(q)
λ + F∗

2 N(q)
λ ,

(2.3.129)

where F∗
1 is the adjoint of F1. From (2.3.129), we have

(2.3.130)
(

S∗ + F1 − Π(q)
λ

)(
S + F∗

1 − Π(q)
λ

)
= F∗

2 (N(q)
λ )2F2 on H0(X, T∗0,qX).

It is clear that F∗
2 (N(q)

λ )2F2 ≡ 0 on X. From this observation and (2.3.130), we
obtain

(2.3.131)
(

S∗ + F1 − Π(q)
λ

)(
S + F∗

1 − Π(q)
λ

)
≡ 0 on X.

We also notice that (
S∗ + F1 − Π(q)

λ

)(
S + F∗

1 − Π(q)
λ

)
=S∗S + S∗F∗

1 − S∗Π(q)
λ + F1S

+F1F∗
1 − F1Π(q)

λ − Π(q)
λ S − Π(q)

λ F∗
1 + Π(q)

λ .

(2.3.132)

By F1 ≡ 0 on X, we get

(2.3.133) F1S ≡ 0 , S∗F∗
1 ≡ 0 on X.

From (2.3.127) and Theorem 2.8, we see that

(2.3.134) F1Π(q)
λ := G∗2(q)

b (Π(q)
λ )2 = G∗2(q)

b Π(q)
λ ≡ 0 on X

and hence

(2.3.135) Π(q)
λ F∗

1 ≡ 0 on X.

From (2.3.127), we see that F1F∗
1 = G∗(2(q)

b )2Π(q)
λ G, and from the proof of The-

orem 2.8, we see that (2(q)
b )2Π(q)

λ ≡ 0 on X. Thus,

(2.3.136) F1F∗
1 = G∗(2(q)

b )2Π(q)
λ G ≡ 0 on X.
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From (2.3.126), (2.3.127), (2.3.132), (2.3.133), (2.3.134), (2.3.135) and (2.3.136), it is
straightforward to check that(

S∗ + F1 − Π(q)
λ

)(
S + F∗

1 − Π(q)
λ

)
≡S∗S − Π(q)

λ on X.
(2.3.137)

From (2.3.137) and (2.3.131), we conclude that

(2.3.138) S∗S ≡ Π(q)
λ on X.

It is not difficult to check that S∗S ≡ S on X using the argument in the beginning
of the proof of Theorem 2.8. Combining this observation with (2.3.138), we get

(2.3.139) S ≡ Π(q)
λ on X.

□

A direct application of the previous theorem is the following statement,
which can help us localized the calculation later.

THEOREM 2.10. With the same notations and assumptions in Theorem 1.1, for
q = n− we have

WF(Π(q)
λ (x, y)) = {(x, η, x,−η) : (x, η) ∈ Σ̂},(2.3.140)

Σ̂ := Σ− := {−cα : c ∈ R+} when n− ̸= n+,(2.3.141)

Σ̂ := Σ := {−cα : c ∈ Ṙ} when n− = n+.(2.3.142)

and in particular

(2.3.143) Π(q)
λ (x, y) ∈ C ∞

(
X × X \ diag(X × X), L (T∗0,q

y X, T∗0,q
x X)

)
.

PROOF. By Theorem 2.9, we have

(2.3.144) Π(q)
λ (x, y) ≡

N

∑
j=1

∫ +∞

0
eitφ−,j(x,y)s−,j(x, y, t)χj(y)dt

+
N

∑
j=1

∫ +∞

0
eitφ+,j(x,y)s+,j(x, y, t)χj(y)dt

on X × X, where for each j = 1, · · · , N we have

(2.3.145) s∓,j(x, y, t) ∼
+∞

∑
j=0

s∓j (x, y)tn−j

in Sn
1,0

(
Ωj × Ωj × R+, L (T∗0,q

y X, T∗0,q
x X)

)
,
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s+,j(x, y, t) = 0 when n− ̸= n+,(2.3.146)

s−,j
0 (x, x) ̸= 0,(2.3.147)

s+,j
0 (x, x) ̸= 0 when n− = n+,(2.3.148)

and

φ∓,j(x, y) ∈ C ∞(Ωj × Ωj),(2.3.149)

Im φ∓,j(x, y) ≥ 0,(2.3.150)

φ∓,j(x, y) = 0 if and only if x = y,(2.3.151)

dx φ∓,j(x, x) = −dy φ∓,j(x, x) = ∓α(x).(2.3.152)

By [40, Theorem 8.1.9] and the above description of oscillatory integrals, we can
check that

(2.3.153)

WF′
(

N

∑
j=1

∫ +∞

0
eitφ−,j(x,y)s−,j(x, y, t)dt +

N

∑
j=1

∫ +∞

0
eitφ+,j(x,y)s+,j(x, y, t)dt

)
= diag(Σ̂ × Σ̂),

where for a distribution kernel u(x, y) we use the notation

(2.3.154) WF′(u) := {(x, ηx, y, ηy) : (x, ηx, y,−ηy) ∈ WF(u)}.

Finally, by [31, Proposition 7.3] for example, we immediately have

(2.3.155) Π(q)
λ (x, y) ∈ C ∞

(
X × X \ diag(X × X), L (T∗0,q

y X, T∗0,q
x X)

)
.

□

In the last of this section, we recall the explicit formula about the leading
term of our Hörmander symbol s∓(x, y, t). Following the notations and as-
sumptions in Theorem 2.5, we denote

(2.3.156) detLx :=
n

∏
j=1

µj(x) .

We let

(2.3.157) {Tj}n
j=1 denote the basis of T∗0,1X dual to {W j}n

j=1.

Without loss of generality, we assume that

µj(x) < 0 : 1 ≤ j ≤ n−,(2.3.158)

µj(x) > 0 : n− + 1 ≤ j ≤ n.(2.3.159)
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We put

N n−
x := {cT1(x) ∧ · · · ∧ Tn−(x) : c ∈ C} ,(2.3.160)

N n+
x :=

{
cTn−+1(x) ∧ · · · ∧ Tn(x) : c ∈ C

}
,(2.3.161)

and let

τ
n−
x : T∗0,q

x X → N n−
x(2.3.162)

τ
n+
x : T∗0,q

x X → N n+
x(2.3.163)

be the orthogonal projections onto N n−
x and N n+

x with respect to ⟨ · | · ⟩ respec-
tively. We recall that m(x) is the given volume form on X and v(x) is the volume
form induced by the Hermitian metric ⟨ · | · ⟩.

THEOREM 2.11 ([56, Theorem 3.5]). Following Theorem 2.3, if q = n−, then for
leading term s−0 (x, y) in the expansion (2.3.32) of s−(x, y, t), we have

(2.3.164) s−0 (x, x) =
1

2πn+1 |detLx|
v(x)
m(x)

τ
n−
x , x ∈ Ω.

In addition, if n− = n+, then for leading term s+0 (x, y) in the expansion (2.3.32) of
s+(x, y, t), we have

(2.3.165) s+0 (x, x) =
1

2πn+1 |detLx|
v(x)
m(x)

τ
n+
x , x ∈ Ω.



CHAPTER 3

Toeplitz operators for lower energy forms

The goal of this chapter is to study Toeplitz operators for lower energy forms

(3.0.1) T(q)
P,λ := Π(q)

λ ◦ P ◦ Π(q)
λ : C ∞(X, T∗0,qX) → C ∞(X, T∗0,qX).

We recall that here λ > 0 is any fixed number, q ∈ {0, · · · , n}, dimR X = 2n + 1,
Π(q)

λ is the Szegő projection for lower energy forms, and P is a pseudodifferen-
tial operator of order one denoted by P ∈ L1

cl(X; T∗0,qX). We will first recall the
notion of Fourier integral operators of Szegő type and systematically establish
the elementary spectrum results for our Toeplitz operator T(q)

P,λ when P has some
natural assumptions.

3.1. Fourier integral operators of Szegő type

In this section we recall the geometric microlocal analysis in [28, §4] which
will also be intensively used in the proof of our main result.

DEFINITION 3.1. With the same notations and assumptions in Theorem 1.1,
for q = n− we let H : C ∞

0 (Ω, T∗0,qX) → C ∞(Ω, T∗0,qX) be a continuous op-

erator with the Schwartz kernel H(x, y) ∈ D ′
(

Ω × Ω, L (T∗0,q
y X, T∗0,q

x X)
)

. For
any m ∈ R, we say that H is a Fourier integral operator of Szegő type of weight
m or order m − n if on Ω × Ω we have

H(x, y) ≡ H−(x, y) + H+(x, y),(3.1.1)

H∓(x, y) ≡
∫ +∞

0
eitφ∓(x,y)h∓(x, y, t)dt,(3.1.2)

where φ∓(x, y) are as in Theorem 1.1 and we have the following data properly
supported in the variables (x, y):

h∓(x, y, t) ∼
+∞

∑
j=0

h∓j (x, y)tm−j in Sm
1,0

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
,

(3.1.3)

h+(x, y, t) = 0 if n− ̸= n+.
(3.1.4)
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We denote the space of Fourier integral operators of Szegő type of weight m by
Im
Σ (Ω; T∗0,qX) and IΣ(Ω; T∗0,qX) :=

⋃
m∈R Im

Σ (Ω; T∗0,qX). It is clear that the set
IΣ(Ω; T∗0,qX) is non-empty by Theorem 2.3.

We observe that, given the properly supported condition for the symbols of
any H ∈ IΣ(Ω; T∗0,qX), it follows that

H : C ∞
0 (Ω, T∗0,qX) → C ∞

0 (Ω, T∗0,qX),(3.1.5)

H : E ′(Ω, T∗0,qX) → E ′(Ω, T∗0,qX).(3.1.6)

We notice that for any H ∈ IΣ(Ω; T∗0,qX), the terms h∓j (x, y) are not unique,
where j ∈ N0. We give an example of this phenomena. For simplicity we take
q = n− = 0 and let

h−
0 (x, y) := h−0 (x, y) + ρ(x, y)φ−(x, y), ρ(x, y) ∈ C ∞(Ω × Ω),(3.1.7)

h−
1 (x, y) := h−1 (x, y)− imρ(x, y),(3.1.8)

and set

(3.1.9) h−(x, y, t) ∼ tmh−
0 (x, y) + tm−1h−

1 (x, y)

+
+∞

∑
j=0

tm−jh−j (x, y) in Sm
cl (Ω × Ω × R+) .

Then it is not difficult to check that
(3.1.10)∫ +∞

0
eitφ−(x,y)h−(x, y, t)dt ≡

∫ +∞

0
eitφ−(x,y)h−(x, y, t)dt mod C ∞(Ω × Ω),

hence h−0 (x, y) is not unique, so is h−1 (x, x). We refer the discussion of related
problems to [61] and §5.

However, for different Szegő phase functions with error of the size O(|x −
y|2), they still determine the same leading term for the corresponding Fourier
integral operator of Szegő type on the diagonal.

We now systematically study the basic properties of Fourier integral opera-
tor of Szegő type. We first define the following notation for the class of Szegő
phase functions.

DEFINITION 3.2. For the pair (X, T1,0X, α) in Theorem 1.1, q = n−, any co-
ordinate patch (Ω, x) in X and any Λ ∈ C ∞(X, R+), we let Ph(∓Λα, Ω), re-
spectively, be the set collecting all functions ψ∓(x, y) ∈ C ∞(Ω × Ω) with the
following effects:

Im ψ∓(x, y) ≥ 0,(3.1.11)

ψ∓(x, y) = 0 if and only if y = x,(3.1.12)

dxψ∓(x, x) = −dyψ∓(x, x) = ∓Λ(x)α(x).(3.1.13)
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For any ψ∓ ∈ Ph(∓Λα, Ω), we denote from now on by

(3.1.14) sψ∓(x, y, t) ∈ Sn
cl

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
the full symbol up to S−∞

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
such that:

S∓ ≡ Sψ∓ on Ω,

(3.1.15)

Sψ∓(x, y) :=
∫ +∞

0
eitψ∓(x,y)sψ∓(x, y, t)dt,

(3.1.16)

sψ∓(x, y, t) ∼
+∞

∑
j=0

sψ∓
j (x, y)tn−j in Sn

1,0

(
Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)

)
,

(3.1.17)

sψ∓(x, y, t) and sψ∓
j (x, y) are properly supported in the variables (x, y), ∀j ∈ N0.

(3.1.18)

In fact, we have the following known formula for sψ∓
0 (x, x).

THEOREM 3.3. With the same notations and assumptions in Definition 3.2, for
any ψ∓ ∈ Ph(∓Λα, Ω), we have the transformation rule

(3.1.19) sψ∓
0 (x, x) = Λ(x)n+1s∓0 (x, x).

with respect to (2.3.32).

PROOF. For the stream of the reading, we present the argument appeared in
[35, Theorem 2.13]. By the classical formula [13, (1.6)] for x ̸= 0, Re x ≥ 0 and
m ∈ Z, we have in the sense of distributions that when m ≥ 0

(3.1.20)
∫ +∞

0
e−txtmdt = m!(x + i0)−m−1

where the distribution (x + i0)−m−1 is defined as in [40, §3.2]. Moreover, we
have for the finite part (F. P.) distribution, c.f. [40, §3.2], that when m < 0
(3.1.21)

F. P.
∫ +∞

0
e−txtmdt =

(−1)m

(−m − 1)!
(x + i0)−m−1

(
log(x + i0) + γ −

−m−1

∑
j=1

1
j

)
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where γ := limm→+∞

(
∑m

j=1
1
j − log m

)
is the Euler constant. Combining these

formulas with (3.1.16) and (3.1.17), we have

Sψ∓(x, y) =
Fψ∓(x, y)

(−i(ψ∓(x, y) + i0))n+1 + Gψ∓(x, y) log(−i(ψ∓(x, y) + i0)),

(3.1.22)

Fψ∓(x, y) =
n

∑
j=0

(n − j)!sψ∓
j (x, y)(−iψ∓(x, y))j + F∓(x, y)ψ∓(x, y)n+1,

(3.1.23)

Gψ∓(x, y) ≡
+∞

∑
j=0

(−1)j+1

j!
sψ∓

n+j(x, y)(−iψ∓(x, y))j,

(3.1.24)

where F∓(x, y), Fψ∓(x, y), Gψ∓(x, y) ∈ C ∞(Ω × Ω, L (T∗0,qX, T∗0,qX)) and we
recall that we have the following relation of distributions and oscillatory inte-
grals

(3.1.25)
1

ψ∓(x, y) + i0
:= lim

θ→0

1
ψ∓(x, y) + iθ

= lim
θ→0

1
i

∫ +∞

0
ei(ψ∓(x,y)+iθ)tdt =

1
i

∫ +∞

0
eiψ∓(x,y)tdt.

From Theorem 2.6, we have some smooth function f∓(x, y) with f∓(x, x) ̸= 0
such that

(3.1.26) φ∓(x, y)− f∓(x, y)ψ∓(x, y) = O(|x − y|+∞).

For any point x0 ∈ Ω, we can take a local coordinates x around x0 such that the
characteristic vector field T satisfies T = − ∂

∂x2n+1
. Identifying x0 as 0 ∈ R2n+1,

then (2.3.37) and (3.1.26) imply that

(3.1.27) f ((0, x2n+1), 0) = Λ(0)−1 + O(|x2n+1|).
After writing (2.3.31) and (2.3.32) in the same form of (3.1.22), (3.1.23) and (3.1.24),
we can compare S∓ ≡ Sψ∓ through the relations (3.1.26), (3.1.27) and

(3.1.28) 0 ̸= ψ((0, x2n+1), 0) = O(|x2n+1|)
to find that

(3.1.29) s∓0 ((0, x2n+1), 0) = Λ(0)−n−1sψ∓
0 ((0, x2n+1), 0) + O(|x2n+1|).

Because s∓0 are continuous, we can see that

(3.1.30) s∓0 (0, 0) = Λ(0)−n−1sψ∓
0 (0, 0).



3.1. Fourier integral operators of Szegő type 49

For the argument above works for all point in Ω, we have

(3.1.31) sψ∓
0 (x, x) = Λ(x)n+1s∓0 (x, x).

□

The most important material in this section is the following variant of [28,
Lemma 4.1].

THEOREM 3.4. With the same notations and assumptions in Definition 3.1, we
consider the certain operator H ∈ Im

Σ (Ω; T∗0,qX) with the assumption that

H ≡ (S− + S+) ◦ H ≡ H ◦ (S− + S+) on Ω,(3.1.32)

τ
n−
x h−0 (x, x)τn−

x = 0, ∀x ∈ Ω,(3.1.33)

and when n− = n+ we additionally require

(3.1.34) τ
n+
x h+0 (x, x)τn+

x = 0, ∀x ∈ Ω.

Then if we write

(3.1.35) h∓0 (x, y) = ∑
|I|=|J|=q

h∓I,J(x, y)ω∧
I (x)⊗ ω∧,∗

J (y)

in the strictly increasing index, cf. (1.1.23), we have

(3.1.36) h∓I,J(x, y)− ρ∓I,J(x, y)φ∓(x, y) = O(|x − y|+∞)

for some ρ∓I,J(x, y) ∈ C ∞(Ω × Ω).

PROOF. For the stream of reading, we give a proof here following [28, Lemma
4.1]. The basic idea is that this theorem is independent of coordinates, and we
can take a good coordinates x = (x1, · · · , x2n+1), y = (y1, · · · , y2n+1) such that
by the properties (2.3.36) and (2.3.37) we can apply the Malgrange preparation
theorem [40, Theorem 7.5.6] to write

(3.1.37) h∓0 (x, y) = ρ∓(x, y)φ∓(x, y) + r∓(x, y′)

for some smooth r(x, y) = r(x, y′), where y′ = (y1, · · · , y2n). However, to show
r∓(x, y′) is a matrix with all entries vanishing to infinite order on the diagonal,
we need to reduce our theorem to some special situation.

Let us first prove our theorem in such special situation. At each point x0 ∈ Ω
identified as 0 ∈ R2n+1, we can always take a coordinates x = (x1, · · · , x2n+1)
and y = (y1, · · · , y2n+1) near x0 such that

T = − ∂

∂x2n+1
,(3.1.38)

α(x) = dx2n+1 at x0,(3.1.39)

∂b = dz ∧ ∂

∂z
at x0.(3.1.40)
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We denote x′ = z = (x1, · · · , x2n) and y′ = w = (y1, · · · , y2n). For the same
H ∈ Im

Σ (Ω; T∗0,qX) in our theorem, we additionally assume that

H = H∗ is formally self-adjoint,(3.1.41)

φ∓(x, y) = ∓x2n+1 ± y2n+1 + g∓(x, y′),(3.1.42)

h∓0 (x, y) = h∓0 (x, y′).(3.1.43)

Our first goal is to show that in this case

(3.1.44) h∓0 (x, y) = O(|(x, y)|+∞).

Now we fix Ω0 ⋐ Ω, where Ω0 is an open set of 0 ∈ R2n+1 and 0 ∈ R2n+1

is identified as a point in Ω. We let τ ∈ C ∞
0 (R, [0, 1]), τ ≡ 1 on [−1

2 , 1
2 ]. We

put ε > 0 be a small constant so that ε−1(x2n+1 − y2n+1) /∈ supp τ for every
(x′, x2n+1) ∈ Ω0 and every (y′, y2n+1) /∈ Ω. From our assumption we have

(3.1.45) H ≡ (H− + H+) ◦ (S− + S+).

So for any g ∈ C ∞
0 (Ω0, T∗0,qX), we have on Ω0 that

(3.1.46) Hg(x) = H− ◦ S−g(x) + H+ ◦ S+g(x)
+ H− ◦ S+g(x) + H+ ◦ S−g(x) + Fg(x),

where F is a smoothing operator on Ω0,

(3.1.47) H∓ ◦ S∓g(x) =
∫ +∞

0

∫
Ω

∫ +∞

0

∫
Ω

eiγφ∓(x,w)+itφ∓(w,y)

h∓(x, w′, γ) ◦ s∓(w, y′, t)g(y)dm(y)dtdm(w)dγ,

and

(3.1.48) H∓ ◦ S±g(x) =
∫ +∞

0

∫
Ω

∫ +∞

0

∫
Ω

eiγφ∓(x,w)+itφ±(w,y)

h∓(x, w′, γ) ◦ s±(w, y′, t)g(y)dm(y)dtdm(w)dγ.

We can take the change of variable γ = tσ and switch the order of integration
in the above oscillatory integrals and we have

(3.1.49) (H∓ ◦ S∓)(x, y) =
∫ +∞

0

∫ +∞

0

∫
Ω

eit(σφ∓(x,w)+φ∓(w,y))

h∓(x, w′, γ) ◦ s∓(w, y′, t)t m(w)dwdσdt,

and we also have

(3.1.50) (H∓ ◦ S±)(x, y) =
∫ +∞

0

∫ +∞

0

∫
Ω

eit(σφ∓(x,w)+φ∓(w,y))

h∓(x, w′, γ) ◦ s±(w, y′, t)t m(w)dwdσdt.
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We notice that we can write

(3.1.51) (H∓ ◦ S±)(x, y) = I∓ε (x, y) + II∓ε (x, y),

where

(3.1.52) I∓ε (x, y) =
∫ +∞

0

∫ +∞

0

∫
Ω

eit(φ∓(x,w)σ+φ±(w,y))

τ(
x2n+1 − w2n+1

ε
)h∓(x, w, σt) ◦ s±(w, y, t)t m(w)dwdσdt,

and

(3.1.53) II∓ε (x, y) =
∫ +∞

0

∫ +∞

0

∫
Ω

eit(φ∓(x,w)σ+φ±(w,y))(
1 − τ(

x2n+1 − w2n+1

ε
)

)
h∓(x, w, σt) ◦ s±(w, y, t)t m(w)dwdσdt.

By (2.3.35), for II∓ε we can integrate by parts with respect to σ and conclude that
II∓ε (x, y) is smooth. Moreover, since both H∓(x, y) and S±(x, y) are smoothing
away from the diagonal on Ω, along with the fact II∓ε (x, y) is smooth we just
see, we know that I∓ε (x, y) is also smoothing away from the diagonal on Ω and
we may assume that |x − y| < ε. From (2.3.37), we can see that

(3.1.54) dw(φ∓(x, w)σ + φ±(w, y))|w=x=y = (σ + 1)αx

is non-vanishing. So when ε > 0 is suitably small, in I∓ε we can integrate by
parts with respect to w and conclude that I∓ε (x, y) is smooth. In conclusion, we
have

(3.1.55) H∓ ◦ S± ≡ 0 on Ω.

Since when w = y = x and σ = 1 we have

(3.1.56) dw(σφ∓(x, w) + φ∓(w, y)) = dσ(σφ∓(x, w) + φ∓(w, y))) = 0,

using the integration by parts argument we just use before with some minor
change, we can also write

(3.1.57) (H∓ ◦ S∓)(x, y) =
∫ +∞

0

∫ +∞

0

∫
Ω

eit(σφ∓(x,w)+φ∓(w,y))

τ(
1 − σ

ε
)τ(

x2n+1 − w2n+1

ε
)h∓(x, w′, γ) ◦ s∓(w, y′, t)t m(w)dwdσdt
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Our next step is to apply Melin–Sjöstrand complex stationary phase formula
Theorem 2.2 to (3.1.57) to study the leading term h∓0 . We notice that

eit(σφ∓(x,w)+φ∓(w,y))

=eit(σφ∓(x,w)+(∓w2n+1±y2n+1+g∓(w,y′)))

=e±ity2n+1eitΦ∓(w,σ;x,y′),(3.1.58)

where

(3.1.59) Φ∓(w, σ; x, y′) := σφ∓(x, w)∓ w2n+1 + g∓(w, y′).

We will use the following notations. For an open set W ⊂ Rm and for every
f ∈ C ∞(W) we write f̃ ∈ C ∞(WC) to denote any almost analytic extension
[22, pp. 93-94] of f , where WC is an open set of Cm with WC⋂Rm = W. Now
we take Φ̃∓(w̃, σ̃; x, y′) so that

(3.1.60) Φ̃∓(w̃, σ̃; x̃, ỹ′) = σ̃φ̃∓(x̃, w̃)∓ w̃2n+1 + g̃∓(w̃, ỹ′).

We denote U := {y ∈ R2n : ∃ y2n+1 ∈ R such that (y′, y2n+1) ∈ Ω}, and we
have the critical points

β∓(x̃, ỹ′) = (β∓
1 (x̃, ỹ′), · · · , β∓

2n+1(x̃, ỹ′)) ∈ C ∞(ΩC × UC, C2n+1),(3.1.61)

γ∓(x̃, ỹ′) ∈ C ∞(ΩC × UC, C),(3.1.62)

which is the solution by implicit function theorem for the system of equations

(3.1.63)
∂Φ̃∓
∂w̃j

(β∓(x̃, ỹ′), γ∓(x̃, ỹ′); x̃, ỹ′)

= γ∓(x̃, ỹ′)
∂φ̃∓
∂w̃j

(x̃, β∓(x̃, ỹ′)) +
∂g̃∓
∂w̃j

(β∓(x̃, ỹ′), ỹ′) = 0,

where, j = 1, · · · , 2n + 1, and

(3.1.64)
∂Φ̃∓
∂σ̃

(β∓(x̃, ỹ′), γ∓(x̃, ỹ′); x̃, ỹ′) = φ̃∓(x̃, β∓(x̃, ỹ′)) = 0.

Now, by applying complex stationary phase formula of Melin–Sjöstrand Theo-
rem 2.2 and Theorem 2.5 to

(3.1.65)
∫ +∞

0

∫
Ω

eitΦ∓(w,σ;x,y′)

τ(
1 − σ

ε
)τ(

x2n+1 − w2n+1

ε
)h∓(x, w′, γ) ◦ s∓(w, y′, t)t m(w)dwdσ,

along with (3.1.55) and (3.1.57) we get

H(x, y) ≡
∫ +∞

0
eitφ−

1 (x,y) f−(x, y, t)dt +
∫ +∞

0
eitφ+

1 (x,y) f+(x, y, t)dt(3.1.66)
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on Ω0, where
(3.1.67)

φ∓
1 (x, y) = φ̃∓

1 (β∓(x, y′), y) = ∓β∓
2n+1(x, y′)± y2n+1 + g̃∓(β(x, y′), y′),

and

f∓(x, y, t) ∼
∞

∑
j=0

f∓j (x, y)tk−j in Sm
1,0(Ω0 × Ω0 × R+, L (T∗0,qX, T∗0,qX)),

(3.1.68)

f∓j (x, y) ∈ C ∞(Ω0 × Ω0, L (T∗0,qX, T∗0,qX)), j ∈ N0.
(3.1.69)

We also have

(3.1.70) f∓0 (x, y) = f∓0 (x, y′) = c(x, y′)h̃∓0 (x, β∓(x, y′)) ◦ s̃∓0 (β∓(x, y′), y′),

where c(x, y′) ∈ C ∞(Ω0 × Ω0, C) is the term of determinant of tangential Hes-
sian of tΦ̃∓(w̃, σ̃; x̃, ỹ′) at (w̃, σ̃) = (β∓(x, y′), γ∓(x, y′)) and is nowhere vanish-
ing for every (x, y) ∈ Ω0 × Ω0.

We notice that by treating S∓ ◦ S∓ with the same order of integration (as
oscillatory integrals) as we just calculated, again by Melin–Sjöstrand stationary
phase formula Theorem 2.2, the Szegő phase function of the Fourier integral
operator S∓ ◦ S∓ in this manner is also φ∓

1 . Thus, from (3.1.42), (3.1.67), S∓ ◦
S∓ ≡ S∓ and Theorem 2.6, we can check that

(3.1.71) φ∓(x, y)− φ∓
1 (x, y) = O(|x − y|+∞).

Hence, we can replace φ∓
1 by φ∓ and we have

(3.1.72)∫ +∞

0
eitφ−(x,y)(h− − f−)(x, y, t)dt +

∫ +∞

0
eitφ+(x,y)(h+ − f+)(x, y, t)dt ≡ 0

on Ω0. From the proof of Theorem 2.6 and induction, we can check that

(3.1.73) h∓0 (x, y)− f∓0 (x, y) = O(|x − y|+∞).

From this observation and (3.1.70), we get

(3.1.74) h∓0 (x, y)− c(x, y)h̃∓0 (x, β(x, y)) ◦ s̃∓0 (β(x, y), y) = O(|x − y|+∞).

From Theorem 2.5, Theorem 2.11 and (3.1.74), we can deduce

(3.1.75) h∓0 (x, y)(I − τ
n∓
y ) = O(|x − y|).

Similarly, by the assumption that

(3.1.76) (H− + H+) ◦ (S− + S+) ≡ H,

we can repeat the procedure above and deduce that

(3.1.77) (I − τ
n∓
x )h∓0 (x, y) = O(|x − y|).
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From (3.1.75), (3.1.77) and the assumption that

τ
n−
x h−0 (x, x)τn−

x = 0,(3.1.78)

τ
n+
x h+0 (x, x)τn+

x = 0 when n− = n+,(3.1.79)

we can conclude that

h∓0 (x, y) = O(|x − y|).(3.1.80)

We now show we can use induction to prove our theorem in our special
situation. We recall that now for the given point (x0, y0) ∈ Ω × Ω we identify it
as (0, 0) ∈ R2n+1 × R2n+1. We assume that

h∓0 (x, y) = O(|(x, y)|N0)(3.1.81)

for some N0 ∈ N. To check the our goal at (N0 + 1)-order, we notice that from
the assumption

(3.1.82) H ≡ (S− + S+) ◦ H ≡ H ◦ (S− + S+),

and from the previous argument, we already have

h∓0 (x, y)(I − τ
n∓
y ) = O(|(x, y)|N0+1),(3.1.83)

(I − τ
n∓
x )h∓0 (x, y) = O(|(x, y)|N0+1).(3.1.84)

So we only need to check whether

(3.1.85) τ
n∓
x h∓0 (x, y)τn∓

y = O(|(x, y)|N0+1).

Following the convention in our theorem, we recall that we suppose the neg-
ative eigenvalues µj < 0 of Levi form are from j = 1, · · · , n− and the positive
eigenvalues µj > 0 are from j = n− + 1, · · · , n. We write

(3.1.86) h∓0 (x, y) = ∑
|I|=|J|=q

h∓I,J(x, y)ωI(x)∧ ⊗ ω∧,∗
J (y)

in the strictly increasing index and I0 = {1, · · · , q}, J0 = {q+ 1, · · · , n} , q = n−.
To prove (3.1.85), we only need to prove that

h−I0,I0
(x, y) = O(|(x, y)|N0+1),(3.1.87)

h+J0,J0
(x, y) = O(|(x, y)|N0+1).(3.1.88)

From (2.3.26), we have

(3.1.89) 2(q+1)
b ◦ ∂b ◦ (S− + S+) = ∂b ◦2

(q)
b ◦ (S− + S+) ≡ 0,

and moreover along with (2.3.24) we can see that

(3.1.90) ∂b ◦ (S− + S+) ≡ G ◦2(q+1)
b ◦ ∂b ◦ (S− + S+) ≡ 0.
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This implies that

(3.1.91)
∫ +∞

0
eitφ−(x,y)(∂b,x φ−)s−0 (x, y)tn+1dt +

∫ +∞

0
eitφ−(x,y)s−1 (x, y, t)dt

+
∫ +∞

0
eitφ+(x,y)(∂b,x φ+)s+0 (x, y)tn+1dt +

∫ +∞

0
eitφ(x,y)s+1 (x, y, t)dt ≡ 0,

where s∓1 (x, y, t) ∈ Sn
cl(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)). We notice that from

(3.1.42) we can see that ∂b,x φ∓(x, y) are independent of y2n+1. Then we can
apply the partial (inverse) Fourier transform argument in the proof of Theorem
2.6 and find some symbols S0(x, y) and S1(x, y′, k) and an operator F∓

1 such that

kn+1(∂b,x φ−)(x, y′)S−0 (x, y′) + S−1 (x, y′, k) = e−ikg−(x,y′)F−
k (x, y′),(3.1.92)

kn+1(∂b,x φ+)(x, y′)S+0 (x, y′) + S+1 (x, y′, k) = e−ikg+(x,y′)F+
k (x, y′),(3.1.93)

where

S∓0 (x, y′)|y=x = s∓0 (x, x) ̸= 0,(3.1.94)

S∓1 (x, y′, k) ∈ Sn
loc,cl(Ω × Ω, L (T∗0,qX, T∗0,qX)),(3.1.95)

F∓
k = O

(
k−∞) .(3.1.96)

We recall that φ∓(x, x) = 0, which implies that here g(x, y′)|y=x = 0. Then by
multiplying k−n−1 both sides in (3.1.92) and (3.1.93) it is clear that

(3.1.97) (∂b,x φ∓)(x, y′)S∓0 (x, y′) = O(|x − y|+∞),

and we can apply S∓0 (x, y′)|y=x ̸= 0, Leibniz rule and induction to show that

(3.1.98) (∂b,x φ∓)(x, y′) = O(|x − y|+∞).

Also, by the assumption (3.1.32) of H we can check that

(3.1.99) ∂b ◦ H ≡ ∂b ◦ (S− + S+) ◦ H ≡ 0.

This implies that

(3.1.100)
∫ +∞

0
eitφ−(x,y)(∂b,x φ−)h−(x, y, t)dt +

∫ +∞

0
eitφ−(x,y)∂b,xh−0 (x, y, t)dt

+
∫ +∞

0
eitφ−(x,y)(∂b,x φ+)h+(x, y, t)dt +

∫ +∞

0
eitφ+(x,y)∂b,xh+0 (x, y, t)dt ≡ 0,

and by (3.1.98) we can rewrite the above relation by

(3.1.101)
∫ +∞

0
eitφ−(x,y)h−0 (x, y)tndt +

∫ +∞

0
eitφ−(x,y)h−1 (x, y, t)dt

+
∫ +∞

0
eitφ+(x,y)h+0 (x, y)tndt +

∫ +∞

0
eitφ+(x,y)h+1 (x, y, t)dt ≡ 0,
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where h∓1 (x, y, t) ∈ Sn−1
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)). By the above rela-

tion, the assumption here that h∓0 (x, y) = h∓0 (x, y′) and the same partial (in-
verse) Fourier transform argument in the proof of Theorem 2.6, we can then
check that

(3.1.102) ∂b,xh∓0 (x, y) = O(|x − y|+∞).

Then, by combining (3.1.84), (3.1.83) and (3.1.102), we can check that

(3.1.103) ∂b,xτ
n∓
x h∓0 (x, y)τn∓

y = O(|(x, y)|N0),

which is equivalent to

∂

∂zj
h−I0,I0

(x, y) = O(|(x, y)|N0), j = q + 1, · · · , n,(3.1.104)

∂

∂zj
h+J0,J0

(x, y) = O(|(x, y)|N0), j = 1, · · · , q.(3.1.105)

Similarly, from the argument before we can also check that

∂
∗
b ◦ (S− + S+) ≡ 0,(3.1.106)

∂
∗
b ◦ H ≡ ∂

∗
b(S− + S+) ◦ H ≡ 0,(3.1.107)

and we can repeat the same procedure before with some minor change to de-
duce that

(3.1.108) ∂
∗
b,xτ

n∓
x h∓0 (x, y)τn∓

y = O(|(x, y)|N0),

which is equivalent to

∂

∂zj
h−I0,I0

(x, y) = O(|(x, y)|N0), j = 1, · · · , q,(3.1.109)

∂

∂zj
h+J0,J0

(x, y) = O(|(x, y)|N0), j = q + 1, · · · , n.(3.1.110)

From our temporary assumption H = H∗, we have

(3.1.111)
∫ +∞

0
eitφ−(x,y)h−(x, y, t)dt +

∫ +∞

0
eitφ+(x,y)h+(x, y, t)dt

≡
∫ +∞

0
eitφ∗

−(x,y)h−,∗(x, y, t)dt +
∫ +∞

0
eitφ∗

+(x,y)h+,∗(x, y, t)dt.

We recall that φ∓(x, y) ∈ Ph(∓α, Ω) and S∓ ≡ S∗
∓. Accordingly, from Theorem

2.6 we have

φ∗
∓(x, y)− f∓(x, y)φ∓(x, y) = O(|x − y|+∞),(3.1.112)
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where f∓(x, x) ̸= 0. From the above relation and (3.1.20), we can write the
oscillatory integral

(3.1.113)
∫ +∞

0
eitφ∗

∓(x,y)h∓,∗
0 (x, y)tmdt ≡

∫ +∞

0
eitφ∓(x,y) h∓,∗

0 (x, y)
f m
∓ (x, y)

tmdt.

We denote

F∓(x, y) :=
h∓,∗

0 (x, y)
f m
∓ (x, y)

,(3.1.114)

F∓(x, y′) := F̃∓(x, y′, x2n+1 ∓ g∓(x, y′)).(3.1.115)

By almost analytic extension, we have F∓(x, y) = F̃∓(x, y′, y2n+1). Also, by
Taylor formula, we have

(3.1.116) F̃∓(x, y′, ỹ2n+1)

= F̃∓(x, y′, x2n+1 ∓ g∓(x, y′)) + (−x2n+1 + ỹ2n+1 ± g∓(x, y′))r∓(x, y).

By the above relation and along with our special choice of φ∓ here, we can write

∫ +∞

0
eitφ∓(x,y)F∓(x, y)tmdt

=
∫ +∞

0
eitφ∓(x,y)F∓(x, y′)tmdt +

∫ +∞

0
eitφ∓(x,y)φ∓(x, y)r(x, y)tmdt

=
∫ +∞

0
eitφ∓(x,y)F∓(x, y′)tmdt +

∫ +∞

0
eitφ∓(x,y)ir∓(x, y)(

d
dt

tm)dt,(3.1.117)

where we apply integration by parts of oscillatory integrals. From the proof of
Theorem 2.6, we can see that

(3.1.118) F∓(x, y′)− h0(x, y′) = O(|x − y|+∞),

which implies that
(3.1.119)
h̃∓,∗

0 (x, y′, x2n+1 ∓ g(x, y′))− f̃ m
∓ (x, y′, x2n+1 ∓ g(x, y′))h∓0 (x, y′) = O(|x− y|+∞).

We recall that by Schwarz kernel theorem we have H∗(x, y) = H(y, x), so
we can take h∗,∓

0 (x, y) = h∓0 (y, x). We also recall that here α(0) = dx2n+1
and dx φ∓(x, x) = dy φ∓(x, x) = ∓α(x, x). So from (3.1.104), (3.1.105), (3.1.109),
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(3.1.110), (3.1.119) and induction hypothesis, we can check that

∂

∂wj
h−I0,I0

(x, y) = O(|(x, y)|N0), j = q + 1, · · · , n,(3.1.120)

∂

∂wj
h+J0,J0

(x, y) = O(|(x, y)|N0), j = 1, · · · , q,(3.1.121)

∂

∂wj
h−I0,I0

(x, y) = O(|(x, y)|N0), j = 1, · · · , q,(3.1.122)

∂

∂wj
h+J0,J0

(x, y) = O(|(x, y)|N0), j = q + 1, · · · , n.(3.1.123)

For simplicity, in the later discussion we will only demonstrate the case for
h−I0,I0

, and the case for h+J0,J0
can be calculated similarly. From our assumption

that h−I0,I0
(x, x) = 0 and Taylor formula, for a fixed j ∈ {q + 1, · · · , n} and fixed

α, β ∈ N0 such that α + β = N0, we have

(3.1.124)

((
(

∂

∂zj
+

∂

∂wj
)α(

∂

∂zj
+

∂

∂wj
)β

)
h−I0,I0

)
(0, 0) = 0.

This relation implies that

(3.1.125)

(
(

∂

∂zj
)α(

∂

∂wj
)βh−I0,I0

)
(0, 0) = ∑

α1,α2,β1,β2∈N0
α1+α2=α
β1+β2=β
α2+β1>0

cα1,α2,β1,β2

×
(
(

∂

∂zj
)α1(

∂

∂wj
)α2(

∂

∂zj
)β1(

∂

∂wj
)β2 h−I0,I0

)
(0, 0),

where each cα1,α2,β1,β2 is a constant. When α2 + β1 > 0, from (3.1.104) and
(3.1.122) we get

(3.1.126)

(
(

∂

∂zj
)α1(

∂

∂wj
)α2(

∂

∂zj
)β1(

∂

∂wj
)β2 h−I0,I0

)
(0, 0) = 0

for every α1, α2, β1, β2 ∈ N0, α1 + α2 = α, β1 + β2 = β. From this observation
and (3.1.125), we get

(3.1.127)

(
(

∂

∂zj
)α(

∂

∂wj
)βh−I0,I0

)
(0, 0) = 0 for every α, β ∈ N0, α + β = N0.
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Similarly, for a fixed j ∈ {1, · · · , q}, we can repeat the procedure above and
deduce that

(3.1.128)

(
(

∂

∂zj
)α(

∂

∂wj
)βh−I0,I0

)
(0, 0) = 0 for every α, β ∈ N0, α + β = N0.

Also, again by hI0,I0(x, x) = 0, we have
(3.1.129)(

∂

∂x2n+1
+

∂

∂y2n+1

)N
h−I0,I0

(0, 0) = 0 for every N ∈ N with |N| ≤ N0.

Since here the special hI0,I0(x, y) = hI0,I0(x, y′) is independent of y2n+1, we have

(3.1.130)
∂

∂y2n+1
h−I0,I0

(x, y) = O(|(x, y)|+∞)

and with the above observation we can deduce that

(3.1.131)

(
∂N

∂xN
2n+1

h−I0,I0

)
(0, 0) = 0 for every N ∈ N with |N| ≤ N0.

From this relation, we can repeat the argument above with minor change and
deduce that for j ∈ {q + 1, · · · , n}, ℓ ∈ {1, · · · , q}, we have

(3.1.132)

(
(

∂

∂zj
)α0(

∂

∂wj
)β0(

∂

∂zℓ
)α(

∂

∂wℓ
)β(

∂

∂x2n+1
)γh−I0,I0

)
(0, 0) = 0,

for every α0, β0, α, β ∈ Nn
0 , γ ∈ N0, |α0| + |β0| + |α| + |β| + |γ| = N0. Com-

bining all the above argument, we prove by induction that in this special case
h−I0,I0

(x, y) vanishes to infinite order at (p, p). We can show so does h+J0,J0
(x, y)

by the similar method.
For the purpose of reducing general case of our theorem to the special case

we just demonstrate, we consider H∗ be the formal adjoint with respect to the
given L2-inner product on Ω0,q(X). As before, by Schwartz kernel theorem we
can write

H∗(x, y) ≡
∫ +∞

0
eitφ∗

−(x,y)h−,∗(x, y, t)dt +
∫ +∞

0
eitφ∗

+(x,y)h+,∗(x, y, t)dt,

(3.1.133)

φ∗
∓(x, y) = −φ∗

∓(y, x),
(3.1.134)

h∓,∗(x, y, t) = h∓,∗(y, x, t).
(3.1.135)

Under the same notations and coordinates before, again by the relation

(3.1.136) dx φ∓(x, x) = −dy φ∓(x, x) = ∓α(x),
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and Malgrange preparation theorem [40, Theorem 7.5.5], after some arrange-
ment we can write

φ∓(x, y) = f1,∓(x, y)(∓x2n+1 ± y2n+1 + g1,∓(x, y′)), Im g1,∓ ≥ 0,(3.1.137)

−φ∓(y, x) = f2,∓(x, y)(∓x2n+1 ± y2n+1 + g2,∓(x, y′)), Im g2,∓ ≥ 0,(3.1.138)

where ( f1,∓ f2,∓)(x, x) ̸= 0. By (2.3.36) and (2.3.37) we can check that the complex-
valued phase functions φ∓(x, y)t and −φ∓(y, x)t generate the same equivalent
canonical relations as almost analytic manifolds [72, Definition 4.1 & Theorem
4.2], so we have the Melin–Sjöstrand’s equivalent of phase functions

φ∓(x, y)t ∼
(
∓x2n+1 ± y2n+1 + g1,∓(x, y′)

)
t,(3.1.139)

−φ∓(y, x)t ∼
(
∓x2n+1 ± y2n+1 + g2,∓(x, y′)

)
t.(3.1.140)

By the proof of Theorem 2.6 we can check that

(3.1.141) g1,∓(x, y′) = g2,∓(x, y′) + O
(
|x − y|+∞) .

For simplicity, from now on we denote

ϕ∓(x, y) = ∓x2n+1 ± y2n+1 + g∓(x, y′),(3.1.142)

g∓(x, y) := g1,∓(x, y),(3.1.143)

and we already have

(3.1.144) φ∓(x, y) = f1,∓(x, y)ϕ∓(x, y).

We also notice that (3.1.141) and Remark 2.7 imply we may write

(3.1.145) φ∗
∓(x, y) = f2,∓(x, y)ϕ∓(x, y).

Now, for

(H + H∗)(x, y)

≡
∫ +∞

0
eitφ−(x,y)h−(x, y, t)dt +

∫ +∞

0
eitφ∗

−(x,y)h−,∗(x, y, t)dt

+
∫ +∞

0
eitφ+(x,y)h+(x, y, t)dt +

∫ +∞

0
eitφ∗

+(x,y)h+,∗(x, y, t)dt,(3.1.146)

we can apply the trick of (3.1.113), (3.1.116) and integration by parts of oscilla-
tory integrals to check, up to some Fourier integral operators of Szegő type of
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weight n − 1, we have

(H + H∗)(x, y)

≡
∫ +∞

0
eitϕ−(x,y)tn

(3.1.147)

×

 h̃−0 (x, y′, x2n+1 − g−(x, y′))

f̃ n+1
1,− (x, y′, x2n+1 − g−(x, y′))

+
h̃−0 (y

′, x2n+1 − g−(x, y′), x)

f̃ n+1
2,− (x, y′, x2n+1 − g−(x, y′))

 dt

+
∫ +∞

0
eitϕ+(x,y)tn

×

 h̃+0 (x, y′, x2n+1 + g+(x, y′))

f̃ n+1
1,+ (x, y′, x2n+1 + g+(x, y′))

+
h̃+0 (y

′, x2n+1 + g+(x, y′), x)

f̃ n+1
2,+ (x, y′, x2n+1 + g+(x, y′))

 dt.

Similarly, up to some Fourier integral operators of Szegő type of weight n − 1,
we also have

(iH − iH∗)(x, y)

≡
∫ +∞

0
eitϕ−(x,y)tn

(3.1.148)

×

i
h̃−0 (x, y′, x2n+1 − g−(x, y′))

f̃ n+1
1,− (x, y′, x2n+1 − g−(x, y′))

− i
h̃−0 (y

′, x2n+1 − g−(x, y′), x)

f̃ n+1
2,− (x, y′, x2n+1 − g−(x, y′))

 dt

+
∫ +∞

0
eitϕ+(x,y)tn

×

i
h̃+0 (x, y′, x2n+1 + g+(x, y′))

f̃ n+1
1,+ (x, y′, x2n+1 + g+(x, y′))

− i
h̃+0 (y

′, x2n+1 + g+(x, y′), x)

f̃ n+1
2,+ (x, y′, x2n+1 + g+(x, y′))

 dt.

We also notice that both H + H∗ and iH − iH∗ are formally self-adjoint, and
by our assumption we have

(H + H∗) ≡ (S− + S+) ◦ (H + H∗) ≡ (H + H∗) ◦ (S− + S+),(3.1.149)

(iH − iH∗) ≡ (S− + S+) ◦ (iH − iH∗) ≡ (iH − iH∗) ◦ (S− + S+).(3.1.150)

We notice that at (x, y) = (0, 0) we have the following relations

h̃∓0
(
x, x′, x2n+1 ∓ g∓(x, x′)

)
= h∓0 (x, x) is a zero map ,(3.1.151)

f̃ n+1
1

(
x, x′, x2n+1 ∓ g∓(x, x′)

)
= f n+1

1 (x, x) ̸= 0.(3.1.152)
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So at (x, y) = (0, 0) we also have

h̃∓0 (x, y′, x2n+1 ∓ g∓(x, x′))

f̃ n+1
1 (x, y′, x2n+1 ∓ g∓(x, x′))

+
h̃∓0 (y

′, x2n+1 ∓ g∓(x, x′), x)

f̃ n+1
2 (x, y′, x2n+1 ∓ g∓(x, x′))

= 0,(3.1.153)

i
h̃∓0 (x, y′, x2n+1 ∓ g∓(x, x′))

f̃ n+1
1 (x, y′, x2n+1 ∓ g∓(x, x′))

− i
h̃∓0 (y

′, x2n+1 ∓ g∓(x, x′), x)

f̃ n+1
2 (x, y′, x2n+1 ∓ g∓(x, x′))

= 0.(3.1.154)

Thus, the Fourier integral operators H + H∗ and iH − iH∗ are exactly in the
form as we already studied in the special case, and we immediately have

(3.1.155)
h̃∓0 (x, y′, x2n+1 ∓ g∓(x, y′))

f̃ n+1
1 (x, y′, x2n+1 ∓ g∓(x, y′))

+
h̃∓0 (y

′, x2n+1 ∓ g∓(x, y′), x)

f̃ n+1
2 (x, y′, x2n+1 ∓ g∓(x, y′))

= O
(
|(x, y)|+∞

)
,

(3.1.156) i
h̃∓0 (x, y′, x2n+1 ∓ g∓(x, y′))

f̃ n+1
1 (x, y′, x2n+1 ∓ g∓(x, y′))

− i
h̃∓0 (y

′, x2n+1 ∓ g∓(x, y′), x)

f̃ n+1
2 (x, y′, x2n+1 ∓ g∓(x, y′))

= O
(
|(x, y)|+∞

)
.

Accordingly, we get

(3.1.157)
h̃∓0 (x, y′, x2n+1 ∓ g∓(x, y′))

f̃ n+1
1 (x, y′, x2n+1 ∓ g∓(x, y′))

= O
(
|(x, y)|+∞

)
.

From the above relation, it is not hard to check that

(3.1.158) h̃∓0
(
x, y′, x2n+1 ∓ g∓(x, y′)

)
= O

(
|(x, y)|+∞

)
.

As we mention in the beginning of the proof, by applying the Malgrange
preparation theorem [40, Theorem 7.5.6] to the variable y2n+1 we can write

(3.1.159) h∓0 (x, y) = ρ∓(x, y)ϕ∓(x, y) + r∓(x, y′)

for some r(x, y′) ∈ C ∞(Ω × U, L (T∗0,qX, T∗0,qX)). In particular, we can take
almost analytic extension of (3.1.159) in the variable y2n+1 such that
(3.1.160)

h̃∓0 (x, y′, ỹ2n+1) = ρ̃∓(x, y′, ỹ2n+1)
(
∓x2n+1 ± ỹ2n+1 + g∓(x, y′)

)
+ r∓(x, y′).

We can put ỹ2n+1 = x2n+1 ∓ g∓(x, y′) in the above equation, and with the fact
that r(x, y′) is independent of y2n+1 and (3.1.157) we immediately see that

(3.1.161) r∓(x, y′) = O
(
|(x, y)|+∞) .



3.2. Microlocal analysis of Toeplitz operators 63

The above argument holds for any point. So by (3.1.137), (3.1.159) and (3.1.161)
we finish the verification of our theorem. □

3.2. Microlocal analysis of Toeplitz operators

With the same notations and assumptions in Theorem 1.1, we consider the
Toeplitz operator for lower energy forms

(3.2.1) T(q)
P,λ := Π(q)

λ ◦ P ◦ Π(q)
λ : Ω0,q(X) → Ω0,q(X)

associated by a formally self-adjoint P ∈ L1
cl(X; T∗0,qX). We denote the principal

symbol of P by

(3.2.2) p0 ∈ C ∞(T∗X, L (T∗0,qX, T∗0,qX)),

and we assume that the following Levi-elliptic condition holds:

(3.2.3) τ
n−
x p0(−αx)τ

n−
x > 0 : q = n−,

and additionally

(3.2.4) τ
n+
x p0(αx)τ

n+
x < 0 : q = n− = n+.

In this case we say that T(q)
P,λ is a Levi-elliptic Toeplitz operator and denote its

Schwartz kernel by T(q)
P,λ(x, y). Our definition coincides with the one for elliptic

Toeplitz operators [12, §2] on CR manifolds for q = n− = 0.
We have the following microloal structure of Toeplitz operators on lower

energy forms, which can be deduced from the method of complex stationary
phase of Melin–Sjöstrand [72, pp. 156], Theorems 2.3 and 2.10. Reader can also
refer the proof in [28, Theorem 4.4].

THEOREM 3.5. In the situation of Theorem 1.1 and for q = n−, T(q)
P,λ is the sum of

Fourier integral operators

T(q)
P,λ = Tφ− + Tφ+ + F on Ω,(3.2.5)

where F : E ′(Ω; T∗0,qX) → C ∞(X; T∗0,qX) is continuous and we have the Schwartz
kernel

(3.2.6) Tφ∓(x, y) =
∫ +∞

0
eitφ∓(x,y)ta∓(x, y, t)dt

associated with the Szegő phase function φ∓(x, y) in Remark 2.7 and the symbol

(3.2.7) a∓(x, y, t) ∈ Sn
cl(Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X))
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with the properties that

a∓(x, y, t) ∼
+∞

∑
j=0

a∓j (x, y)tn−j in Sn
1,0(Ω × Ω × R+, L (T∗0,q

y X, T∗0,q
x X)),(3.2.8)

a+0 (x, y, t) = 0 when n− ̸= n+,(3.2.9)

a∓(x, y, t) and a∓j (x, y) are properly supported in the variables (x, y) for all j ∈ N0,

(3.2.10) a−0 (x, x) =
|detLx|
2πn+1

v(x)
m(x)

τ
n−
x p0(−αx)τ

n−
x ,

and when n− = n+ we additionally have

(3.2.11) a+0 (x, x) =
|detLx|
2πn+1

v(x)
m(x)

τ
n+
x p0(αx)τ

n+
x .

In fact, given any m ∈ R and P̃ ∈ Lm
cl(X; T∗0,qX), since in our context we

have Π(q)
λ ∈ L0

1
2 , 1

2
(X; T∗0,qX), by Calderon–Vaillancourt theorem we have that

T(q)
P̃,λ

:= Π(q)
λ ◦ P̃ ◦ Π(q)

λ is also a bounded operator between the Sobolev spaces

Hs+m
0,q (X) and Hs

0,q(X), where Hs
0,q(X) := Hs(X, T∗0,qX), for all s ∈ R. We

denote this fact by

(3.2.12) T(q)
P̃,λ

= O(1) in L (Hs+m
0,q (X), Hs

0,q(X)), ∀ s ∈ R.

Also, we can still construct the parametrix for Levi-elliptic Toeplitz operators
although they are defined by the elliptic pseudodifferential operator.

THEOREM 3.6. In the situation of Theorem 1.1 and for q = n−, we can always find
a formally self-adjoint pseudodifferential operator Q ∈ L−1

cl (X; T∗0,qX) such that

(3.2.13) T(q)
Q,λ ◦ T(q)

P,λ ≡ T(q)
P,λ ◦ T(q)

Q,λ ≡ Π(q)
λ on X.

PROOF. First of all, we notice that if we can find some Q ∈ L−1
cl (X; T∗0,qX)

such that T(q)
Q,λ ◦ T(q)

P,λ ≡ T(q)
P,λ ◦ T(q)

Q,λ ≡ Π(q)
λ , then we can replace Q be 1

2(Q + Q∗)
which is clearly formally self-adjoint.

For the generality of our argument, we demonstrate the case n− = n+, and
the case n− ̸= n+ follows from the same argument with some minor change.
In the following we always use the convention (1.1.23). When q = n−, we
have pI0,I0(−αx) > 0 and we can find a conic neighborhood C−

1 of Σ− such that
pI0,I0(−αx) > on the closure of C−

1 . We take a function ρ(x, η) ∈ C ∞(T∗X) that
ρ vanishes for small |η|, ρ is positively homogeneous in η of degree zero when
|η| ≥ 1, ρ equals to one when (x, η) in a conic neighborhood of Σ− and ρ has
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support in the closure of C−
1 . We also take any r(x, η) ∈ S−1

cl (T∗X \ C−
1 ) and we

can see that for ℓI0,I0 := ρpI0,I0 + (1 − ρ)r we have ℓI0,I0 ∈ S−1
cl (T∗X) and

ℓI0,I0(−αx)pI0,I0(−αx) = 1.(3.2.14)

We can also similarly construct ℓJ0,J0 ∈ S−1
cl (T∗X) such that

ℓJ0,J0(αx)pJ0,J0(αx) = 1.(3.2.15)

By the above argument, we can find L(0) ∈ L−1
cl (X; T∗0,qX) with the princi-

pal symbol ℓ(0)0 = ∑′
I,J ℓI,Jω

∧
I ⊗ ω∧,∗

J ∈ S−1
cl (T∗X, L (T∗0,qX, T∗0,qX)) such that

(3.2.14) and (3.2.15) holds. Then for any coordinate patch Ω ⊂ X, by combining
Theorem 3.5, Melin–Sjöstrand stationary phase method Theorem 2.2, Theorem
2.5, (1.1.17), (1.1.18) and Theorem 2.10 we can check that

(3.2.16) T(q)
L(0),λ

◦ T(q)
P,λ = I−0 + I+0 + R0 on Ω.

where R0 : E ′(Ω, T∗0,qX) → C ∞(X, T∗0,qX) is continuous and the Schwartz
kernels

(3.2.17) I∓0 (x, y) =
∫ +∞

0
eitφ∓(x,y)S ∓(x, y, t)dt

have the same φ∓ before and the following data properly supported in (x, y):
S ∓(x, y, t) ∼ ∑+∞

j=0 Sj(x, y)tn−j in Sn
1,0
(
Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
,

S ∓
0 (x, y) = ∑

|I|=|J|=q
S ∓

I,J(x, y)ω∧
I ⊗ ω∧,∗

J for the strictly increasing index sets,

(3.2.18)

S −
I0,I0

(x, x) = S +
J0,J0

(x, x) =
|detLx|
2πn+1

v(x)
m(x)

.

(3.2.19)

By Theorem 3.4 and the above relations, we can deduce that T(q)
L(0),λ

◦ T(q)
P,λ −

Π(q)
λ = H0 + G0 on Ω, where H0 ∈ In−1

Σ (Ω; T∗0,qX) and G0 : E ′(Ω, T∗0,qX) →
C ∞(X, T∗0,qX) is continuous. Then for any N ∈ N and j = 1, · · · , N − 1, with
the same method we can construct L(j) ∈ L−1−j

cl (X; T∗0,qX) such that

(3.2.20)
N−1

∑
j=0

T(q)
L(j),λ

◦ T(q)
P,λ − Π(q)

λ = HN + GN on Ω,

where HN ∈ In−N
Σ (Ω; T∗0,qX) and GN : E ′(Ω, T∗0,qX) → C ∞(X, T∗0,qX) is con-

tinuous. We can then construct the symbol ℓ ∈ S−1
cl (T∗X, L (T∗0,qX, T∗0,qX))

from the asymptotic sums of the complete symbol of L(j), j = 0, 1, · · · , and
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we can define L ∈ L−1
cl (X; T∗0,qX) by the symbol ℓ. Since the above argument

holds for arbitrary Ω and X is compact, we can check that T(q)
L,λ ◦ T(q)

P,λ − Π(q)
λ ≡

0 on X. By the same method above, we also have an R ∈ L−1
cl (X; T∗0,qX) such

that T(q)
P,λ ◦ T(q)

R,λ − Π(q)
λ ≡ 0 on X. Then we have that T(q)

L,λ = T(q)
L,λ ◦ Π(q)

λ ≡
T(q)

L,λ ◦
(

T(q)
P,λ ◦ T(q)

R,λ

)
≡
(

T(q)
L,λ ◦ T(q)

P,λ

)
◦ T(q)

R,λ ≡ Π(q)
λ ◦ T(q)

R,λ = T(q)
R,λ on X and we

conclude our theorem. □

We have the following type of elliptic estimates which now easily follows
from Theorem 3.6. For convenience, we denote H(q)

b,λ(X) := Ker (I − Π(q)
λ ).

THEOREM 3.7. In the context of Theorem 1.1, for every s ≥ 0 there exists a con-
stant Cs > 0 such that

(3.2.21) ∥u∥s+1 ≤ Cs

(
∥T(q)

P,λu∥s + ∥u∥s

)
, ∀u ∈ H(q)

b,λ(X).

In particular, given a non-zero eigenvalue µ ∈ R of T(q)
P,λ and for any s ∈ N0, there

exists a constant cs > 0 such that

(3.2.22) ∥u∥s ≤ cs(1 + |µ|)s∥u∥, ∀u ∈ Ker (T(q)
P,λ − µI).

In other words, Ker(T(q)
P,λ − µI) ⊂ Ω0,q(X) for all µ ∈ Ṙ. Moreover, (3.2.22) holds

with µ = 0 for all u ∈ Ker T(q)
P,λ ∩H(q)

b,λ(X).

PROOF. By Theorem 3.6, when u ∈ H(q)
b,λ(X) we have a Q ∈ L−1

cl (X; T∗0,qX)
and a smoothing operator F such that

(3.2.23) u = Π(q)
λ u = (Π(q)

λ ◦ Q ◦ Π(q)
λ ) ◦ T(q)

P,λu + Fu.

By the continuity of Q, Π(q)
λ and F, we have a constant Cs > 0 such that

∥u∥s+1 ≤ ∥T(q)
Q,λ ◦ T(q)

P,λu∥s+1 + ∥Fu∥s+1(3.2.24)

≤ Cs

(
∥T(q)

P,λu∥s + ∥u∥s

)
(3.2.25)

holds for all u ∈ H(q)
b,λ(X).

In particular, for an eigenform u of T(q)
P,λ corresponding to an eigenvalue µ ̸=

0, we have

(3.2.26) µu = T(q)
P,λu = Π(q)

λ ◦ T(q)
P,λu = µΠ(q)

λ u.

Thus u ∈ H(q)
b,λ(X). By applying the above estimate inductively, we have

(3.2.27) ∥u∥s+1 ≤ Cs(1 + |µ|)∥u∥s ≤ · · · ≤ cs(1 + |µ|)s∥u∥,
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where Cs, cs > 0 are some constants. For the case of µ = 0, if u ∈ H(q)
b,λ(X) then

the same argument still works. □

From Theorem 3.7, we immediately have the following self- adjoint exten-
sion of T(q)

P,λ in L2
0,q(X) := L2(X, T∗0,qX).

THEOREM 3.8. In the context of Theorem 1.1, the maximal extension

T(q)
P,λ : Dom T(q)

P,λ ⊂ L2
0,q(X) → L2

0,q(X),(3.2.28)

Dom T(q)
P,λ :=

{
u ∈ L2

0,q(X) : T(q)
P,λu ∈ L2

0,q(X)
}

,(3.2.29)

is a self-adjoint extension of T(q)
P,λ. In particular, Spec T(q)

P,λ ⊂ R.

PROOF. Let (T(q)
P,λ)

∗
H : Dom(T(q)

P,λ)
∗
H ⊂ L2

0,q(X) → L2
0,q(X) be the Hilbert space

adjoint of T(q)
P,λ. We first show that Dom T(q)

P,λ ⊂ Dom(T(q)
P,λ)

∗
H and (T(q)

P,λ)
∗
H = T(q)

P,λ

on Dom T(q)
P,λ. Let v ∈ Dom T(q)

P,λ and let w = Π(q)
λ v. From Theorem 3.7, we can

see that w ∈ H1
0,q(X). We can take a sequence {wj}+∞

j=1 in Ω0,q(X) such that

wj → w in H1
0,q(X) as j → +∞, and by (3.2.12) we also have T(q)

P,λwj ∈ Ω0,q(X)

such that T(q)
P,λwj → T(q)

P,λw in L2
0,q(X). Now, for all u, v ∈ Dom T(q)

P,λ, on one hand

(3.2.30) (T(q)
P,λu|v) = (Π(q)

λ ◦ T(q)
P,λu|v) = (T(q)

P,λu|Π(q)
λ v) = (T(q)

P,λu|w).

On the other hand (T(q)
P,λu|w) = limj→+∞(T(q)

P,λu|wj). We notice that we can take

a sequence {uℓ}ℓ in C ∞(X) such that uℓ → u in L2(X) and T(q)
P,λuℓ → T(q)

P,λu in
H−1(X), as ℓ → +∞. Along with wj ∈ C ∞(X) for each j, we have

(3.2.31) lim
ℓ→+∞

|(T(q)
P,λ(u − uℓ)|wj)| ≤ lim

ℓ→+∞
∥(T(q)

P,λ(u − uℓ)∥−1∥wj∥1 = 0,

which implies that

(3.2.32) (T(q)
P,λu|wj) = lim

ℓ→+∞
(T(q)

P,λuℓ|wj) = lim
ℓ→+∞

(uℓ|T
(q)
P,λwj) = (u|T(q)

P,λwj).

We have

(3.2.33) |(T(q)
P,λu|w)| = lim

j→+∞
|(T(q)

P,λu|wj)| = lim
j→+∞

|(u|T(q)
P,λwj)|

≤ lim
j→+∞

∥u∥ · ∥T(q)
P,λwj∥ = ∥T(q)

P,λw∥ · ∥u∥.

Combining all the estimate above we see that there exists a constant C > 0 such
that

(3.2.34) |(T(q)
P,λu|v)| ≤ C∥u∥
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for all u, v ∈ Dom T(q)
P,λ. This implies that v ∈ Dom(T(q)

P,λ)
∗
H and (T(q)

P,λ)
∗
Hv =

T(q)
P,λv.

Conversely, for all v ∈ Dom(T(q)
P,λ)

∗
H, by the Riesz representation theorem we

can find a w ∈ L2
0,q(X) such that

(3.2.35) (T(q)
P,λu|v) = (u|w),

for all u ∈ DomT(q)
P,λ with (T(q)

P,λ)
∗
Hv = w. In particular, for all u ∈ Ω0,q(X), by

the density argument in (3.2.32), we can check that

(3.2.36) (u|w) = (T(q)
P,λu|v) = ((T(q)

P,λ)
∗
Hu|v) = (u|T(q)

P,λv),

which implies that T(q)
P,λv = w (almost everywhere) as an element of L2

0,q(X). □

We have the following analogue of [12, Proposition 2.14]. The proof is quite
standard from the technique of elliptic estimate and Rellich compact embedding
lemma.

THEOREM 3.9. With the same notations and assumptions in Theorem 1.1, for q =

n−, the spectrum Spec(T(q)
P,λ) ⊂ R consist only by eigenvalues, where the non-zero

eigenvalues all have finite multiplicity. For any c > 0, the set Spec T(q)
P,λ ∩ [c, ∞) ∩

(−∞,−c] is a discrete subset of R. Also, the only possible accumulation points of
Spec(T(q)

P,λ) are ±∞.

PROOF. We first show that Spec(T(q)
P,λ) consists only by eigenvalues. If we

suppose otherwise, then we have a number µ ∈ Spec(T(q)
P,λ) such that µ − T(q)

P,λ is
injective. We claim that for this λ there is a constant C > 0 such that

(3.2.37) ∥(µ − T(q)
P,λ)u∥ ≥ C∥u∥

for all u ∈ Dom T(q)
P,λ. We notice that u = Π(q)

λ u + (I − Π(q)
λ )u and T(q)

P,λ ◦ (I −
Π(q)

λ ) = 0. Thus to verify this inequality we may assume u = Π(q)
λ u. Supposing

(3.2.37) does not hold, we can find a sequence {uj}+∞
j=1 in Dom T(q)

P,λ with uj =

Π(q)
λ uj and ∥uj∥ = 1 such that ∥(µ − T(q)

P,λ)uj∥ < 1
j ∥uj∥ = 1

j . However, we have

(3.2.38) ∥uj∥1 ≤ C1(∥T(q)
P,λuj∥+ ∥uj∥) ≤ C1(

1
j
+ |µ|+ 1)

for some constant C1 > 0 by Theorem 3.7. From Rellich compact embedding
lemma, we can find a subsequence ujℓ → v in L2

0,q(X) such that ∥v∥ = 1, which

contradicts v ∈ Ker (µ − T(q)
P,λ) = {0}. Now, with (3.2.37) we can check that
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the closed range property Range(µ − T(q)
P,λ) = Range(µ − T(q)

P,λ), and along with
linear algebra we get

L2
0,q(X) =Range(µ − T(q)

P,λ)
⊕

Range(µ − T(q)
P,λ)

⊥

=Range(µ − T(q)
P,λ)

⊕
Ker (µ − T(q)

P,λ)

=Range(µ − T(q)
P,λ).(3.2.39)

This leads to a contradiction because such λ ∈ Spec(T(q)
P,λ) makes µ − T(q)

P,λ be-

come bijective and have the bounded inverse. So Spec(T(q)
P,λ) consists only by

eigenvalues, and all the eigenforms corresponding to non-zero eigenvalues are
smooth by Theorem 3.7. Moreover, if we suppose that dim Ker (T(q)

P,λ − µj I) =

+∞, then we can find orthonormal sequence { fℓ}+∞
ℓ=1 in Ker (T(q)

P,λ − µj I). How-
ever, with Theorem 3.7 and Rellich lemma this implies that there is a subse-
quence of { f j}+∞

j=1 converges in L2
0,q(X), which contradicts the orthonormal as-

sumption of { f j}+∞
j=1. So all the non-zero eigenvalues of T(q)

P,λ have finite multi-
plicty.

For any 0 < c1 < c2 < ∞, we claim that Spec T(q)
P,λ ∩ [c1, c2] is a discrete

subset of R. If we suppose otherwise, then we can find infinitely many f j ∈
Ω0,q(X), j = 1, 2, · · · , such that T(q)

P,λ f j = µj f j, µj ∈ [c1, c2], ( f j | fℓ ) = δj,ℓ.
By Theorem 3.7 and the above relations, we can see that { f j}+∞

j=1 is uniform
bounded in H1

0,q(X). So we can apply Rellich compact embedding lemma to get

a subsequence
{

f jℓ
}+∞
ℓ=1 of

{
f j
}+∞

j=1, where 1 < j1 < j2 < · · · , such that f jℓ → f

in L2
0,q(X) as ℓ → +∞, for some f ∈ L2

0,q(X). But ( f jℓ | f jh ) = 0 if ℓ ̸= h and we

get a contradiction. We conclude that Spec T(q)
P,λ ∩ [c1, c2] is a discrete subset of

R, for any 0 < c1 < c2 < ∞. We can also use the same argument to show that
Spec T(q)

P,λ ∩ [c1, c2] is a discrete subset of R for any 0 > c1 > c2 > −∞. Thus, for

any c > 0, Spec T(q)
P,λ ∩ [c, ∞) ∩ (−∞,−c] is a discrete subset of R.

Finally, by the spectral theorem of self-adjoint operator [21, Theorem 2.5.1],
we know that the only possible accumulation points of Spec(T(q)

P,λ) are ±∞. □

From the above spectral theorems, we have the following formula.
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THEOREM 3.10. With the same notations and assumptions in Theorem 1.1, for
q = n− we can find an L2-orthonormal system { f j}j∈J such that T(q)

P,λ f j = λj f j and
(3.2.40)

χ(k−1T(q)
P,λ)(x, y) = ∑

k−1λj∈supp χ

χ(k−1λj) f j(x)⊗ f ∗j (y) ∈ T∗0,q
x X ⊗ (T∗0,q

y X)∗.

In the end of this section, we discuss more about the spectral theorem of T(q)
P,λ

when q = n− ̸= n+. We first present a weaker statement comparing to Theorem
3.7 with a proof independent of Theorem 3.4. We will also present that when
q = n− ̸= n+, the spectrum of T(q)

P,λ could be bounded from below.
The condition we assume here is stronger than Theorem 1.1: we assume that

q = n− ̸= n+ and the principal symbol of P is positive definite on the set Σ−,
cf. (2.3.21). First, we notice that for any Q ∈ L−1

cl (X; T∗0,qX), we always have the
composition formula

(3.2.41) T(q)
Q,λ ◦ T(q)

P,λ = Π(q)
λ ◦ Q ◦ Π(q)

λ ◦ P ◦ Π(q)
λ

= Π(q)
λ ◦ Q ◦ P ◦ Π(q)

λ + Π(q)
λ ◦ Q ◦ [P, Π(q)

λ ] ◦ Π(q)
λ .

Second, we recall a fundamental result: combining [45, Part I, Theorem 7.7] and
[56, §4], on Ω × Ω we actually have

(3.2.42) Π(q)
λ (x, y) ≡

∫
ei(ψ(+∞,x,η)−⟨y,η⟩)a(+∞, x, η)

dη

(2π)2n+1

where

a(+∞, x, η) ∈ S0
cl(T

∗Ω, L (T∗0,qX, T∗0,qX)),(3.2.43)

a(+∞, x, η) ∼
+∞

∑
0

aj(+∞, x, η) in S0
1,0(T

∗Ω, L (T∗0,qX, T∗0,qX)),(3.2.44)

aj(+∞, x, η) ∈ C ∞(T∗Ω, L (T∗0,qX, T∗0,qX)), j = 0, 1, · · · ,(3.2.45)

aj(+∞, x, λη) = λ−jaj(+∞, x, η), λ ≥ 1, |η| ≥ 1, j = 0, 1, · · · ,(3.2.46)

and

ψ(+∞, x, η) ∈ C ∞(T∗Ω),(3.2.47)

ψ(+∞, x, λη) = λψ(+∞, x, η), λ ≥ 1, |η| ≥ 1,(3.2.48)

dα
x,η(ψ(+∞, x, η)− ⟨x, η⟩) = 0 on Σ, α ∈ N2n+1

0 , 0 ≤ |α| ≤ 1, ,(3.2.49)

and

(3.2.50) aj(+∞, x, η) = 0 in a conic neighborhood of Σ+, ∀j ∈ N0.
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Using Melin–Sjöstrand complex stationary phase method Theorem 2.2, we can
check that

(3.2.51) [P, Π(q)
λ ](x, y) ≡

∫
ei(ψ(+∞,x,η)−⟨y,η⟩)aP(+∞, x, η)

dη

(2π)2n+1 ,

where aP(+∞, x, η) vanishes on Σ−. By using Taylor expansion of aP(+∞, x, η)
near Σ− and (3.2.49), along with [45, Part I, Proposition 5.18] we can check that

(3.2.52) [P, Π(q)
λ ] ∈ L− 1

2
1
2 , 1

2
(X; T∗0,qX),

and with Calderon–Vaillancourt’s theorem we have the continuity

(3.2.53) [P, Π(q)
λ ] = O(1) in L (Hs(X, T∗0,qX), Hs+ 1

2 (X, T∗0,qX))

for all s ∈ R. Accordingly, for all s ∈ R we always have

(3.2.54) Π(q)
λ ◦ Q ◦ [P, Π(q)

λ ] ◦ Π(q)
λ = O(1)

in L
(

Hs(X, T∗0,qX) → Hs+ 1
2 (X, T∗0,qX)

)
.

Third, because here we assume that the principal symbol of P is positive
definite at Σ−, we can find a conic neighborhood C−

1 of Σ− such that the prin-
cipal symbol of P is also positive definite on the closure of C−

1 . We let C2
be another conic neighborhood of Σ− such that C2 ⋐ C1 and take a suitable
F ∈ L0

cl(X; T∗0,qX) such that

F ≡ 0 outside C1,(3.2.55)
F ≡ I on C2.(3.2.56)

By choosing a suitable P ∈ L1
cl(X; T∗0,qX) which has the symbol positive defi-

nite on T∗X, it is not difficult to find an operator P given by

(3.2.57) P := F ◦ P + (I − F) ◦ P
such that

the principal symbol of P is positive definite on T∗X,(3.2.58)

T(q)
P,λ ≡ T(q)

P ,λ.(3.2.59)

Hence, we may assume the principal symbol of P is positive definite every on
T∗X, and if Q is the parametrix of P, that is, Q ∈ L−1

cl (Ω; T∗0,qX) such that

(3.2.60) Q ◦ P ≡ I,

then (3.2.41) and (3.2.54) imply that the following (non-sharp) estimate

(3.2.61) T(q)
Q,λT(q)

P,λ − Π(q)
λ = O(1) in L (Hs(X, T∗0,qX), Hs+ 1

2 (X, T∗0,qX)),
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and for all u ∈ Hs+1(X, T∗0,qX) with u = Π(q)
λ u, we hence have the (non-sharp)

estimate

∥u∥s+1 ≤ Cs

(
∥T(q)

P,λu∥s+ 1
2
+ ∥u∥s+ 1

2

)
,(3.2.62)

where Cs > 0 is a constant.
In fact, we can still get the standard elliptic estimate in Theorem 3.7 if we

apply Theorem 3.4 to (3.2.41). On one hand, we have

Π(q)
λ ◦ Q ◦ [P, Π(q)

λ ] ◦ Π(q)
λ

(3.2.63)

=Π(q)
λ ◦ Π(q)

λ ◦ Q ◦ [P, Π(q)
λ ] ◦ Π(q)

λ

(3.2.64)

=Π(q)
λ ◦ ([Π(q)

λ , Q] ◦ [P, Π(q)
λ ]) ◦ Π(q)

λ + Π(q)
λ ◦ Q ◦ (Π(q)

λ ◦ [P, Π(q)
λ ] ◦ Π(q)

λ )

(3.2.65)

where Π(q)
λ ◦ [P, Π(q)

λ ] ◦ Π(q)
λ = 0. On the other hand, from the Fourier integral

operators of Szegő type and Melin–Sjöstrand complex stationary phase formula
Theorem 2.2, we can check that

Π(q)
λ ◦ [Π(q)

λ , Q] ◦ [P, Π(q)
λ ] ◦ Π(q)

λ ≡
∫ +∞

0
eitφ−(x,y)sq,p(x, y, t)dt,(3.2.66)

where φ− is a Szegő phase function for Π(q)
λ and sq,p(x, y, t) ∼ ∑+∞

j=0 sq,p
j (x, y)tn−j

in Sn
1,0(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) with sq,p

0 (x, x) = 0. From Theorem 3.4
and integration by parts in t, we may assume that sq,p(x, y, t) ∈ Sn

1,0(Ω × Ω ×
R+, L (T∗0,qX, T∗0,qX)). We can check that the phase functions ψ(+∞, x, η) −
⟨y, η⟩ and φ−(x, y)t are equivalent at each point of the set {(x, y, η) ∈ Ω × Ω ×
R2n+1 : y = x, (x, η) ∈ Σ−} in the sense of Melin–Sjöstrand [72, Definition 4.1
& Theoren 4.2]. By [45, Part I, Proposition 5.18], the above argument implies
that

(3.2.67) Π(q)
λ ◦ [Π(q)

λ , Q] ◦ [P, Π(q)
λ ] ◦ Π(q)

λ ∈ L−1
1
2 , 1

2
(X; T∗0,qX),

and again by Calderon–Vaillancourt’s theorem we can hence get the continuity

(3.2.68) Π(q)
λ ◦ Q ◦ [P, Π(q)

λ ] = O(1) in L (Hs(X, T∗0,qX), Hs+1(X, T∗0,qX))

for all s ∈ R. Then by the same parametrix argument P before, we have an
alternative proof of Theorem 3.7 in a more restricted situation.

Finally, we show that when the principal symbol of P is positive definite
at Σ− and n− ̸= n+, Spec(T(q)

P,λ) is in fact bounded from below as the case of
n− = 0. The argument is as follows. From the construction we just present
before, we can find a pseudodifferential operator P ∈ L1(X; T∗0,qX), whose
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principal symbol is positive definite on whole T∗X, and a smoothing operator
F such that on X we have

(3.2.69) T(q)
P,λ = Π(q)

λ ◦P ◦ Π(q)
λ + F.

We notice that by an equivalent definition of smoothing operators, we have a
constant c0 > 0 such that

(3.2.70) |(Fu|u)| ≤ ∥Fu∥ · ∥u∥ ≤ c0∥u∥2

holds for all u ∈ Ω0,q(X). Also, because the principal symbol of P is positive
definite on whole T∗X, we can apply Gårding inequality (cf. [31, pp. 51]) and
find some constants c1, C > 0 such that

(3.2.71) (Pu|u) ≥ 1
C
∥u∥ 1

2
− C∥u∥ ≥ −c1∥u∥

for all u ∈ Ω0,q(X). Now for µ ̸= 0 and u ∈ Ker (T(q)
P,λ − µI) ∩ Ω0,q(X), by

u = Π(q)
λ u and the above discussions, We have a constant c2 > 0 such that

(3.2.72) (T(q)
P,λu|u) = (Π(q)

λ ◦P ◦ Π(q)
λ u|u) + (Ru|u) ≥ −c2∥u∥2

for all u ∈ Ω0,q(X), which implies that µ ≥ −c2 > −∞ in this context.



CHAPTER 4

Semi-classical asymptotic expansion for the spectral operator

In this chapter we prove Theorem 1.1 and Theorem 1.2. We recall that we
assume X is compact.

When q /∈ {n−, n+}, we recall that Π(q)
λ ∈ L−∞(X; T∗0,qX) and this implies

that T(q)
P,λ ∈ L−∞(X; T∗0,qX). This is equivalent to that T(q)

P,λ : Hs(X; T∗0,qX) →
Hℓ(X; T∗0,qX) is continuous for all s, ℓ ∈ R. So we can apply Rellich compact
embedding to see that T(q)

P,λ is a compact operator on X. We then know Spec T(q)
P,λ,

q /∈ {n−, n+}, is a bounded set in R, cf. [21, Theorem 4.2.2] for example. As we
assume that χ ∈ C ∞

0 (Ṙ), when k → +∞ we can conclude that:

(4.0.1) If q /∈ {n−, n+}, χ(k−1T(q)
P,λ) = 0 on X.

The main difficulty is the case q = n−. Since χ ∈ C ∞
0 (Ṙ), by standard

spectral theory and functional analysis, we can check that

(4.0.2) χ(k−1T(q)
P,λ) = χ(k−1T(q)

P,λ) ◦ Π(q)
λ .

Our strategy is to apply Helffer–Sjöstrand formula

(4.0.3) χ(k−1T(q)
P,λ) = χ(k−1T(q)

P,λ) ◦ Π(q)
λ

=
∫

C

∂χ̃(z)
∂z

(z − k−1T(q)
P,λ)

−1 ◦ Π(q)
λ

dz ∧ dz
2πi

=
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Π(q)

λ

dz ∧ dz
2πi

to solve the full asymptotic expansion of the Schwartz kernel χ(k−1T(q)
P,λ)(x, y)

as k → +∞. The first difficulty is the microlocal analysis of (z − T(q)
P,λ)

−1 ◦ Π(q)
λ

when z /∈ Spec(T(q)
P,λ), and the second challenge is the semi-classical analysis of

the integral

(4.0.4)
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Π(q)

λ

dz ∧ dz
2πi

, k → +∞.



4.1. Expansion of resolvent type Toeplitz operators 75

4.1. Expansion of resolvent type Toeplitz operators

In this section we always assume q = n−. With respect to (1.1.23), we recall
that we use the convention

p0(x, η) = ∑
|I|=|J|=q

pI,J(x, η)ω∧
I ⊗ ω∧,∗

J for strictly increasing I, J ,(4.1.1)

I0 := {1, · · · , q} ↔ µ1 < 0, · · · , µq < 0,(4.1.2)

J0 := {q + 1, · · · , n} ↔ µq+1 > 0, · · · , µn > 0,(4.1.3)

{µ1, · · · , µn} are the eigenvalues of the Levi form L := −dα

2i

∣∣∣∣
T1,0X

.(4.1.4)

We also recall that we assume

pI0,I0(−α) > 0,(4.1.5)

and when n− = n+ we additionally assume that

(4.1.6) pJ0,J0(α) < 0.

In the expansion of (z − T(q)
P,λ)

−1 ◦ Π(q)
λ , we will come across various types of

smoothing operators that are dependent on z. These operators will appear as
the remainder of the expansion. Subsequently, we will demonstrate that when
this expansion of (z − T(q)

P,λ)
−1 ◦ Π(q)

λ is incorporated into the Helffer–Sjöstrand
formula, the terms that involve these operators contribute solely as k -negligible
operators.

From now on, we let

(4.1.7) τ ∈ C ∞(R), τ(t) = 0 for t ≤ 1, τ(t) = 1 for t ≥ 2.

DEFINITION 4.1. In the situation of Theorem 1.1, for q = n− we denote by
Ez(Ω; T∗0,qX) the set of finite linear combinations of the operators with kernels

(4.1.8)
∫ +∞

0
e(x, y, t)

zM2

(z − tp(x))M1
τ(εt)dt

over C, where the symbol e(x, y, t) ∈ S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) is
properly supported in the variables (x, y), p(x) ∈ C ∞(X, Ṙ), and M1, M2 ∈ N0.

DEFINITION 4.2. In the situation of Theorem 1.1, for q = n− we denote by
Fz(Ω; T∗0,qX) the set of finite linear combinations of the operators with kernels

(4.1.9)
∫ +∞

0
f (x, y, t)

zM2

(z − tp(x))M1
τ(εt)dt

over C, where the symbol f (x, y, t) ∈ S−∞(X × Ω × R+, L (T∗0,qX, T∗0,qX)) is
properly supported in the variables (x, y), p(x) ∈ C ∞(X, Ṙ), and M1, M2 ∈ N0.
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DEFINITION 4.3. In the situation of Theorem 1.1, for q = n− we denote by
Gz(Ω; T∗0,qX) the set of finite linear combination of the operators with kernels

(4.1.10)
∫ +∞

0
eitψ(x,y)g(x, y, t)

zM2

(z − tp(x))M1
τ(εt)dt

where g(x, y, t) = O(|x− y|+∞), g(x, y, t) ∈ Sm
cl(Ω×Ω×R+, L (T∗0,qX, T∗0,qX))

for some m ∈ R, g(x, y, t) is properly supported in the variables (x, y), p(x) ∈
C ∞(X, Ṙ), M1, M2 ∈ N0, and ψ ∈ Ph(Λα, Ω) for some Λ ∈ C ∞(X, Ṙ).

DEFINITION 4.4. In the situation of Theorem 1.1, for q = n− we denote by
Rz(Ω; T∗0,qX) the set of finite linear combination of the operators with kernels

(4.1.11)
∫ +∞

0

∫ +∞

0

∫
Ω

eitψ∓(x,w)+iσψ±(w,y)r1(x, w, t) ◦ r2(w, y, σ)

zM2

(z − tp(x))M1
τ(εt)m(w)dwdσdt

or

(4.1.12)
∫ +∞

0

∫ +∞

0

∫
Ω

eitψ∓(x,w)+iσψ±(w,y)r1(x, w, t) ◦ r2(w, y, σ)

zM2

(z − σp(w))M1
τ(εσ)m(w)dwdσdt

where r1(x, w, t), r2(w, y, σ) ∈ Sm
cl(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) for some

m ∈ R, r1(x, w, t) is properly supported in the variables (x, w), r2(w, y, σ) is
properly supported in the variables (w, y), p(x) ∈ C ∞(X, Ṙ), M1, M2 ∈ N0,
and ψ∓ ∈ Ph(∓Λα, Ω) for some Λ ∈ C ∞(X, R+).

DEFINITION 4.5. In the situation of Theorem 1.1, for q = n− we define the
notation L−∞

z (Ω; T∗0,qX) by the set collecting all elements of the form ∑j∈J cjuj,
where cj ∈ C,

(4.1.13) uj ∈ Ez(Ω; T∗0,qX) ∪ Fz(Ω; T∗0,qX) ∪ Gz(Ω; T∗0,qX) ∪Rz(Ω; T∗0,qX),

and |J| < +∞.

We are ready to construct the parametrix type Fourier integral operator for
the operator (z − T(q)

P,λ).

THEOREM 4.6. With the notations and assumptions in Theorem 1.1, (1.1.10),
(1.1.11) and (1.1.23), we let q = n−, z /∈ Spec(T(q)

P,λ) \ {0}, τ ∈ C ∞(R+) of (4.2.2)
and take a fixed constant ε > 0 such that τ(εt)χ(t) = χ(t). Then the Fourier integral
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operator Az,0 : C ∞
0 (Ω, T∗0,qX) → C ∞

0 (Ω, T∗0,qX) given by

(4.1.14) Az,0(x, y) :=
∫ +∞

0
eitφ−(x,y) s−0 (x, y)

z − tpI0,I0(−αx)
tnτ(εt)dt

+
∫ +∞

0
eitφ+(x,y) s+0 (x, y)

z − tpJ0,J0(αx)
tnτ(εt)dt

depends on z smoothly and we have

(4.1.15)
(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,0 ◦ (S− + S+)− Π(q)
λ

)
(x, y)

≡
∫ +∞

0
eitΨ−(x,y) r−1 (x, y, t; z)

(z − t)2 τ(εt)dt +
∫ +∞

0
eitΨ+(x,y) r+1 (x, y, t; z)

(z + t)2 τ(εt)dt

up to a kernel associated by an element in L−∞
z (Ω; T∗0,qX), where

Ψ− ∈ Ph(p−1
I0,I0

(−α)(−α), Ω),(4.1.16)

Ψ+ ∈ Ph(p−1
J0,J0

(−α)α, Ω),(4.1.17)

and

r+1 (x, y, t; z) = 0 when n− = n+,(4.1.18)

r∓1 (x, y, t; z) = ∑
|α|+|β|≤2

r∓1,α,β(x, y, t)tαzβ,(4.1.19)

r∓1,α,β(x, y, t) ∈ Sn−1
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.20)

r∓1,α,β(x, y, t) are properly supported in the variables (x, y).(4.1.21)

Also, up to a kernel associated to an element in L−∞
z (Ω; T∗0,qX) we have(

(S− + S+) ◦ Az,0 ◦ (S− + S+)
)
(x, y)

≡
∫ +∞

0
eitΨ−(x,y) α−(x, y, t)

z − t
τ(εt)dt +

∫ +∞

0
eitΨ+(x,y) α+(x, y, t)

z + t
τ(εt)dt,(4.1.22)

where

(4.1.23) α∓(x, y, t) ∼
+∞

∑
j=0

α∓j (x, y)tn−j in Sn
cl(Ω × Ω ×R+, L (T∗0,qX, T∗0,qX)),

α∓(x, y, t) and α∓j (x, y) are properly supported in the variables (x, y) for all j ∈ N0,

α+(x, y, t) = 0 when n− ̸= n+,(4.1.24)

(4.1.25) α−0 (x, x) =
|detLx|
2πn+1

v(x)
m(x)

p−n−1
I0,I0

(−αx),



4.1. Expansion of resolvent type Toeplitz operators 78

and when n− = n+ we additionally have

(4.1.26) α+0 (x, x) =
|detLx|
2πn+1

v(x)
m(x)

p−n−1
J0,J0

(−αx).

PROOF. For the generality of our argument, we assume n− = n+, and the
case n− ̸= n+ also follows from our proof with some minor change. We first
notice that for any u ∈ C ∞

0 (Ω, T∗0,qX), by Theorem 2.3 and (2.3.143), there are
operators E, F : E ′(Ω; T∗0,qX) → C ∞(X; T∗0,qX) such that

(4.1.27) (z − T(q)
P,λ) ◦ (S− + S+)u = (z − T(q)

P,λ) ◦ (Π
(q)
λ + E)u

= (zΠ(q)
λ − T(q)

P,λ)u + (zΠ(q)
λ − T(q)

P,λ) ◦ Eu

=
∫ +∞

0
eitφ−(x,y) (zs−(x, y, t)− ta−(x, y, t)

)
u(y)m(y)dydt

+
∫ +∞

0
eitφ+(x,y) (zs+(x, y, t)− ta+(x, y, t)

)
u(y)m(y)dydt

+ (zE − F)u + (zΠ(q)
λ − T(q)

P,λ) ◦ Eu.

We notice that the operators zE− F and (zΠ(q)
λ −T(q)

P,λ) ◦E are in L−∞
z (Ω; T∗0,qX).

On the other hand, we have

(4.1.28) Az,0 ◦ (S− + S+) = B−,−
z,0 + B+,+

z,0 + B−,+
z,0 + B+,−

z,0 ,

where

B−,∓
z,0 (x, y) =

∫
Ω

(∫ +∞

0
eitφ−(x,w) s−0 (x, w)

z − tpI0,I0(−αx)
tnτ(εt)dt

)
◦ S∓(w, y)m(w)dw

=
∫ +∞

0

τ(εt)tn

z − tpI0,I0(−αx)
(4.1.29)

×
(∫ +∞

0

∫
Ω

eit(φ−(x,w)+σφ∓(w,y))s−0 (x, w) ◦ s∓(w, y, tσ)m(w)dwdσ

)
dt,

and

B+,∓
z,0 (x, y) =

∫
Ω

(∫ +∞

0
eitφ+(x,w) s+0 (x, w)

z − tpJ0,J0(αx)
tnτ(εt)dt

)
◦ S∓(w, y)m(w)dw

=
∫ +∞

0

τ(εt)tn

z − tpJ0,J0(αx)
(4.1.30)

×
(∫ +∞

0

∫
Ω

eit(φ+(x,w)+σφ∓(w,y))s+0 (x, w) ◦ s∓(w, y, tσ)m(w)dwdσ

)
dt.

By Definition 4.5, the operators B−,+
z,0 and B+,−

z,0 are in L−∞
z (Ω; T∗0,qX). Also,

using Melin–Sjöstrand stationary phase formula Theorem 2.2 and Theorem 2.5,
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cf. also [13, §4] or [45, pp. 76-77], we have

B−,−
z,0 (x, y) =

∫ +∞

0
eitφ−(x,y) τ(εt)tn

z − tpI0,I0(−αx)
b−,0(x, y, t)dt + E−,0

z (x, y)(4.1.31)

B+,+
z,0 (x, y) =

∫ +∞

0
eitφ+(x,y) τ(εt)tn

z − tpJ0,J0(αx)
b+,0(x, y, t)dt + E+,0

z (x, y)(4.1.32)

where E∓,0
z ∈ L−∞

z (Ω; T∗0,qX) and

b∓,0(x, y, t) ∼
+∞

∑
j=0

b∓,0
j (x, y)t−j in S0

cl(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),

(4.1.33)

b∓,0
0 (x, x) = s∓0 (x, x).

(4.1.34)

Combining the calculation before, up to some element in L−∞
z (Ω; T∗0,qX),

we can check that

(4.1.35)
(
(z − T(q)

P,λ) ◦ (S− + S+)
)
◦ (Az,0 ◦ (S− + S+)) = C−,−

z,0 + C+,+
z,0 ,

where

C−,−
z,0 (x, y) =

∫ +∞

0

∫ +∞

0

∫
Ω

eiγφ−(x,w)+iβφ−(w,y)τ(εβ)βn(4.1.36)

×zs−(x, w, γ)− γa−(x, w, γ)

z − βpI0,I0(−αw)
◦ b−,0(w, y, β)m(w)dwdγdβ

and

C+,+
z,0 (x, y) =

∫ +∞

0

∫ +∞

0

∫
Ω

eiγφ+(x,w)+iβφ+(w,y)τ(εβ)βn(4.1.37)

×zs+(x, w, γ)− γa+(x, w, γ)

z − βpJ0,J0(αw)
◦ b+,0(w, y, β)m(w)dwdγdβ.

For C−,−
z,0 , we recall that pI0,I0(−α) > 0 and we can apply the change of variables

β = p−1
I0,I0

(−αw)t, t ≥ 0,(4.1.38)

γ = p−1
I0,I0

(−αw)tσ, σ ≥ 0,(4.1.39)
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and we have

(4.1.40)

C−,−
z,0 (x, y) =

∫ +∞

0

∫ +∞

0

∫
Ω

exp
(

it · p−1
I0,I0

(−αw)(σφ−(x, w) + φ−(w, y)
)

× τ(εp−1
I0,I0

(−αw)t)(p−1
I0,I0

(−αw)t)n

×
z · s−(x, w, p−1

I0,I0
(−αw)tσ)− p−1

I0,I0
(−αw)t · a−(x, w, p−1

I0,I0
(−αw)tσ)

z − t
◦ b−,0(w, y, p−1

I0,I0
(−αw)t)p−2

I0,I0
(−αw)t m(w)dwdσdt.

We recall that s−, a− ∈ Sn
cl(Ω×Ω×R+, L (T∗0,qX, T∗0,qX)), b−,0 ∈ S0

cl(Ω×Ω×
R+, L (T∗0,qX, T∗0,qX)), and the leading coefficients s−0 , a−0 , b−,0

0 in their symbol
asymptotic expansion satisfies

a−0 (x, x) = pI0,I0(−αx)s−0 (x, x) = pI0,I0(−αx)b−,0
0 (x, x).(4.1.41)

Accordingly, we can write

(4.1.42)
z · s−(x, w, p−1

I0,I0
(−αw)tσ)− p−1

I0,I0
(−αw)t · a−(x, w, p−1

I0,I0
(−αw)tσ)

z − t
◦ b−,0(w, y, p−1

I0,I0
(−αw)t)

= p−n
I0,I0

(−αw)tnσn (zs−0 − p−1
I0,I0

(−αw)−1ta−0 )(x, w)

z − t
◦ b−,0

0 (w, y)

+
zS −

1 (x, y, w, t, σ)− tA −
1 (x, y, w, t, σ) + zS−

1 (x, y, w, t, σ)− tA−
1 (x, y, w, t, σ)

z − t
,

where for each fixed t0 > 0

S −
1 (x, y, w, t0, σ) ∈ Sn−1

cl (Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.43)

A −
1 (x, y, w, t0, σ) ∈ Sn−1

cl (Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.44)

S−
1 (x, y, w, t0, σ) ∈ Sn

cl(Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.45)

A−
1 (x, y, w, t0, σ) ∈ Sn

cl(Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.46)

and for each fixed σ0 > 0

S −
1 (x, y, w, t, σ0) ∈ Sn−1

cl (Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.47)

A −
1 (x, y, w, t, σ0) ∈ Sn−1

cl (Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.48)

S−
1 (x, y, w, t, σ0) ∈ Sn−1

cl (Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.49)

A−
1 (x, y, w, t, σ0) ∈ Sn−1

cl (Ω × Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).(4.1.50)
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We notice that at w = x = y we have

(4.1.51)
p−n

I0,I0
(−αw)tnσn(zs−0 − p−1

I0,I0
(−αw)−1ta−0 )(x, w)

z − t
◦ b−,0

0 (w, y)

= p−n
I0,I0

(−αx)tnσns−0 (x, x) ◦ s−0 (x, x).

Also, for

(4.1.52) Φ−(w, σ; x, y) := p−1
I0,I0

(−αw)(σφ−(x, w) + φ−(w, y)),

by (2.3.36) and (2.3.37), at w = x = y and σ = 1 we have

(4.1.53) dwΦ− = dσΦ− = 0.

Also, at w = y = x = x0 and σ = 1, by Theorems 2.3 and 2.5, under the local
coordinates we can check that

(4.1.54) det
H(Φ−)

2πi
:= det

1
2πi


(

∂2Φ−
∂wj∂wk

)2n+1

j,k=1

(
∂2Φ−
∂wj∂σ

)2n+1

j=1(
∂Φ−

∂σ∂wj

)2n+1

j=1

∂Φ−
∂σ2


equals to
(4.1.55)

p−2n−2
I0,I0

(−αx0) · det



4i|µ1|
2πi ∗

4i|µ1|
2πi ∗

. . . ∗
4i|µn|

2πi ∗
4i|µn|

2πi ∗
∗ 1

2πi
∗ ∗ ∗ ∗ ∗ 1

2πi 0


(2n+2)×(2n+2)

,

and from direct calculation we can check that the value above is

(4.1.56) p−2n−2
I0,I0

(−αx0)
22n−2

π2n+2 |µ1 · · · µn|2 ̸= 0.

We also recall that under our convention and coordinates, the volume induced
by Hermitian metric satisfies

(4.1.57) v(0) = 2n.
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So by the above calculating results (4.1.40), (4.1.42), (4.1.51), (4.1.54), (4.1.56),
(4.1.57) and Melin–Sjöstrand stationary phase formula Theorem 2.2, up to a ker-
nel associated to an element in L−∞

z (Ω; T∗0,qX), we can write

C−,−
z,0 (x, y) =

∫ +∞

0
eitΨ−(x,y) zS−0 (x, y)− tA−

0 (x, y)
z − t

tnτ(εt)dt(4.1.58)

+
∫ +∞

0
eitΨ−(x,y) zE−

1 (x, y, t)− tF−
1 (x, y, t)

z − t
τ(εt)dt.

Here Ψ−(x, y) is the critical value for Φ̃−(w̃, σ̃; x, y) in (4.1.52), and by [72, Lemma
2.1], (2.3.36) and (2.3.37) we can check that

Ψ−(x, y) ∈ Ph
(
−p−1

I0,I0
(−α)α

)
.(4.1.59)

Also, the symbols here satisfy

S−0 (x, x) = A−
0 (x, x) = pn+1

I0,I0
(−αx)s−0 (x, x),(4.1.60)

E−
1 (x, y, t), F−

1 (x, y, t) ∈ Sn−1
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).(4.1.61)

Similarly, since we assume that pJ0,J0(−α) = −pJ0,J0(α) > 0 when n− = n+,
we can also write

(4.1.62)

C+,+
z,0 (x, y) =

∫ +∞

0

∫ +∞

0

∫
Ω

exp
(

it · p−1
J0,J0

(−αw)(σφ+(x, w) + φ+(w, y)
)

× τ(εp−1
J0,J0

(−αw)t)(p−1
J0,J0

(−αw)t)n

×
z · s+(x, w, p−1

J0,J0
(−αw)tσ)− p−1

J0,J0
(−αw)t · a+(x, w, p−1

J0,J0
(−αw)tσ)

z + t
◦ b+,0(w, y, p−1

J0,J0
(−αw)t)p−2

J0,J0
(−αw)t m(w)dwdσdt.

Then by the same argument for C−,−
z,0 , up to a kernel associated to an element in

L−∞
z (Ω; T∗0,qX), we can write

C+,+
z,0 (x, y) =

∫ +∞

0
eitΨ+(x,y) zS+0 (x, y) + tA+

0 (x, y)
z + t

tnτ(εt)dt(4.1.63)

+
∫ +∞

0
eitΨ+(x,y) zE+

1 (x, y, t) + tF+
1 (x, y, t)

z + t
τ(εt)dt,

where

Ψ+(x, y) ∈ Ph(p−1
J0,J0

(−α)α),(4.1.64)

S+0 (x, x) = A+
0 (x, x) = pn+1

J0,J0
(αx)s+0 (x, x),(4.1.65)

E+
1 (x, y, t), F+

1 (x, y, t) ∈ Sn−1
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).(4.1.66)
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We notice that in terms of Definition 3.2 and Theorem 3.3, we can write

(4.1.67) S∓(x, y) ≡
∫ +∞

0
eitΨ∓(x,y)

(
sΨ∓

0 (x, y)tn + sΨ∓
1 (x, y, t)

)
τ(εt)dt,

where sΨ∓
1 (x, y, t) ∈ Sn−1

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) and

(4.1.68) sΨ−
0 (x, x) = p−n−1

I0,I0
(−αx)s−0 (x, x).

Combining all the calculation so far, we conclude that up to a kernel associated
with an element in L−∞

z (Ω; T∗0,qX)(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,0 ◦ (S− + S+)− Π(q)
λ

)
(x, y)

≡
(

C−,−
z,0 + C+,+

z,0 − S− + S+

)
(x, y)

≡
∫ +∞

0
eitΨ−(x,y)

(
zS−0 (x, y)− tA−

0 (x, y)
z − t

− sΨ−
0 (x, y)

)
tnτ(εt)dt(4.1.69)

+
∫ +∞

0
eitΨ−(x,y)

(
zS+0 (x, y) + tA+

0 (x, y)
z + t

− sΨ+
0 (x, y)

)
tnτ(εt)dt

+
∫ +∞

0
eitΨ−(x,y) z(E−

1 − sΨ−
1 )(x, y, t)− t(F−

1 − sΨ−
1 )(x, y, t)

z − t
τ(εt)dt

+
∫ +∞

0
eitΨ+(x,y) z(E+

1 − sΨ−
1 )(x, y, t) + t(F+

1 − sΨ−
1 )(x, y, t)

z + t
τ(εt)dt,

where E∓
1 , F∓

1 , sΨ∓
1 ∈ Sn−1

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).
The final step of the proof is to apply Theorem 3.4 to reduce the above for-

mula. For the purpose we first let

(4.1.70) I :=
(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,0 ◦ (S− + S+)− Π(q)
λ

)∣∣∣
z=0

.

From the previous calculation, we can check that up to a smoothing kernel on
Ω × Ω we have

I(x, y) ≡
∫ +∞

0
eitΨ−(x,y)(A−

0 − sΨ−
0 )(x, y)tnτ(εt)dt(4.1.71)

+
∫ +∞

0
eitΨ+(x,y)(A+

0 − sΨ+
0 )(x, y)tnτ(εt)dt

+
∫ +∞

0
eitΨ−(x,y)(F−

1 − sΨ−
1 )(x, y, t)τ(εt)dt

+
∫ +∞

0
eitΨ+(x,y)(F+

1 − sΨ−
1 )(x, y, t)τ(εt)dt.
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By (4.1.70), (4.1.60), (4.1.65), (4.1.68) and the above formula, we can see that I0
satisfies all the assumptions in Theorem 2.6 and we have

(A−
0 − sΨ−

0 )(x, y)− f−0 (x, y)Ψ−(x, y) = O(|x − y|+∞),(4.1.72)

(A+
0 − sΨ+

0 )(x, y)− f+0 (x, y)Ψ+(x, y) = O(|x − y|+∞).(4.1.73)

On the other hand, if we let

(4.1.74) II :=
∂

∂z

(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,0 ◦ (S− + S+)− Π(q)
λ

)∣∣∣
z=0

,

then directly from (4.1.69) we have

II(x, y) ≡
∫ +∞

0
eitΨ−(x,y)(−S−0 +A−

0 )(x, y)tn−1τ(εt)dt(4.1.75)

+
∫ +∞

0
eitΨ+(x,y)(S+0 −A+

0 )(x, y)tn−1τ(εt)dt

+
∫ +∞

0
eitΨ−(x,y)(−E−

1 +F−
1 )(x, y, t)t−1τ(εt)dt

+
∫ +∞

0
eitΨ+(x,y)(E+

1 −F+
1 )(x, y, t)t−1τ(εt)dt.

Again by (4.1.70), (4.1.60), (4.1.65), (4.1.68) and the above formula, we can see II
satisfies all the assumptions in Theorem 2.6 and we have

(−S−0 +A−
0 )(x, y)− f−1 (x, y)Ψ−(x, y) = O(|x − y|+∞),(4.1.76)

(S+0 −A+
0 )(x, y)− f+1 (x, y)Ψ+(x, y) = O(|x − y|+∞).(4.1.77)

Then by (4.1.72), (4.1.73), (4.1.76) (4.1.77) and (2.3.84), up to a kernel associated
to an element in L−∞

z (Ω; T∗0,qX) we can write∫ +∞

0
eitΨ−(x,y)

(
zS−0 (x, y)− tA−

0 (x, y)
z − t

− sΨ−
0 (x, y)

)
tnτ(εt)dt

+
∫ +∞

0
eitΨ−(x,y)

(
zS+0 (x, y) + tA+

0 (x, y)
z + t

− sΨ+
0 (x, y)

)
tnτ(εt)dt

≡
∫ +∞

0

(
1
i

d
dt

eitΨ−(x,y)
)

f−1 (x, y)tn

z − t
τ(εt)dt

+
∫ +∞

0

(
1
i

d
dt

eitΨ+(x,y)
)

f+1 (x, y)tn

z + t
τ(εt)dt

≡
∫ +∞

0
eitΨ−(x,y) g−1 (x, y, t; z)

(z − t)2 tn−1τ(εt)dt(4.1.78)

+
∫ +∞

0
eitΨ−(x,y) g+1 (x, y, t; z)

(z + t)2 tn−1τ(εt)dt,
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where

g∓1 (x, y, t; z) = ∑
|α|+|β|≤1

g∓1,α,β(x, y)tαzβ.(4.1.79)

Combining all the calculation above, we can conclude our theorem. □

Now we can state and prove the most important result in this section.

THEOREM 4.7. With the assumptions and notations of Theorem 4.6, for every N ∈
N0 and j = 0, · · · , N, we can construct Fourier integral operators Az,j, Rz,N+1 :
C ∞

0 (Ω; T∗0,qX) → C ∞
0 (Ω; T∗0,qX), which smoothly depends on z, such that up to an

element in L−∞
z (Ω; T∗0,qX) we have

(4.1.80) (z − T(q)
P,λ) ◦

N

∑
j=0

(S− + S+) ◦ Az,j ◦ (S− + S+) ≡ Π(q)
λ + Rz,N+1.

In fact, up to a kernel associated to an element in L−∞
z (Ω; T∗0,qX), we have

(4.1.81) (S− + S+) ◦ Az,j ◦ (S− + S+)(x, y)

≡
∫ +∞

0
eitΨ−(x,y) ∑|β|+|γ|≤2j α

−,j
β,γ(x, y, t)tβzγ

(z − t)2j+1 τ(εt)dt

+
∫ +∞

0
eitΨ+(x,y) ∑|β|+|γ|≤2j α

+,j
β,γ(x, y, t)tβzγ

(z + t)2j+1 τ(εt)dt,

where α∓β,γ(x, y, t) ∈ Sn−j
cl

(
Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
, α∓β,γ(x, y, t) is prop-

erly supported in the variables (x, y) and α+β,γ(x, y, t) = 0 when n− ̸= n+. Also, up
to a kernel associated to an element in L−∞

z (Ω; T∗0,qX), we have

(4.1.82) Rz,N+1(x, y) ≡
∫ +∞

0
eitΨ−(x,y) ∑|β|+|γ|≤2N+2 R−,N+1

β,γ (x, y, t)tβzγ

(z − t)2N+2 τ(εt)dt

+
∫ +∞

0
eitΨ+(x,y) ∑|β|+|γ|≤2N+2 R+,N+1

β,γ (x, y, t)tβzγ

(z + t)2N+2 τ(εt)dt,

where

R∓,N+1
β,γ (x, y, t) ∈ Sn−N−1

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.83)

R∓,N+1
β,γ (x, y, t) is properly supported in the variables (x, y),(4.1.84)

R+,N+1
β,γ (x, y, t) = 0 when n− ̸= n+.(4.1.85)
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PROOF. From Theorem 4.6, we already have Fourier integral operators Az,0
and Rz,1 with all the properties we need. Especially, the properties of (4.1.81)
are verified from the calculation of Melin–Sjöstrand stationary phase method
applied in (4.1.58) and (4.1.63). This suggests us to use induction to prove our
theorem. Now we assume our theorem holds for some N = N0 ∈ N0. We
denote

Rz,N0+1(x, y)

:=
∫ +∞

0
eitΨ−(x,y) ∑|β|+|γ|≤2N0+2 R−,N0+1

β,γ (x, y, t)tβzγ

(z − t)2N0+2 τ(εt)dt(4.1.86)

+
∫ +∞

0
eitΨ+(x,y) ∑|β|+|γ|≤2N0+2 R+,N0+1

β,γ (x, y, t)tβzγ

(z + t)2N0+2 τ(εt)dt

and

R−,N0+1
β,γ (x, y, t) ∼

+∞

∑
ℓ=0

R−,N0+1
β,γ,ℓ (x, y)tn−N0−1−ℓ(4.1.87)

R+,N0+1
β,γ (x, y, t) ∼

+∞

∑
ℓ=0

R+,N0+1
β,γ,ℓ (x, y)tn−N0−1−ℓ(4.1.88)

in Sn−N−1
1,0 (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)). For z /∈ Spec(T(q)

P,λ) \ {0} we con-
sider the operator Az,N0+1 : C ∞

0 (Ω) → C ∞
0 (Ω) determined by the oscillatory

integral

Az,N0+1(x, y)

:=
∫ +∞

0
eitφ−(x,y) ∑|β|+|γ|≤2N0+2 α−,N0+1

β,γ (x, y, t)tβzγ

(z − tpI0,I0(−αx))
2N0+3 τ(εt)dt(4.1.89)

+
∫ +∞

0
eitφ+(x,y) ∑|β|+|γ|≤2N0+2 α+,N0+1

β,γ (x, y, t)tβzγ

(z − tpJ0,J0(αx))
2N0+3 τ(εt)dt,

where we have the following symbols properly supported in the variables (x, y):

α−,N0+1
β,γ (x, y, t) := −R−,N0+1

β,γ,0 (x, y) · p(n−N0−1+β)+1
I0,I0

(−αx)tn−N0−1,(4.1.90)

α+,N0+1
β,γ (x, y, t) := −R+,N0+1

β,γ,0 (x, y) · p(n−N0−1+β)+1
J0,J0

(−αx)tn−N0−1.(4.1.91)

From our construction, it is clear that

α
+,j
β,γ(x, y, t) = 0 when n− ̸= n+,(4.1.92)

and by the same stationary phase method of Melin–Sjöstrand applied in (4.1.58)
and (4.1.63), up to a kernel associated to an element in L−∞

z (Ω; T∗0,qX) we can
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check that

(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,N0+1 ◦ (S− + S+) + Rz,N0+1

)
(x, y)

(4.1.93)

≡
∫ +∞

0
eitΨ−(x,y)τ(εt)

×
∑|β|+|γ|≤2N0+2

(
z(S−,N0+1

β,γ + R−,N0+1
β,γ )− t(A−,N0+1

β,γ + R−,N0+1
β,γ )

)
(x, y, t)tβzγ

(z − t)2N0+3 dt

+
∫ +∞

0
eitΨ+(x,y)τ(εt)

×
∑|β|+|γ|≤2N0+2

(
z(S+,N0+1

β,γ + R+,N0+1
β,γ ) + t(A+,N0+1

β,γ + R+,N0+1
β,γ )

)
(x, y, t)tβzγ

(z + t)2N0+3 dt,

where

(4.1.94) S
∓,N0+1
β,γ (x, y, t) ∼

+∞

∑
ℓ=0

S
∓,N0+1
β,γ,ℓ (x, y)tn−N0−1−ℓ

in Sn−N0−1
1,0 (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),

and

(4.1.95) A
∓,N0+1
β,γ (x, y, t) ∼

+∞

∑
ℓ=0

A
∓,N0+1
β,γ,ℓ (x, y)tn−N0−1−ℓ

in Sn−N0−1
1,0 (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),

and we have the leading term relation

(4.1.96) S
∓,N0+1
β,γ,0 (x, x) = A

∓,N0+1
β,γ,0 (x, x) = −R∓,N0+1

β,γ,0 (x, x).

This implies that up to a kernel associated to an element in L−∞
z (Ω; T∗0,qX) we

have (
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,N0+1 ◦ (S− + S+) + Rz,N0+1

)
(x, y)(4.1.97)

≡
∫ +∞

0
eitΨ−(x,y)τ(εt)

∑|β′|+|γ′|≤2N0+3B
−,N0+1
β′,γ′ (x, y, t)tβ′zγ′

(z − t)2N0+3 dt(4.1.98)

+
∫ +∞

0
eitΨ+(x,y)τ(εt)

∑|β′|+|γ′|≤2N0+3B
+,N0+1
β′,γ′ (x, y, t)tβ′zγ′

(z + t)2N0+3 dt,
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where

(4.1.99) B
∓,N0+1
β′,γ′ (x, y, t) ∼

+∞

∑
ℓ=0

B
∓,N0+1
β′,γ′,ℓ (x, y)tn−N0−1−ℓ

in Sn−N0−1
1,0 (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).

By (4.1.96), in the above asymptotic expansion we also have

(4.1.100) B
∓,N0+1
β′,γ′,0 (x, x) = 0

for all (β′, γ′) ∈ N2
0 such that |β′| + |γ′| ≤ 2N0 + 3. On the other hand, we

notice that by induction hypothesis we have

(4.1.101) (z − T(q)
P,λ) ◦

N0

∑
j=0

(S− + S+) ◦ Az,j ◦ (S− + S+)− Π(q)
λ ≡ Rz,N0+1

up to an element in L−∞
z (Ω; T∗0,qX). Thus, we consider the operator

(4.1.102) I0 :=
(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,N0+1 ◦ (S− + S+) + Rz,N0+1

)∣∣∣
z=0

.

We notice that up to a kernel associated with an element in L−∞
z (Ω; T∗0,qX), we

have

I0(x, y)

≡
∫ +∞

0
eitΨ−(x,y)

∑|β′|≤2N0+3B
−,N0+1
β′,0 (x, y, t)tβ

(−t)2N0+3 τ(εt)dt(4.1.103)

+
∫ +∞

0
eitΨ+(x,y)

∑|β′|≤2N0+3B
+,N0+1
β′,0 (x, y, t)tβ

t2N0+3 τ(εt)dt,

and from (4.1.96) and (4.1.101) we can check that I0 satisfies all the assumptions
in Theorem 3.4. This implies that

B
−,N0+1
2N0+3,0,0(x, y)− f−,N0+1

2N0+3,0(x, y)Ψ−(x, y) = O(|x − y|+∞),(4.1.104)

B
+,N0+1
2N0+3,0,0(x, y)− f+,N0+1

2N0+3,0(x, y)Ψ+(x, y) = O(|x − y|+∞).(4.1.105)

Next, we consider
(4.1.106)

I1 :=
(

∂

∂z
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,N0+1 ◦ (S− + S+) +
∂

∂z
Rz,N0+1

)∣∣∣∣
z=0

.

we can apply the same argument for I1 and check that

(4.1.107)
(
B
−,N0+1
2N0+2,1,0 + (2N0 + 3)B−,N0+1

2N0+3,0,0

)
(x, y)− g−,N0+1

2N0+2,1(x, y)Ψ−(x, y)

= O(|x − y|+∞),
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(4.1.108)
(
B
+,N0+1
2N0+2,1,0 + (2N0 + 3)B+,N0+1

2N0+3,0,0

)
(x, y)− g+,N0+1

2N0+2,1(x, y)Ψ+(x, y)

= O(|x − y|+∞).

From (4.1.104) and (4.1.105), we immediately have

B
−,N0+1
2N0+2,1,0(x, y)− f−,N0+1

2N0+2,1(x, y)Ψ−(x, y) = O(|x − y|+∞),(4.1.109)

B
+,N0+1
2N0+2,1,0(x, y)− f+,N0+1

2N0+2,1(x, y)Ψ+(x, y) = O(|x − y|+∞).(4.1.110)

In the order of j = 2, 3, ·, 2N0 + 3, we also consider
(4.1.111)

Iℓ :=
(

∂j

∂zj (z − T(q)
P,λ) ◦ (S− + S+) ◦ Az,N0+1 ◦ (S− + S+) +

∂j

∂zj Rz,N0+1

)∣∣∣∣
z=0

.

We can then use the same method above to recursively verify that for j =
2, 3, ·, 2N0 + 3 we also have

B
−,N0+1
2N0+3−j,j,0(x, y)− f−,N0+1

2N0+3−j,j(x, y)Ψ−(x, y) = O(|x − y|+∞),(4.1.112)

B
+,N0+1
2N0+3−j,j,0(x, y)− f+,N0+1

2N0+3−j,j(x, y)Ψ+(x, y) = O(|x − y|+∞).(4.1.113)

These relations enable us to apply integration by parts in t in (4.1.98), and after
some straightforward arrangement we can see that up to a kernel associated to
an element in L−∞

z (Ω; T∗0,qX) we have(
(z − T(q)

P,λ) ◦
N0+1

∑
j=0

(S− + S+) ◦ Az,j ◦ (S− + S+)− Π(q)
λ

)
(x, y)

≡
(
(z − T(q)

P,λ) ◦ (S− + S+) ◦ Az,N0+1 ◦ (S− + S+) + Rz,N0+1

)
(x, y)

≡
∫ +∞

0
eitΨ−(x,y) ∑|β|+|γ|≤2N0+4 R−,N0+2

β,γ (x, y, t)tβzγ

(z − t)2N0+4 τ(εt)dt(4.1.114)

+
∫ +∞

0
eitΨ+(x,y) ∑|β|+|γ|≤2N0+4 R+,N+1

β,γ (x, y, t)tβzγ

(z + t)2N0+4 τ(εt)dt

for some

R∓,N0+2
β,γ (x, y, t) ∈ Sn−N0−2

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.1.115)

R∓,N0+2
β,γ (x, y, t) properly supported in the variables (x, y),(4.1.116)

R+,N0+2
β,γ (x, y, t) = 0 when n− ̸= n+.(4.1.117)

This completes the induction and the proof of our theorem. □
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4.2. Helffer–Sjöstrand formula and the semi-classical estimates

In this section, we establish the semi-classical estimate for Helffer–Sjöstrand
integral

χ(k−1T(q)
P,λ) =

∫
C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Π(q)

λ

dz ∧ dz
2πi

(4.2.1)

in the operator level as k → +∞. To simplify the discussion we define some
notations.

DEFINITION 4.8. We let

(4.2.2) τ ∈ C ∞(R), τ(t) = 0 for t ≤ 1, τ(t) = 1 for t ≥ 2.

For N ∈ N0, we use the notation S−N
Σ,z (Ω; T∗0,qX) to denote the space of Szegő

type Fourier integral operators Hz smoothly dependent on z and associated by
the kernels

(4.2.3) Hz(x, y) :=
∫ +∞

0
eitψ−(x,y) ∑α+γ≤β zγh−α,γ(x, y, t)

(z − t)β
τ(εt)dt

+
∫ +∞

0
eitψ+(x,y) ∑α+γ≤β zγh+α,γ(x, y, t)

(z + t)β
τ(εt)dt,

where β ∈ N0 is arbitrary, α, γ ∈ N0 and

h∓α,γ(x, y, t) ∈ Sn−N+α
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.2.4)

h∓α,γ(x, y, t) is properly supported in the variables (x, y),(4.2.5)

h+α,γ(x, y, t) = 0 when n− ̸= n+.(4.2.6)

The consideration of function τ above is to avoid the possible blow-up of the
negative power of t near 0 when we define Hz(x, y). When z = 0, Hz is nothing
but a Fourier integral operator of Szegő type.

DEFINITION 4.9. With the same notations and assumptions in Theorem 1.1,
for q = n− and any m ∈ Z, we let I−m

Σ,k (Ω; T∗0,qX) be the set of all k-dependent
continuous operators H(k) : C ∞

0 (Ω, T∗0,qX) → C ∞(X, T∗0,qX) such that the dis-
tribution kernel of H(k) satisfies

(4.2.7) H(k)(x, y) =
∫ +∞

0
eiktψ−(x,y)h−(x, y, t, k)dt

+
∫ +∞

0
eiktψ+(x,y)h+(x, y, t, k)dt + Gk(x, y),
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where Gk = O(k−∞) on X × Ω, ψ∓ ∈ Ph(∓Λα, Ω), Λ ∈ C ∞(X, R+),

(4.2.8) h∓(x, y, t, k) ∼
+∞

∑
j=0

h∓j (x, y, t, k)

in Sn+1−m
loc (1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),

(4.2.9) h∓j (x, y, t, k) ∈ Sn+1−m−j
loc (1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),

(4.2.10) h∓j (x, y, t, k0) ∈ Sn−m−j
1,0 (Ω × Ω × R+, L (T∗0,qX, T∗0,qX))

for each k0 > 0,

h∓(x, y, t, k) and h∓j (x, y, t, k) are properly supported in the variables (x, y) for
all j ∈ N0, and h+(x, y, t, k) = 0 if n− ̸= n+.

We need the following lemma.

LEMMA 4.10. For Hz ∈ S−N
Σ,z (Ω; T∗0,qX) in Definition 4.8, we actually have

(4.2.11)
∫

C

∂χ̃( z
k )

∂z
Hz

dz ∧ dz
2πi

∈ I−(N−1)
Σ,k (Ω; T∗0,qX).

PROOF. Without loss of generality, we take q = n− ̸= n+, and the case
n− = n+ can be deduced from the same argument with some minor changes.
By using integration by parts to the variable t in the oscillatory integral, we can
write

(4.2.12)
∫

C

∂χ̃( z
k )

∂z
Hz(x, y)

dz ∧ dz
2πi

by

(4.2.13)
∫

C

∂χ̃( z
k )

∂z

(∫ +∞

0
eitψ−(x,y) ∑α+γ≤β zγh−α,γ(x, y, t)

(z − t)β
τ(εt)dt

)
dz ∧ dz

2πi

=
∫

C

∂χ̃( z
k )

∂z
(−1)β−1

(β − 1)!∫ +∞

0

(
∂

∂t

)β−1
(

eitψ−(x,y) ∑
α+γ≤β

zγh−α,γ(x, y, t)τ(εt)

)
1

z − t
dt

dz ∧ dz
2πi

.
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Then, by the oscillatory integral version of Fubini theorem, we can write the last
integral by

(4.2.14)
∫ +∞

0

(−1)β−1

(β − 1)!

∫
C

∂χ̃( z
k )

∂z(
∂

∂t

)β−1
(

eitψ−(x,y) ∑
α+γ≤β

zγh−α,γ(x, y, t)τ(εt)

)
1

z − t
dz ∧ dz

2πi
dt.

By Cauchy–Pompeiu formula, we have

(4.2.15)
∫

C

∂χ̃( z
k )

∂z

(
∂

∂t

)β−1
(

eitψ−(x,y) ∑
α+γ≤β

τ(εt)h−α,γ(x, y, t)zγ

)
1

z − t
dz ∧ dz

2πi

= χ

(
t
k

)
∑

α+γ≤β

tγ

(
∂

∂t

)β−1 (
eitψ−(x,y)τ(εt)h−α,γ(x, y, t)

)
.

So we know (4.2.14) equals to

(4.2.16)
(−1)β−1

(β − 1)!

∫ +∞

0
χ

(
t
k

)
∑

α+γ≤β

tγ

(
∂

∂t

)β−1 (
eitψ−(x,y)τ(εt)h−α,γ(x, y, t)

)
dt

=
(−1)2β−2

(β − 1)!

∫ +∞

0
eitψ−(x,y) ∑

α+γ≤β−1
τ(εt)h−α,γ(x, y, t)

∂β−1

∂tβ−1

(
tγχ

(
t
k

))
dt

=
∫ +∞

0
eiktψ−(x,y) ∑

α+γ≤β−1

τ(εkt)h−α,γ(x, y, kt)
(β − 1)!

k1+γ−(β−1) ∂β−1

∂tβ−1 (t
γχ(t))dt.

By h−α,γ(x, y, t) ∈ Sn−N+α
cl

(
Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
, we have the as-

ymptotic expansion

(4.2.17) k1+γ−(β−1)h−α,γ(x, y, kt) ∼
+∞

∑
j=0

kn+1−(N−1)−jh−α,γ,j(x, y, t)

in Sn+1−(N−1)
loc

(
1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
.

We recall that ε > 0 is a fixed number such that τ(εt)χ(t) = χ(t) whenever
t ∈ supp χ ∩ R+. By our assumption on χ, when k > 0 is large enough we
can see the products between τ(εkt) and derivatives of χ(t) are always non-
zero. We also have (τ(εt) − τ(kεt))χ(t) ∈ S−∞

loc (1; R+). By the definition of

I−(N−1)
Σ,k (Ω; T∗0,qX), we hence complete the proof of our theorem. □

We can now prove the following important estimate.
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THEOREM 4.11. For any Lz ∈ L−∞
z (Ω; T∗0,qX) in Definition 4.5, we have

(4.2.18)
∫

C

∂χ̃( z
k )

∂z
Lz

dz ∧ dz
2πi

= O
(
k−∞) on X × Ω.

PROOF. First of all, when

(4.2.19) Lz(x, y) =
∫ +∞

0
e(x, y, t)

1
(z − t)M1

τ(εt)dt,

where M1 ∈ N and the symbol e(x, y, t) ∈ S−∞(Ω×Ω×R+, L (T∗0,qX, T∗0,qX))
is properly supported in the variables (x, y), from the proof of Lemma 4.10 and
especially the first line of (4.2.16), we can find some E(x, y, t) ∈ S−∞(Ω × Ω ×
R+, L (T∗0,qX, T∗0,qX)) properly supported in the variables (x, y) such that
(4.2.20)∫

C

∂χ̃( z
k )

∂z
Lz(x, y)

dz ∧ dz
2πi

=
∫ +∞

0
E(x, y, t)χ(k−1t)dt = O

(
k−∞) on X × Ω.

After applying some minor modification, this method also works for any Lz ∈
Ez(Ω; T∗0,qX) and any Lz ∈ Fz(Ω; T∗0,qX).

Second, we consider

(4.2.21) Lz(x, y) =
∫ +∞

0
eitψ(x,y)g(x, y, t)

1
(z − t)M1

τ(εt)dt,

where g(x, y, t) = O(|x− y|+∞), g(x, y, t) ∈ Sm
cl(Ω×Ω×R+, L (T∗0,qX, T∗0,qX))

for some m ∈ R, g(x, y, t) is properly supported in the variables (x, y), M1 ∈
N0, and ψ ∈ Ph(−Λα, Ω) for some Λ ∈ C ∞(X, R+). Again by the first line of
(4.2.16), we can can find a G(x, y, t) = O(|x − y|+∞) properly supported in the
variables (x, y) and G(x, y, t) ∈ Sm1

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) for some
m1 ∈ R such that

(4.2.22)
∫

C

∂χ̃( z
k )

∂z
Lz(x, y)

dz ∧ dz
2πi

=
∫ +∞

0
eitψ(x,y)G(x, y, t)χ(k−1t)dt.

We notice that for any point p ∈ Ω, we have ∂ψ
∂y2n+1

(p, p) > 0 from our assump-
tion. From the Malgrange preparation theorem, we can check that

(4.2.23) ψ(x, y) = f (x, y)(y2n+1 + ψ0(x, y′))

near (p, p), where ψ0 and g are smooth functions near (p, p), f (p, p) > 0, Imψ ≥
0 around (p, p) and y′ := (y1, · · · , y2n). When Ω is small enough, we may
assume that (4.2.23) holds on Ω × Ω and as (2.3.47) we also have

(4.2.24) Im ψ(x, y) ≥ C|x′ − y′|2 on Ω × Ω,

where C > 0 is a constant. We let G̃(x, y, t) be an almost analytic extension of
g(x, y, t) in the y2n+1 variables. For every N ∈ N, by using Taylor expansion at
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y2n+1 = −ψ0(x, y′), we have

(4.2.25) G(x, y, t) = G̃(x, (y′, y2n+1), t) =
N

∑
j=0

Gj(x, y′, t)(y2n+1 + ψ0(x, y′))j

+ (y2n+1 + ψ0(x, y′))N+1RN+1(x, y, t),

where

Gj(x, y′, t) ∈ Sm1
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)), j = 1, · · · , N,(4.2.26)

RN+1(x, y′, t) ∈ Sm1
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).(4.2.27)

On one hand, since G(x, y, t) = O(|x − y|+∞), by taking (N + 1)-times deriva-
tives of y2n+1 in (4.2.25) we can first check that

(4.2.28) RN+1(x, y, t) = O(|x − y|+∞).

Then similarly we can check that

(4.2.29) Gj(x, y′, t) = O(|x′ − y′|+∞), j = N, N − 1, · · · , 0.

We then let

(4.2.30) GN(x, y, t) := eitψ(x,y)
N

∑
j=0

(y2n+1 + ψ0(x, y′))jGj(x, y′, t),

and consider the operator G(k,N) defined by kernel

(4.2.31) G(k,N)(x, y) :=
∫ +∞

0
GN(x, y, t)χ(k−1t)dt.

From (4.2.24) and (4.2.29), we can check that

eitψ(x,y)Gj(x, y′, t) ∈ S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)), j = 1, · · · , N,
(4.2.32)

GN(x, y, t) ∈ S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).
(4.2.33)

Then by the result we just have proved in the first step we have

(4.2.34) G(k,N) = O(k−∞) on X × Ω.

Also, we notice that by (N + 1)-times of partial integration we have

(4.2.35)
∫ +∞

0
eitψ(x,y)(y2n+1 + ψ0(x, y′))N+1RN+1(x, y, t)χ(k−1t)dt

=
N+1

∑
j=0

∫ +∞

0
eitψ(x,y)γN+1,j(x, y, t)k−(N+1−j) ∂N+1−jχ

∂t
(k−1t)dt,
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where γN+1,j(x, y, t) ∈ Sm−N−1+j
cl (Ω × Ω × R+, L (T∗0,qX), T∗0,qX) for each j =

0, · · · , N + 1. By taking the Taylor expansion of g(x, y, t) to arbitrary high order
N and by the condition that G(x, y, t) is properly supported in (x, y), the above
arguments imply that

(4.2.36)
∫

C

∂χ̃( z
k )

∂z
Lz(x, y)

dz ∧ dz
2πi

= O
(
k−∞) on X × Ω

for Lz in the form of (4.2.21). With some minor change of the argument we just
used, this method also works for any Lz ∈ Gz(Ω; T∗0,qX).

Finally, we notice that for Lz ∈ Rz(Ω; T∗0,qX) of the form

(4.2.37) Lz(x, y) =
∫ +∞

0

∫ +∞

0

∫
Ω

eitψ−(x,w)+iσψ+(w,y)r1(x, w, t) ◦ r2(w, y, σ)

zM2

(z − t)M1
τ(εt)m(w)dwdσdt,

where ψ∓ ∈ Ph(∓Λα, Ω) for some Λ ∈ C ∞(X, R+) and r1, r2 are Hörmander
symbols, by the properties that ψ(x, w) = 0 when x = w, ψ(w, y) = 0 when
w = y, dwψ−(x, w) = dwψ+(w, y) at w = x = y, t ≥ 0 and σ ≥ 0, we have
the following observation: given a suitably small δ > 0, when |x − w| > δ
we can apply arbitrary times of partial integration in t; when |w − y| > δ we
can apply arbitrary times of partial integration in σ; when |x − y| < 2δ we can
apply arbitrary times of partial integration in w. Then by this observation and
the proof of the previous lemma we can check that

(4.2.38)
∫

C

∂χ̃( z
k )

∂z
Lz(x, y)

dz ∧ dz
2πi

= O
(
k−∞) on X × Ω,

and again with some minor changes the same argument also works for general
Lz ∈ Rz(Ω; T∗0,qX). □

The next Theorem follows directly from Lemma 4.10 and Theorems 4.7 and
4.11.

THEOREM 4.12. With the same notations and assumptions in Theorem 4.7, for any
m ∈ N0 and Az,m := (S− + S+) ◦ Az,m ◦ (S− + S+), we have

(4.2.39) A(k,m) :=
∫

C

∂χ̃( z
k )

∂z
Az,m

dz ∧ dz
2πi

∈ I−m
Σ,k (Ω; T∗0,qX).

In fact, up to an k-negligible kernel on X × Ω we have

(4.2.40) A(k,m)(x, y) ≡
∫ +∞

0
eiktΨ−(x,y)a−,m(x, y, t, k)dt

+
∫ +∞

0
eiktΨ+(x,y)a+,m(x, y, t, k)dt,



4.2. Helffer–Sjöstrand formula and the semi-classical estimates 96

where

Ψ− ∈ Ph(p−1
I0,I0

(−α)(−α), Ω),(4.2.41)

Ψ+ ∈ Ph(p−1
J0,J0

(−α)α, Ω),(4.2.42)

and we have the following data are properly supported in (x, y):

(4.2.43) a∓,m(x, y, t, k) ∼ ∑+∞
j=0 a∓,m

j (x, y, t)kn+1−m−j

in Sn+1−m
loc (1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),

∀j ∈ N0, a∓,m
j (x, y, t) ̸= 0 =⇒ t ∈ supp χ ,(4.2.44)

a∓,m(x, y, t) ̸= 0 =⇒ t ∈ supp χ ,(4.2.45)

and

(4.2.46) a+(x, y, t, k) = 0 when n− ̸= n+ .

Moreover, for m = 0,

a−,0
0 (x, x, t) =

|detLx|
2πn+1

v(x)
m(x)

p−n−1
I0,I0

(−αx) χ(t)tn,(4.2.47)

a+,0
0 (x, x, t) =

|detLx|
2πn+1

v(x)
m(x)

p−n−1
J0,J0

(−αx) χ(−t)tn when n− = n+ .(4.2.48)

From Theorem 4.12, now we have

χ(k−1T(q)
P,λ)

=
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Π(q)

λ

dz ∧ dz
2πi

=
∫

C

∂χ̃( z
k )

∂z

(
N

∑
m=0

Az,m + (z − T(q)
P,λ)

−1(Rz,N+1 + Fz,N+1)

)
dz ∧ dz

2πi

=
N

∑
m=0

A(k,m) + R(k,N+1) + F(k,N+1),(4.2.49)

where Rz,N+1 is as described in Theorem 4.7, Fz,N+1 ∈ L−∞
z (Ω; T∗0,qX), and

R(k,N+1) :=
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Rz,N+1

dz ∧ dz
2πi

,(4.2.50)

F(k,N+1) :=
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Fz,N+1

dz ∧ dz
2πi

.(4.2.51)

We are going to show that for any N ∈ N0 we have

F(k,N0+1) = O(k−N) in L (H−N
comp(Ω, T∗0,qX), HN(X, T∗0,qX))(4.2.52)
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and for any N1, N2 ∈ N0 we can find an N0 > 0 large enough such that

R(k,N0+1) = O(k−N1) in L (H−N2
comp(Ω, T∗0,qX), HN2(X, T∗0,qX)).(4.2.53)

To proceed further, we need the following resolvent estimate.

THEOREM 4.13. For z /∈ Spec(T(q)
P,λ) and any s ∈ N0, we have

(4.2.54)

Π(q)
λ ◦ (z − T(q)

P,λ)
−1 = O

(
|z|s

|Im z|

)
in L (Hs(X, T∗0,qX), Hs+1(X, T∗0,qX)).

PROOF. From Theorem 3.6, we have some Q ∈ L−1
cl (X; T∗0,qX), T(q)

Q,λ :=

Π(q)
λ ◦ Q ◦ Π(q)

λ and F ∈ L−∞(X; T∗0,qX) such that

(4.2.55) T(q)
Q,λ ◦ (z − T(q)

P,λ) = zT(q)
Q,λ − Π(q)

λ + F.

This implies that

(4.2.56) Π(q)
λ ◦ (z − T(q)

P,λ)
−1 = −T(q)

Q,λ + zT(q)
Q,λ ◦ (z − T(q)

P,λ)
−1 + F ◦ (z − T(q)

P,λ)
−1.

From Theorem 3.8 and the spectral theory of self-adjoint operators, we have

(4.2.57) (z − T(q)
P,λ)

−1 = O
(

1
|Im z|

)
in L (L2(X, T∗0,qX), L2(X, T∗0,qX)).

By the above estimate, (3.2.12) and (4.2.56), we immediately have
(4.2.58)

Π(q)
λ ◦ (z − T(q)

P,λ)
−1 = O

(
|z|

|Im z|

)
in L (L2(X, T∗0,qX), H1(X, T∗0,qX)).

We can put this estimate back to (4.2.56), then by T(q)
Q,λ ◦ (z − T(q)

P,λ)
−1 = T(q)

Q,λ ◦
Π(q)

λ ◦ (z − T(q)
P,λ)

−1 and the same argument and estimate we just used, we have
(4.2.59)

Π(q)
λ ◦ (z − T(q)

P,λ)
−1 = O

(
|z|2

|Im z|

)
in L (H1(X, T∗0,qX), H2(X, T∗0,qX)).

We can hence bootstrap and get our theorem. □

Now we can prove the following.

THEOREM 4.14. With the same notations and assumptions in Theorem 4.7, for any
operator Ez ∈ Ez(Ω; T∗0,qX) and N ∈ N0, we have

(4.2.60)
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Ez

dz ∧ dz
2πi

= O(k−N) in L
(

H−N
comp(Ω, T∗0,qX), HN(X, T∗0,qX)

)
.
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PROOF. For simplicity, we assume that the kernel of Ez is given by

(4.2.61) Ez(x, y) =
∫ +∞

0
e(x, y, t)

zM2

(z − t)M1
τ(εt)dt,

where e(x, y, t) ∈ S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) is properly supported
in the variables (x, y), and M1, M2 ∈ N0. The general situation can be deduced
from some straightforward modification of the below argument.

We notice that when z /∈ Spec(T(q)
P,λ) we have

(4.2.62) (z − T(q)
P,λ)

−1 =
T(q)

P,λ

z
◦ (z − T(q)

P,λ)
−1 +

I
z

= · · · =
T(q),M

P,λ

zM ◦ (z − T(q)
P,λ)

−1 +
M−1

∑
j=0

T(q),j
P,λ

z1+j

where M ∈ N is arbitrary,

(4.2.63) T(q),j
P,λ := T(q)

P,λ ◦ · · · ◦ T(q)
P,λ

is the j-times composition between T(q)
P,λ and T(q),0

P,λ := I. Also, we notice that

z ̸= 0 when z ∈ supp χ̃( ·k ), and from Π(q)
λ ◦ Π(q)

λ = Π(q)
λ and [Π(q)

λ , T(q)
P,λ] = 0 we

can also check that

(4.2.64)
[
Π(q)

λ , (z − T(q)
P,λ)

−1
]
= 0

when z ∈ supp χ̃( ·k ).
Then, on one hand, for the integral

(4.2.65)
∫

C

∂χ̃( z
k )

∂z
z−1−j T(q),j

P,λ ◦ Ez
dz ∧ dz

2πi
= T(q),j

P,λ ◦
∫

C

∂χ̃( z
k )

∂z
z−1−j Ez

dz ∧ dz
2πi

,

we can apply Fubini theorem in the sense of oscillatory integrals so that

(4.2.66)
∫

C

∂χ̃( z
k )

∂z
z−1−j Ez(x, y)

dz ∧ dz
2πi

=
∫

C

∂χ̃( z
k )

∂z
z−1−j

∫ +∞

0
e(x, y, t)

zM2

(z − t)M1
τ(εt)dt

dz ∧ dz
2πi

.

Using (M1 − 1)-times of integration by parts to t, we can find the above integral
equals to

(4.2.67)
∫ +∞

0

∫
C

∂

∂z

(
χ̃
(z

k

)
z−1−j+M2

)
(z − t)−1 dz ∧ dz

2πi
δ(x, y, t)dt,

where δ(x, y, t) ∈ S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) is properly supported
in the variables (x, y) and δ(x, y, t) ̸= 0 if and only if εt ∈ supp τ.
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So we can apply Cauchy–Pompeiu formula and get

(4.2.68)
∫ +∞

0

∫
C

∂

∂z

(
χ̃
(z

k

)
z−1−j+M2

)
(z − t)−1 dz ∧ dz

2πi
δ(x, y, t)dt

=
∫ +∞

0
χ

(
t
k

)
t−1−j+M2δ(x, y, t)dt = O

(
k−∞) .

By the Sobolev-boundedness of T(q)
P,λ, we know that this part of integral satisfies

the estimate we want.
On the other hand, for arbitrary M ∈ N0 such that M ≡ 0 mod 4, we have

the integral

(4.2.69)
∫

C

∂χ̃( z
k )

∂z
z−M T(q),M

P,λ ◦ (z − T(q)
P,λ)

−1 ◦ Ez
dz ∧ dz

2πi

= T(q), M
2

P,λ ◦
∫

C

∂χ̃( z
k )

∂z
z−M Π(q)

λ ◦ (z − T(q)
P,λ)

−1 ◦ T(q), M
2

P,λ ◦ Ez
dz ∧ dz

2πi
.

By Theorem 4.13, the continuity of T(q)
P,λ between Sobolev spaces and the direct

estimate of Ez, we can check that for any M ∈ N0 we have

(4.2.70) T(q), M
2

P,λ ◦
∫

C

∂χ̃( z
k )

∂z
z−M Π(q)

λ ◦ (z − T(q)
P,λ)

−1 ◦ T(q), M
2

P,λ ◦ Ez
dz ∧ dz

2πi

= O

(
sup

k−1z∈supp χ̃

k2 · |Im z|1+M1

k1+M1
· |z|−M · |z|

M
2 + M

4 −1

|Im z| · |z|M2

|Im z|M1

)

= O(k−
M
4 +M2−M1) in L

(
H− M

4
comp(Ω, T∗0,qX), HM(X, T∗0,qX)

)
.

Combining all the estimates above we complete the proof. □

We would like to note that during the proof of the previous theorem, the step

where we split TM
P,λ into T

M
2

P,λ ◦ T
M
2

P,λ is crucial. This step is designed to prevent
the argument from breaking down when we apply Theorem 4.13. Specifically,
it helps us avoid a situation where the term |z|s contributes an excessive power
of k, which can occur when s is too large.

With the same proof, we also have the following.

THEOREM 4.15. With the same notations and assumptions in Theorem 4.7, for any
operator Fz ∈ Fz(Ω; T∗0,qX) and N ∈ N0 we have

(4.2.71)
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Fz

dz ∧ dz
2πi

= O(k−N) in L
(

H−N
comp(Ω, T∗0,qX), HN(X, T∗0,qX)

)
.
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The next kind of remainder estimate needs more work.

THEOREM 4.16. With the same notations and assumptions in Theorem 4.7, for any
operator Gz ∈ Gz(Ω; T∗0,qX) and N ∈ N0, we have

(4.2.72)
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Gz

dz ∧ dz
2πi

= O(k−N) in L
(

H−N
comp(Ω, T∗0,qX), HN(X, T∗0,qX)

)
.

PROOF. For simplicity, we prove the case for q = n− = 0 and

(4.2.73) Gz(x, y) =
∫ +∞

0
eitψ(x,y)g(x, y, t)

zM2

(z − t)M1
τ(εt)dt,

where g(x, y, t) = O(|x − y|+∞) is in Sm
cl(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)) for

some m ∈ R and is properly supported in the variables (x, y), M1, M2 ∈ N0,
and ψ ∈ Ph(−Λα, Ω) for some Λ ∈ C ∞(X, R+). The general situation can be
deduced from some straightforward modification of the following argument.

As in the proof of Theorem 4.11, we may assume that

(4.2.74) ψ(x, y) = f (x, y)(y2n+1 + ψ0(x, y′)) on Ω × Ω.

Also, as (2.3.47) we may assume that

(4.2.75) Im ψ(x, y) ≥ C|x′ − y′|2 on Ω × Ω,

where C > 0 is a constant. We let g̃(x, y, t) be an almost analytic extension of
g(x, y, t) in the y2n+1 variables. For every N ∈ N, by Taylor expansion we have

(4.2.76) g(x, y, t)

=
N

∑
j=0

gj(x, y′, t)(y2n+1 + ψ0(x, y′))j + (y2n+1 + ψ0(x, y′))N+1rN+1(x, y, t),

where

gj(x, y′, t) ∈ Sm
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)), j = 1, · · · , N,(4.2.77)

rN+1(x, y′, t) ∈ Sm
cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).(4.2.78)

On one hand, since g(x, y, t) = O(|x − y|+∞), we can check that

(4.2.79) rN+1(x, y, t) = O(|x − y|+∞).

Then, we also have

(4.2.80) gj(x, y′, t) = O(|x′ − y′|+∞), j = N, N − 1, · · · , 0.

We let

(4.2.81) GN(x, y, t) := eitψ(x,y)
N

∑
j=0

(y2n+1 + ψ0(x, y′))jgj(x, y′, t),
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and consider the operator Gz,N by kernel

(4.2.82) Gz,N(x, y) :=
∫ +∞

0
eitψ(x,y)GN(x, y, t)

zM2

(z − t)M1
τ(εt)dt.

From (4.2.75) and (4.2.80), we can check that

GN(x, y, t) ∈ S−∞(Ω × Ω × R+, L (T∗0,qX, T∗0,qX)).(4.2.83)

This implies thatGz,N ∈ Ez(Ω; T∗0,qX), and Theorem 4.14 implies that on X ×Ω
we have

(4.2.84)
∫ ∂χ̃( z

k )

∂z
(z − T(q)

P,λ)
−1 ◦Gz,N

dz ∧ dz
2πi

= O(k−∞) on X × Ω.

On the other hand, for the operator ζz,N associated by the kernel

(4.2.85) ζz,N(x, y)

:=
∫ +∞

0
eitψ(x,y)(y2n+1 + ψ0(x, y′))N+1rN+1(x, y, t)

zM2

(z − t)M1
τ(εt)dt,

by

(4.2.86) eitψ(x,y)(y2n+1 + ψ0(x, y′))N+1 = (i f (x, y))−N−1 ∂N+1

∂tN+1 eitψ(x,y)

and integration by parts in t, we can also write
(4.2.87)

ζz,N(x, y) =
∫ +∞

0
eitψ(x,y)zM2

∂N+1

∂tN+1

(
(z − t)−M1 · r f

N+1(x, y, t) · τ(εt)
)

dt

for some r f
N+1(x, y, t) ∈ Sm

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)). Now for the op-
erator

(4.2.88) ζ(k,N) :=
∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ ζz,N

dz ∧ dz
2πi

,

we recall that when z /∈ Spec(T(q)
P,λ) we have

(4.2.89) (z − T(q)
P,λ)

−1 =
T(q),M

P,λ

zM ◦ (z − T(q)
P,λ)

−1 +
M−1

∑
j=0

T(q),j
P,λ

z1+j ,
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where M ∈ N is arbitrary, T(q),j
P,λ := T(q)

P,λ ◦ · · · ◦ T(q)
P,λ is the j-times composition

between T(q)
P,λ and T(q),0

P,λ := I. So we can write

(4.2.90) ζ(k,N) =
∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
T(q),M

P,λ

zM ◦ (z − T(q)
P,λ)

−1 ◦ ζz,N
dz ∧ dz

2πi

+
M−1

∑
j=0

T(q),j
P,λ ◦

∫
C\Spec(T(q)

P,λ)

∂χ̃( z
k )

∂z
z−1−j ζz,N

dz ∧ dz
2πi

.

By the proof of Theorem 4.11, we can check that for all M ∈ N we have

(4.2.91)
M−1

∑
j=0

T(q),j
P,λ ◦

∫
C\Spec(T(q)

P,λ)

∂χ̃( z
k )

∂z
z−1−j ζz,N

dz ∧ dz
2πi

= O
(
k−∞) on X × Ω.

It remains to handle the estimate for the first part of the integral in (4.2.90)
for large N. For this purpose we need to choose some suitably large number M,
which is an arbitrary number in (4.2.90). When N ∈ N is large enough and

N + M1 − m ≡ 0 mod 4,(4.2.92)

we take

(4.2.93) M :=
N + M1 − m

2
.

Then, from the formula of ζz,N in (4.2.87), the observation that ∂
∂t τ(εt) = O(t−∞),

and the elementary estimate

(4.2.94)
1

|z − t|2 =
|z|2

|zz − tz|2 ≤ |z|2
|Im (zz − tz)|2 =

|z|2
|Imz|2 t2 ,

up to a kernel associated by an element in Ez(Ω; T∗0,qX) we can write

(4.2.95) ζz,N(x, y) =
∫ +∞

0
eitψ(x,y)R f

N+1(x, y, t, z)τ(εt)dt,

where for all multi-indices α, β, γ we have some constant cK,α,β,γ > 0 such that

(4.2.96) |∂α
x∂

β
y ∂

γ
t R f

N+1(x, y, t, z)| ≤ cK,α,β,γ
|z|M1+M2+(N+1)

|Im z|M1+(N+1)
tm−M1−(N+1)
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when x, y ∈ K ⋐ Ω and t ∈ R+ such that τ(εt) > 0. By the above estimate of
R f

N+1(x, y, t, z), we can check that up to a an element in Ez(Ω; T∗0,qX) we have

(4.2.97) ζz,N = O

(
|z|M1+M2+(N+1)

|Im z|M1+(N+1)

)

in L

(
H− 3M

4
comp(Ω, T∗0,qX), H

M
4 + M

2 −1+ M
2 (X, T∗0,qX)

)
.

Then, by combining all the above estimates above and Theorem 4.14, for any
N ∈ N which is arbitrarily large enough such that N + M1 − m ≡ 0 mod 4,
then the number 2M := N + M1 − m is consequently arbitrarily large and we
have∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
z−M T(q),M

P,λ ◦ (z − T(q)
P,λ)

−1 ◦ ζz,N
dz ∧ dz

2πi

=
∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
z−M T(q), M

2
P,λ ◦

(
Π(q)

λ ◦ (z − T(q)
P,λ)

−1
)
◦ T(q), M

2
P,λ ◦ ζz,N

dz ∧ dz
2πi

=O

(
sup

k−1z∈supp χ̃

k2 · |Im z|1+M1+(N+1)

k1+M1+(N+1)
· k−M · |z|

M
4 + M

2 −1

|Im z| · |z|
M1+M2+(N+1)

|Im z|M1+(N+1)

)

=O(k−
M
4 +M2) in L

(
H− 3M

4
comp(Ω, T∗0,qX), H

M
2 (X, T∗0,qX)

)
.

(4.2.98)

Here we recall that for χ ∈ C ∞
0 (Ṙ) we can take χ̃ such that χ̃ ∈ C ∞

0 (Ċ), so there
is a constant C > 0 such that k

C < |z| < Ck when k−1z ∈ supp χ̃.
Combining all the estimates above, we finish our proof. □

We also have the following.

THEOREM 4.17. With the same notations and assumptions in Theorem 4.7, for any
operator Rz ∈ Rz(Ω; T∗0,qX) and N ∈ N0, we have

(4.2.99)
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦Rz

dz ∧ dz
2πi

= O(k−N) in L
(

H−N
comp(Ω, T∗0,qX), HN(X, T∗0,qX)

)
.

PROOF. For Rz in the form of (4.1.11) and a very small ϵ > 0, we notice
that for the function itψ∓(x, w) + iσψ±(w, y), when |x − w| > ϵ, |w − y| > ϵ
and |x − w|, |w − y| < ϵ, we can apply arbitrary times of partial integration in
t, σ and w, respectively. Along with the elementary estimate that |z − t|−1 ≤
|z| · |Im z|−1t−1 when t > 0, we can hence directly estimate Rz, and we can
apply the same argument in Theorem 4.14 to get our theorem. □
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From Theorems 4.14, 4.15, 4.16 and 4.17, we can conclude the remainder
estimates contributed by the elements of L−∞

z (Ω; T∗0,qX) as follows.

THEOREM 4.18. With the same notations and assumptions in Theorem 4.7, for any
Lz ∈ L−∞

z (Ω; T∗0,qX),

(4.2.100) L(k) :=
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Lz

dz ∧ dz
2πi

,

and any N ∈ N0, we have

L(k) = O(k−N) in L (H−N
comp(Ω, T∗0,qX), HN(X, T∗0,qX)).(4.2.101)

The only remainder estimate remains to be checked is the following.

THEOREM 4.19. With the same notations and assumptions in Theorem 4.7, for the
operator

(4.2.102) R(k,N+1) :=
∫

C

∂χ̃( z
k )

∂z
(z − T(q)

P,λ)
−1 ◦ Π(q)

λ ◦ Rz,N+1
dz ∧ dz

2πi
,

and for any N1, N2 ∈ N0, we can find an N0 > 0 large enough such that

R(k,N0+1) = O(k−N1) in L (H−N2
comp(Ω, T∗0,qX), HN2(X, T∗0,qX)).(4.2.103)

PROOF. For simplicity, we only prove the case for n− ̸= n+, and the sit-
uation n− = n+ can be deduced from the same argument with some minor
change. For all M ∈ N, we recall that we can write

R(k,N+1)(4.2.104)

=
∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
z−MT(q),M

P,λ ◦ (z − T(q)
P,λ)

−1 ◦ Rz,N+1
dz ∧ dz

2πi
(4.2.105)

+
M−1

∑
j=0

T(q),j
P,λ ◦

∫
C\Spec(T(q)

P,λ)

∂χ̃( z
k )

∂z
z−1−j Rz,N+1

dz ∧ dz
2πi

.(4.2.106)

We recall that here we have
(4.2.107)

Rz,N+1(x, y) =
∫ +∞

0
eitΨ−(x,y) ∑|β|+|γ|≤2N+2 R−,N+1

β,γ (x, y, t)tβzγ

(z − t)2N+2 τ(εt)dt,

and

Ψ− ∈ Ph(p−1
I0,I0

(−α)(−α), Ω),(4.2.108)

R−,N+1
β,γ (x, y, t) ∈ Sn−N−1

cl (Ω × Ω × R+, L (T∗0,qX, T∗0,qX)),(4.2.109)

R−,N+1
β,γ (x, y, t) is properly supported in the variables (x, y).(4.2.110)
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On one hand, by partial integration in t and Cauchy–Pompieu formula, we
can check that ∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
z−1−j Rz,N+1

dz ∧ dz
2πi

=
1

(2N + 1)! ∑
β+γ≤2N+2

∫ +∞

0
eitΨ−(x,y)R−,N+1

β,γ (x, y, t)tβτ(εt)(4.2.111)

∂2N+1
t

(
χ

(
t
k

)
t−1−j+γ

)
dt + O

(
k−∞) ,

which is O(k−N1) in L (H−N2
comp(Ω, T∗0,qX), HN2(X, T∗0,qX)) for any given N1, N2 ∈

N0 when N is large enough.
On the other hand, for the integral

(4.2.112)
∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
z−MT(q),M

P,λ ◦ (z − T(q)
P,λ)

−1 ◦ Rz,N+1
dz ∧ dz

2πi
,

when M ≡ 0 mod 2 we can rewrite it by
(4.2.113)∫

C\Spec(T(q)
P,λ)

∂χ̃( z
k )

∂z
z−MT(q), M

2
P,λ ◦ Π(q)

λ ◦ (z − T(q)
P,λ)

−1 ◦ T(q), M
2

P,λ ◦ Rz,N+1
dz ∧ dz

2πi
.

Here the number M ∈ N is arbitrary and we can do the same estimate as in

(4.2.98): by applying the Sobolev continuity estimate in the order of T(q), M
2

P,λ ,

Π(q)
λ ◦ (z − T(q)

P,λ)
−1, T(q), M

2
P,λ and Rz,N+1, and using

∣∣∣ ∂χ̃(k−1z)
∂z

∣∣∣ = O
(
k−N|Im z|N

)
and the estimate that k < |z| < 2k when z ∈ supp χ̃(k−1z) and k is large, we
can check that for any N1, N2 ∈ N0, we can find a suitable and large N0 >
0 and another large number M > 0 depending on N0 such that (4.2.113) is
O(k−N1) in L (H−N2

comp(Ω, T∗0,qX), HN2(X, T∗0,qX)).
Combing all the estimates above, we complete the proof of our theorem. □

By Theorems 4.12, 4.18 and 4.19 and taking the asymptotic sum of the sym-
bols of A(k,m), m ∈ N0, the standard semi-classical analysis immediately implies
the following result.

THEOREM 4.20. In the situation of Theorem 1.1, for q = n− we have an A(k) ∈
I0

Σ,k(Ω; T∗0,qX) such that for any N0 ∈ N we have

χ(k−1T(q)
P,λ)− A(k) = O(k−N0) in L (H−N0

comp(Ω, T∗0,qX), HN0(X, T∗0,qX)).

(4.2.114)

In the end of this section, we use the results just proved to establish an im-
portant estimate.
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LEMMA 4.21. In the situation of Theorem 1.1, for q = n− we have a constant
C > 0 independent of k such that

#{eigenvalues λj of T(q)
P,λ : k−1λj ∈ supp χ} ≤ C · k2n+2(4.2.115)

where the notation #A we mean the number of the set A.

PROOF. By Theorem 4.20 and using the finite partition of unity of the com-
pact manifold X, we see that when k is large there is a constant c > 0 indepen-
dent of k such that

(4.2.116) ∥χ(k−1T(q)
P,λ)u∥ ≤ c · kn+1∥u∥, ∀u ∈ C ∞(X, T∗0,qX),

where ∥ · ∥ is the L2-norm on X. Combining the above estimate and Theorem
3.10, we can also deduce that

(4.2.117)

√√√√∑
j∈J

|χ|2
(

λj

k

)
= ∥χ(k−1T(q)

P,λ)(x, y)∥ ≤ C · kn+1

for some constant C > 0 independent of k. Since all our results hold for arbitrary
χ ∈ C ∞

0 (Ṙ), we can take some ρ ∈ C ∞
0 (Ṙ, [0, 1]) such that ρ ≡ 1 on supp χ, then

we have
(4.2.118)

#{eigenvalues λj of T(q)
P,λ : k−1λj ∈ supp χ} ≤ ∑

j∈J
ρ2
(

λj

k

)
≤ C · k2n+2

for some constant C > 0 independent of k. □

4.3. The full asymptotic expansion

In this section we establish the asymptotic expansion of χ(k−1T(q)
P,λ) in the

level of Schwartz kernel. To simplify our calculation for the remainder terms,
we fix a small enough number ϵ > 0 and let

(4.3.1) 1(k) := 1[k1−ϵ,k1+ϵ] + 1[−k1+ϵ,−k1−ϵ],

where 1[k1−ϵ,k1+ϵ] and 1[−k1+ϵ,−k1−ϵ] are the indicator function of [k1−ϵ, k1+ϵ] and
[−k1+ϵ,−k1−ϵ], respectively.

Let us start the discussion from the principal terms of our expansion. We will
show in the following that the truncation 1(k) does not influence the principal

terms of χ(k−1T(q)
P,λ)(x, y).

LEMMA 4.22. With the same notations and assumptions in Theorem 4.12, for any
m ∈ N0 and ρ ∈ C ∞

0 (Ω) we have A(k,m) ◦ ρ
(

Π(q)
λ − 1(k)(T

(q)
P,λ)

)
= O (k−∞) on

X × X.
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PROOF. For simplicity, in the following we prove our result when q = n− =
0, and the general case of q = n− can be deduced from the same argument with
some minor change.

We notice that A(k,m) ◦ ρ
(

Π(q)
λ − 1(k)(T

(q)
P,λ)

)
= I(x, y) + II(x, y), where

I(x, y) = ∑
|λj|>k1+ε

(
A(k,m)(x, u)

∣∣∣(ρ f j)(u)
)

f j(y),(4.3.2)

II(x, y) = ∑
|λj|<k1−ε

(
A(k,m)(x, u)

∣∣∣(ρ f j)(u)
)

f j(y),(4.3.3)

and { f j}j∈J is an orthonormal system in L2
0,q(X) such that f j ∈ Ker (T(q)

P,λ − λj I).

As before, we may assume that ∂ψ−
∂y2n+1

(x, y) ̸= 0 on Ω × Ω. One one hand,
by partial integration we have

(4.3.4) II(x, y) = − ∑
|λj|<k1−ε

f j(y)

∫ ∫
eiktψ(u,y) ∂

∂u2n+1

( 1
ikt∂u2n+1ψ

a−,m(x, u, t, k)ρ f j(u)m(u)
)

dudt,

and we notice that we can apply arbitrary times of partial integration in this
way. On the other hand, by Theorem 3.7 and Sobolev embedding theorem we
know there exists n0 ∈ N such that for any ℓ ∈ N0 we find a constant Cℓ > 0 so
that

(4.3.5) ∥ f j(x)∥C ℓ(X) ≤ Cℓ(1 + |λj|)n0+ℓ, ∀j ∈ N0.

By the above two observations, the assumption that |λj| < k1−ε in II(x, y) and
Lemma 4.21, we can deduce that II(x, y) = O(k−∞) on X × X.

Next, we fix a large enough number N ∈ N, and by the fact that T(q)
P,λ is

self-adjoint we also have

(4.3.6) I = ∑
λj>k1+ϵ

f j(y)λ−N
j

∫
(T(q),N

P,λ ◦ A(k,m))(u, y)ρ f j(u)dm(u),

where T(q),N
P,λ is the N-times composition of T(q)

P,λ. From (4.3.5), the direct estimate

of A(k,m) and the Sobolev continuity of T(q)
P,λ, the Sobolve embedding theorem,

the assumption that λj > k1+ϵ in I(x, y) and the fact that the number N ∈ N

can be arbitrary large, we have I = O(k−∞) on X × X. □

THEOREM 4.23. With the same notations and assumptions in Theorem 4.12, for
any m ∈ N0 and ρ ∈ C ∞

0 (Ω) we have A(k,m) ◦ ρΠ(q)
λ = A(k,m) ∈ I−m

Σ,k (Ω; T∗0,qX).
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In fact, up to an k-negligible kernel on X × Ω we have
(4.3.7)

A(k,m)(x, y) ≡
∫ +∞

0
eiktΨ−(x,y)a−,m(x, y, t, k)dt +

∫ +∞

0
eiktΨ+(x,y)a+,m(x, y, t, k)dt,

where

(4.3.8) Ψ− ∈ Ph(p−1
I0,I0

(−α)(−α), Ω), Ψ+ ∈ Ph(p−1
J0,J0

(−α)α, Ω),

and we have the following data properly supported in (x, y):

(4.3.9) a∓,m(x, y, t, k) ∼
+∞

∑
j=0

a∓,m
j (x, y, t)kn+1−m−j

in Sn+1−m
loc

(
1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
,

(4.3.10) ∀j ∈ N0, a∓,m
j (x, y, t) ̸= 0 and a∓,m(x, y, t, k) ̸= 0 =⇒ t ∈ supp χ,

and we have a+(x, y, t, k) = 0 when n− ̸= n+. Moreover, for m = 0 we have

(4.3.11) a−,0
0 (x, x, t) = ρ(x)

|detLx|
2πn+1

v(x)
m(x)

p−n−1
I0,I0

(−αx) χ(t)tn,

and when n− = n+ we also have

a+,0
0 (x, x, t) = ρ(x)

|detLx|
2πn+1

v(x)
m(x)

p−n−1
J0,J0

(−αx) χ(−t)tn.(4.3.12)

PROOF. We recall that by Theorem 2.4, we can write ρΠ(q)
λ = ρ(S− + ρS+ +

F) on X × Ω, where the kernel F(x, y) ∈ C ∞(Ω × Ω). By Theorem 4.12, the
partial integration argument in the proof of Theorem 4.17, and complex station-
ary phase formula of Melin–Sjöstrand Theorem 2.2, we can check that A(k,m) ◦
ρ(S− + S+) = A(k,m) ∈ I−m

Σ,k (Ω; T∗0,qX) as stated in our theorem. Also, by
writing

(4.3.13) (Ak,m ◦ ρF)(x, y) =
∫

eiktΨ−(x,w)a−,m(x, w, t, k)(ρF)(w, y)m(w)dwdt

+
∫

eiktΨ+(x,w)a+,m(x, w, t, k)(ρF)(w, y)m(w)dwdt + Gk(x, y),

where Gk = O (k−∞) on X × Ω, we can apply [31, Lemma 1.12] for example to
do partial integration in (w, t) as many times as we want and see that (Ak,m ◦
ρF)(x, y) = O (k−∞) on X × Ω. This completes the proof. □

We can now conclude Theorems 1.1 and 1.2 through the next result.
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THEOREM 4.24. In the situation of Theorem 1.1 and q = n−, up to a k-negligible
kernel on Ω × Ω we have
(4.3.14)

χ(k−1T(q)
P,λ)(x, y) ≡

∫ +∞

0
eiktΨ−(x,y)A−(x, y, t, k)dt+

∫ +∞

0
eiktΨ+(x,y)A+(x, y, t, k)dt,

where

(4.3.15) Ψ− ∈ Ph(−Λ1α, Ω), Ψ+ ∈ Ph(Λ2α, Ω), Λ1(x), Λ2(x) ∈ C ∞(X, R+),

(4.3.16) A∓(x, y, t, k) ∼
+∞

∑
j=0

A∓
j (x, y, t)kn+1−j

in Sn+1−j
loc

(
1; Ω × Ω × R+, L (T∗0,qX, T∗0,qX)

)
,

and A+(x, y, t, k) = 0 when n− ̸= n+. In fact, when supp χ ∩ R+ ̸= ∅, there is
an interval I− ⋐ R+ such that when A−

j (x, y, t) ̸= 0 and A−(x, y, t) ̸= 0 we have
t ∈ I− for all j ∈ N0; when n− = n+ and supp χ ∩ R− ̸= ∅, there is also an interval
I+ ⋐ R+ such that when A+

j (x, y, t) ̸= 0 and A+(x, y, t) ̸= 0 we have t ∈ I+ for all
j ∈ N0. Moreover, with respect to (1.1.23), we have

(4.3.17) A−
0 (x, x, t) =

|detLx|
2πn+1

v(x)
m(x)

Λn+1
1 (x) χ(t · pI0,I0 (−αx) · Λ1(x)) tn,

and when n− = n+ we also have

(4.3.18) A+
0 (x, x, t) =

|detLx|
2πn+1

v(x)
m(x)

Λn+1
2 (x) χ(−t · pJ0,J0 (−αx) · Λ2(x)) tn.

In the last, for any τ1, τ2 ∈ C ∞(X) such that supp(τ1) ∩ supp(τ2) = ∅ we have

(4.3.19) τ1 ◦ χ(k−1T(q)
P,λ) ◦ τ2 = O

(
k−∞) ,

where τ1, τ2 are regarded as multiplication operators by the function τ1, τ2, respectively.

PROOF. We let X =
⋃
ℓ Ωℓ and ρℓ ∈ C ∞

0 (Ωℓ) such that ∑ℓ ρℓ = 1 on X. Then
for large enough k > 0 we have

(4.3.20) χ(k−1T(q)
P,λ) = χ(k−1T(q)

P,λ) ◦ ∑
ℓ

ρℓ ◦ 1(k)(T
(q)
P,λ).

Applying Theorem 4.20, for each N ∈ N0 we have the same operator Aℓ
k ∈

I0
Σ,k(Ωℓ; T∗0,qX) therein and an operator Rℓ

k,N which depends on N such that

(4.3.21) χ(k−1T(q)
P,λ) ◦ ∑

ℓ

ρℓ ◦ 1(k)(T
(q)
P,λ) = ∑

ℓ

χ(k−1T(q)
P,λ) ◦ ρℓ ◦ 1(k)(T

(q)
P,λ)

∑
ℓ

Aℓ
k ◦ ρℓ ◦ (1(k)(T

(q)
P,λ)− Π(q)

λ + Π(q)
λ ) + ∑

ℓ

Rℓ
k,N ◦ ρℓ ◦ 1(k)(T

(q)
P,λ),
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where

(4.3.22) Rℓ
k,N = O(k−N) in L (H−N

comp(Ωℓ, T∗0,qX), HN(X, T∗0,qX)).

By Lemma 4.22, Theorems 4.23 and 3.9, we can see that
(4.3.23)

χ(k−1T(q)
P,λ) ◦ ∑

ℓ

ρℓ ◦ 1(k)(T
(q)
P,λ)− ∑

ℓ

Aℓ
k − ∑

ℓ
∑

k1−ϵ<|λj|<k1+ϵ

(
Rℓ

k,N ◦ ρ f j

)
⊗ f ∗j

is O (k−∞) on X × X. We recall that up to an element of O (k−∞) on X × Ωℓ we
have
(4.3.24)

Aℓ
k(x, y) ≡

∫ +∞

0
eiktΨℓ

−(x,y)A−,ℓ(x, y, t, k)dt +
∫ +∞

0
eiktΨℓ

+(x,y)A+,ℓ(x, y, t, k)dt

for some Ψℓ
− ∈ Ph(p−1

I0,I0
(−α)(−α), Ωℓ), Ψℓ

+ ∈ Ph(p−1
J0,J0

(−α)α, Ωℓ), and

(4.3.25) A∓,ℓ(x, y, t, k) ∼
+∞

∑
j=0

A∓,ℓ
j (x, y, t)kn+1−j

in Sn+1−j
loc

(
1; Ωℓ × Ωℓ × R+, L (T∗0,qX, T∗0,qX)

)
such that A∓,ℓ

j (x, y, t) ̸= 0 whenever t ∈ supp χ for all j ∈ N0 and A+(x, y, t, k) =
0 when n− ̸= n+. Moreover, with respect to (1.1.23), for all x ∈ Ωℓ we have

(4.3.26) A−,ℓ
0 (x, x, t) = ρℓ(x)

|detLx|
2πn+1

v(x)
m(x)

p−n−1
I0,I0

(−αx) χ(t)tn,

and when n− = n+ we also have

A+,ℓ
0 (x, x, t) = ρℓ(x)

|detLx|
2πn+1

v(x)
m(x)

p−n−1
J0,J0

(−αx) χ(−t)tn.(4.3.27)

By (4.3.22) and Sobolev embedding lemma, and (4.3.5) and Lemma 4.21, we
have

(4.3.28) ∑
ℓ

∑
k1−ϵ<|λj|<k1+ϵ

(
Rℓ

k,N ◦ ρ f j

)
⊗ f ∗j = O

(
k−∞) on X × X.

Since Aℓ
k are properly supported on Ωℓ, we get (4.3.19) from (4.3.23) and the

above estimate.
Finally, given any Ω ⊂ ⋃

ℓ Ωℓ, for any Λ1(x), Λ2(x) ∈ C ∞(X, R+) and Ψ− ∈
Ph(−Λ1α, Ω) and Ψ+ ∈ Ph(Λ2α, Ω), from [48, Theorem 2.4 and Lemma 6.8]
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(cf. also [48, §12]) we have

(4.3.29)
∫ +∞

0
eiktΨ∓(x,y)A∓(x, y, t, k)dt = ∑

ℓ

∫ +∞

0
eiktΨℓ

∓(x,y)A∓,ℓ(x, y, t, k)dt

+ O
(
k−∞) on Ω × Ω

for the desired A∓(x, y, t, k). We hence conclude our result. □

Our main results Theorem 1.1 and Theorem 1.2 follow immediately from the
previous theorem, so does Corollary 1.3.

PROOF OF COROLLARY 1.3. On any coordinate patch (Ω1, x), by Theorem
1.1 and the property that φ∓(x, x) = 0, we have

(4.3.30) χ(k−1T(q)
P,λ)(x, x) ∼

+∞

∑
j=0

kn+1−j
(

A−
j (x) + A+

j (x)
)

in Sn+1
loc (1; Ω1, L (T∗0,qX, T∗0,qX)),

where A∓
j (x) ∈ C ∞(Ω1, L (T∗0,qX, T∗0,qX)) and

A∓
j (x) =

∫ +∞

0
A∓

j (x, x, t)dt,(4.3.31)

A−
0 (x) =

(∫ +∞

0
tnχ(pI0,I0(−αx)t)dt

)
|detLx|
2πn+1

v(x)
m(x)

τ
n−
x ,(4.3.32)

A+
0 (x) =

(∫ +∞

0
tnχ(pJ0,J0(αx)t)dt

)
|detLx|
2πn+1

v(x)
m(x)

τ
n+
x when n− = n+.(4.3.33)

We let (Ω2, y) be another coordinate patch with Ω1 ∩ Ω2 ̸= ∅, and by the same
reasoning we have

(4.3.34) χ(k−1T(q)
P,λ)(y, y) ∼

+∞

∑
j=0

kn+1−j
(

B−
j (y) + B+

j (y)
)

in Sn+1
loc (1; Ω2, L (T∗0,qX, T∗0,qX)).

where B∓
j (x) ∈ C ∞(Ω2, L (T∗0,qX, T∗0,qX)). Then on Ω1 ∩ Ω2 we have

(4.3.35)
+∞

∑
j=0

(A−
j + A+

j )(·)k
n+1−j ∼

+∞

∑
j=0

(B−
j + B+

j )(·)k
n+1−j

in Sn+1
loc (1; Ω1 ∩ Ω2, L (T∗0,qX, T∗0,qX)).

The relation (4.3.35) shows that A−
j + A+

j = B−
j + B+

j on Ω1 ∩ Ω2 and hence
there exists global A∓

j ∈ C ∞(X, L (T∗0,qX, T∗0,qX)), j ∈ N0, such that our corol-
lary holds. □
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4.4. Expansion on circle bundles

In this section we explain the role of Theorem 1.1 in complex geometry by
the so called circle bundle framework. We start with a very important result for
Kähler geometry and quantization introduced by Boutet de Monvel–Guillemin
[12, §§13-14]. We let M be a compact Kähler manifold and (L, hL) → M be a
positive holomorphic line bundle over M with respect to a smooth Hermitian
metric hL, and we assume that the Chern curvature i

2π RL of (L, hL) represents a
Kähler metric on M. Then the principal circle bundle

(4.4.1) X = {v ∈ L∗ : |v|h∗ = 1}
is a strictly pseudoconvex CR manifold called Grauert tube [30] and plays an
important application to the Kodaira embedding theorem for singular spaces.
The connection 1-form α on X associated to the Chern connection ∇L is a con-
tact form on X and the corresponding Reeb vector field T is the infinitesimal
generator ∂ϑ of the S1-action on X. In this case, α(−i∂ϑ) = 1, ∂ϑ commutes
with the tangential Cauchy–Riemann operator ∂b and the Szegő projection Π,
and Spec(−i∂ϑ) = Z. Thus the operator P = −i∂ϑ restricted to the space of
L2-Caucy–Riemann functions H0

b (X) is an elliptic self-adjoint Toeplitz operator
of order one. Also, its positive spectrum consists of m ∈ N with finite multi-
plicity, and the eigenspace corresponding to m can be identified with the space
H0(M, Lm) of holomorphic sections of Lm, the m-th power of L, cf. [12, Lemma
14.14]. Moreover, m large enough occurs in the spectrum with the multiplicity
ρ(m), where ρ is the Hilbert polynomial of (M, L). For related results about
spectral asymptotics for Toeplitz operators on strictly pseudoconvex circle bun-
dles, readers can refer to [6,15,74] for example. We also refer to [34] for the case
of irregular Sasakian manifolds.

Now, we discuss a more general situation in complex geometry. We as-
sume that (M, J) is a complex manifold with complex structure J and L is a
holomorphic line bundle bundles over M with a smooth Hermitian metric hL.
We assume that ∇L is the holomorphic Hermitian connections, also known as
Chern connections, on (L, hL) and moreover, with respect to the Chern curva-
ture RL := (∇L)2 the two form

(4.4.2) ω :=
i

2π
RL

defines a symplectic form on M. Therefore under this context the signature
(n−, n+) of the curvature RL (the number of negative and positive eigenval-
ues) with respect to any Riemannian metric compatible with J will be the same.

We let gTX be any Riemannian metric on TX compatible with J. We let ∂
Lm,∗

be the formal adjoint of the Dolbeault operator ∂
Lm

on the Dolbeault complex
Ω0,q(M, Lm), q = 0, · · · , n := dimC M, with the scalar product induced by gTX



4.4. Expansion on circle bundles 113

and hL. We set

(4.4.3) Dm :=
√

2
(

∂
Lm

+ ∂
Lm,∗)

and denote by

(4.4.4) 2Lm
:= ∂

Lm,∗ ◦ ∂
Lm

+ ∂
Lm

◦ ∂
Lm,∗

the Kodaira Lapalcian. It is clear that

(4.4.5) D2
m = 22Lm

is twice the Kodaira–Laplacian and preserves the Z-grading of Ω0,·(M, Lm). By
standard Hodge theory, we know that for any q, m ∈ N,

(4.4.6) Ker Dm|Ω0,q(M,Lm) = Ker D2
m|Ω0,q(M,Lm) = H0,q(M, Lm),

where H0,q(M, Lm) is the Dolbeault cohomology, q = 0 · · · , n. For D2
m, from

[67, Theorem 1.5] we have the Bochner–Kodaira–Nakano type formula and we
have the following vanishing theorem: when m ∈ N is large we have

(4.4.7) H0,q(M, Lm) = 0 for q ̸= n−.

The vanishing result above is Andreotti–Grauert’s coarse vanishing theorem
[1, §23], and the original proof is by using the cohomology finiteness theorem
for the disc bundle of L∗.

When q = n−, the situation is more interesting from the point of view of
semi-classical analysis. We let

(4.4.8) B(q)
m : L2

0,q(M, Lm) → H0,q(M, Lm)

be the Bergman projection for m-power of L on (0, q) forms. The Schwartz
kernel B(q)

m (p′, p′′) associated to B(q)
m is called the Bergman kernel, which is a

smooth kernel by standard Hodge theory. It is well known that B(q)
m (p′, p′′)

admits the full asymptotic expansion [67, Theorem 1.7], also cf. [54, 68]. The
main goal of this section is to apply the asymptotic expansion of B(q)

m (p′) :=
B(q)

m (p′, p′) to directly verify Corollary 1.3 on circle bundles.
To start with, by the expansion of B(q)

m (p′, p′′) and identifying L (L∗,m, Lm)
as C, for q = n− and m ∈ N large enough we can write

(4.4.9) B(q)
m (p′) ∼

+∞

∑
j=0

mn−jb−j (p′) in Sn
loc(1; M, L (T∗0,qM, T∗0,qM))

and

(4.4.10) B(n−q)
−m (p′) ∼

+∞

∑
j=0

mn−jb+j (p′) in Sn
loc(1; M, L (T∗0,qM, T∗0,qM))
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as m → +∞, where we use the convention L−m := L∗,m for high power of dual
line bundles and use the fact that RL∗

has the constant signature (n− q, q). Also,
in this context we have the torsion free relation

(4.4.11) [−i∂ϑ, W] ⊂ Γ(T0,1X), ∀W ∈ Γ(T0,1X).

Then by the differential of the flow dΦt
−i∂ϑ

, we can extend the definition of the
operator −i∂ϑ by

(4.4.12) (−i∂ϑu)(W1, · · · , Wq) :=
∂

∂t

(
u(dΦt

−i∂ϑ
W1, · · · , dΦt

−i∂ϑ
Wq)

)∣∣∣∣
t=0

,

∀u ∈ Ω0,q(X), ∀{Wj}
q
j=1 ∈ Γ(T0,1X).

Now, we consider the dynamical Toeplitz operator

(4.4.13) T(q)
ϑ := Π(q) ◦ (−i∂ϑ) ◦ Π(q)

on the circle bundle X over M. For χ ∈ C ∞
0 (R), we can check that

(4.4.14) χ(k−1T(q)
ϑ )(x, x) =

1
2π ∑

m∈Z

χ
(m

k

)
B(q)

m ◦ πM(x),

where πM : X → M is the natural projection such that πM(x) = p′. For sim-
plicity, from now on we write B(q)

m := B(q)
m ◦ πM and b∓

j := b∓j ◦ πM. Because of
the term χ

(m
k
)
, when k → +∞, we only have to take consideration of m satis-

fying |m| → +∞ in (4.4.14). When q /∈ {n−, n+}, by the vanishing theorem of
Andreotti—Grauert and (4.4.14), we have

χ(k−1T(q)
ϑ )(x, x) = 0, k → +∞(4.4.15)

in this situation.
When q = n−, we have to split the discussion into n− ̸= n+ and n− = n+.

When n− ̸= n+, again from the vanishing theorem of Andreotti—Grauert we
have

B(q)
−m = 0, m → +∞,(4.4.16)

and when q = n− = n+, however, we have expansion result (4.4.10) for B(n−q)
−m =

B(q)
−m.
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For the generality of our calculation, from now on we consider q = n− = n+.
In this case we notice that for all N ∈ N, we have

(4.4.17) ∑
m∈N

χ
(m

k

)
B(q)

m (x)− ∑
m∈N

χ
(m

k

) N

∑
j=0

mn−jb−
j (x)

= ∑
m∈N

χ
(m

k

)
B(q)

m (x)−
N

∑
j=0

kn+1−j ∑
m∈N

k−1χ
(m

k

) (m
k

)n−j
b−

j (x)

and

(4.4.18) ∑
m∈Z<0

χ
(m

k

)
B(q)

m (x)− ∑
m∈Z<0

χ
(m

k

) N

∑
j=0

|m|n−jb+
j (x)

= ∑
m∈Z<0

χ
(m

k

)
Bm(x)−

N

∑
j=0

kn+1−j ∑
m∈Z<0

k−1χ
(m

k

) (m
k

)n−j
b+

j (x).

On one hand, as k → +∞, (4.4.9) implies that for any ℓ ∈ N we have

(4.4.19)

∥∥∥∥∥ ∑
m∈N

χ
(m

k

)
B(q)

m (x)− ∑
m∈N

χ
(m

k

) N

∑
j=0

mn−jb−
j (x)

∥∥∥∥∥
Cℓ

≤ cℓ,N ∑
m∈N

∣∣∣χ (m
k

)∣∣∣mn−N−1 = O(kn−N).

for some constant cℓ,N > 0. Similarly, from (4.4.10), for any ℓ ∈ N we also have
(4.4.20)∥∥∥∥∥ ∑

m∈Z<0

χ
(m

k

)
B(q)

m (x)− ∑
m∈Z<0

χ
(m

k

) N

∑
j=0

|m|n−jb+
j (x)

∥∥∥∥∥
Cℓ

= O(kn−N).

On the other hand, by the Poisson summation formula, cf. [40, Theorem 7.2.1]
for example, for any τ ∈ C ∞

0 (R) we have

(4.4.21) k−1 ∑
m∈Z

τ
(m

k

)
= ∑

m∈Z

∫
R

e−it(2πkm)τ(t)dt.

In the right-hand side of the above equation, when m ̸= 0 we can apply arbi-
trary times of integration by parts in t, and when m = 0 we just have a number∫

R
τ(t)dt. Accordingly, for any N ∈ N, we can find a constant CN > 0 such that

(4.4.22)

∣∣∣∣∣k−1 ∑
m∈Z

τ
(m

k

)
−
∫

R
τ(t)dt

∣∣∣∣∣ < CNk−N.

By (4.4.17), (4.4.18), (4.4.19), (4.4.20), (4.4.22) and triangle inequality, we imme-
diately get the following special case of Corollary 1.3: For χ ∈ C ∞

0 (Ṙ) and
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q = n− = n+, we have

(4.4.23) χ(k−1T(q)
ϑ )(x, x) ∼

+∞

∑
j=0

kn+1−j
∫ +∞

0
χ(t)tn−j dt

2π
b−

j (x)

+
+∞

∑
j=0

kn+1−j
∫ +∞

0
χ(−t)tn−j dt

2π
b+

j (x)

in Sn+1
loc (1; M, L (T∗0,qM, T∗0,qM)). When q = n− ̸= n+, from the same argu-

ment above we can see that the component contributed by the positive eigen-
values of RL in (4.4.23) will be O (k−∞).

The above discussion and calculation on Grauert tubes is modified from [35,
§5.2] for the case of q = n− and (n−, n+) = (0, n).



CHAPTER 5

The second coefficient of Boutet de Monvel–Sjöstrand
expansion

In this chapter we discuss the second coefficient issue of Szegő type Fourier
integral operators by presenting the joint work of C.-Y. Hsiao and the author in
[61].

To unify the assumptions and notations in this relatively independent chap-
ter, we formulate Boutet–Sjöstrand theorem again and from now on we always
use such convention unless we specify..

THEOREM 5.1. We let (X, T1,0X, α) be a compact strictly pseudoconvex embeed-
able CR manifold of dimR X = 2n + 1, n ≥ 1, and D ⊂ X be any open coordinate
patch with local coordinates x = (x1, · · · , x2n+1). We assume that the Hermitian
metric on CTX is given by the Levi metric. Then we have

(5.0.1) Π(x, y) ≡
∫ +∞

0
eitϕ(x,y)a(x, y, t)dt mod C ∞(D × D),

where for every (x, y) ∈ D × D we have

ϕ(x, y) ∈ C ∞(D × D),(5.0.2)
Im φ ≥ 0,(5.0.3)

ϕ(x, y) = 0 if and only if x = y,(5.0.4)

dxϕ(x, x) = −dyϕ(x, x) = −α(x),(5.0.5)

and

a(x, y, t) ∼
+∞

∑
j=0

aj(x, y)tn−j in Sn
1,0(D × D × R+),(5.0.6)

a0(x, x) =
1

2πn+1 , for every x ∈ D.(5.0.7)

We will take the volume on X by λ(x)dx = 1
n! (−

dα
2 )n ∧ α.

5.1. Some more background

We first recall some necessary tools and notations for our problem.
We start with the following version of stationary phase formula dues to

Hörmander [40, Theorem 7.7.5].
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THEOREM 5.2. We let D ⊂ Rn be an open set, K ⊂ D be a compact set, F ∈
C ∞(D), Im F ≥ 0 in D. We assume that

(5.1.1) ImF(0) = 0, F′(0) = 0, det F′′(0) ̸= 0, F′ ̸= 0 in K \ {0}.

For u ∈ C ∞
0 (D), supp u ⊂ K and any k > 0, we have

(5.1.2)

∣∣∣∣∣
∫

eikF(x)u(x)dx − eikF(0) det
(

kF′′(0)
2πi

)− 1
2

∑
j<N

k−jPju

∣∣∣∣∣
≤ Ck−N ∑

|α|≤N
sup

K
|∂α

xu|.

Here, C is a bounded constant when F is bounded in C ∞(D), |x|
|F′(x)| has a uniform

bound and

(5.1.3) Pju := ∑
v−µ=j

∑
2v≥3µ

i−j2−v⟨F′′(0)−1D, D⟩v (h
µu)(0)
v!µ!

.

Also, h(x) := F(x)− F(0)− 1
2⟨F′′(0)x, x⟩ and D :=

−i∂x1
...

−i∂xn

.

This formula is essential for calculating the first order term of Szegő kernel
expansion explicitly.

Next, we recall some fundamental facts from pseudohermitian geometry.
We call

(5.1.4) HX := Re
(

T1,0X ⊕ T0,1X
)

the contact structure of X, and let J be the complex structure on HX so that T1,0X
is the eigenspace of J corresponding to the eigenvalue i. We use the convention

(5.1.5) θ := −α.

PROPOSITION 5.3 ([78, Proposition 3.1]). With the same notations and assump-
tions, there exists an unique affine connection, called Tanaka–Webster connection,

(5.1.6) ∇ := ∇θ : C ∞(X, TX) → C ∞(X, T∗X ⊗ TX)

such that
(i) ∇UC ∞(X, HX) ⊂ C ∞(X, HX) for U ∈ C ∞(X, TX).

(ii) ∇T = ∇J = ∇dθ = 0.
(iii) The torsion τ of ∇ satisfies: τ(U, V) = dθ(U, V)T, τ(T, JU) = −Jτ(T, U),

U, V ∈ C ∞(X, HX).
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For U ∈ C ∞(X, TX), W, V ∈ C ∞(X, HX), we recall that ∇J ∈ C ∞(X, T∗X ⊗
L (HX, HX)) is defined by

(5.1.7) (∇U J)W = ∇U(JW)− J∇UW

and ∇dθ ∈ C ∞(T∗X ⊗ Λ2(CT∗X)) is defined by

(5.1.8) ∇Udθ(W, V) = Udθ(W, V)− dθ(∇UW, V)− dθ(W,∇UV).

Moreover, the relations ∇J = 0 and ∇dα = 0 imply that the Tanaka-Webster
connection is compatible with the Levi metric. By definition, the torsion of ∇ is
given by τ(W, U) = ∇WU −∇UW − [W, U] for U, V ∈ C ∞(X, TX) and τ(T, U)
for U ∈ C ∞(X, HX) is called pseudohermitian torsion.

We let {Lα}n
α=1 be a local frame of T1,0X and {θα}n

α=1 be the dual frame of
{Lα}n

α=1. We use the notations Zα := Lα and θα = θα. We write

∇Lα = ω
β
α ⊗ Lβ,(5.1.9)

∇Lα = ω
β
α ⊗ Lβ,(5.1.10)

and recall that ∇T = 0. We call ω
β
α the connection one form of Tanaka–Webster

connection with respect to the frame {Lα}n
α=1. We denote Θβ

α the Tanaka–Webster
curvature two form, and it is known that

(5.1.11) Θβ
α = dω

β
α − ω

γ
α ∧ ω

β
γ.

By direct computation, we also have

(5.1.12) Θβ
α = Rβ

αjk
θ j ∧ θk + Aβ

αjkθ j ∧ θk + Bβ
αjkθ j ∧ θk + C0 ∧ θ,

where C0 is an one form. The term Rβ

αjk
is called the pseudohermitian curvature

tensor and the trace

(5.1.13) Rαk :=
n

∑
j=1

Rj
αjk

is called the pseudohermitian Ricci curvature. Also, we write

(5.1.14) dθ = igαβθα ∧ θβ

and we let gcd be the inverse matrix of gab. By the definition

(5.1.15) Rscal := gkαRαk

we have the notation Rscal for the Tanaka–Webster scalar curvature with respect
to the pseudohermitian structure θ.
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5.2. Uniqueness result for sub-leading coefficient

We need the following fact for oscillatory integrals.

LEMMA 5.4. We let D ⊂ Rn be a small enough open set near 0 and assume that

(5.2.1) F(x) ∈ C ∞(D), F(0) = 0, Im F ≥ 0, dF ̸= 0 if Im F = 0,

and

(5.2.2) G(x) ∈ C ∞(D), G(0) ̸= 0, Im(FG) ≥ 0, d(FG) ̸= 0 if Im (FG) = 0.

holds. For any m ∈ Z, in the sense of oscillatory integral we have

(5.2.3)
∫ +∞

0
eitG(x)F(x)tmdt ≡

∫ +∞

0
eitF(x) tm

G(x)m+1 dt mod C ∞(D).

PROOF. First of all, by continuity, we may assume that on D

(5.2.4) |G| ≥ 1
2
|G(0)| > 0.

From the construction of oscillatory integral, when m ∈ N0, in the sense of
distribution we can check that∫ +∞

0
eitG(x)F(x)tmdt = lim

ϵ→0

∫ +∞

0
eit(G(x)F(x)+iϵ)tmdt

= lim
ϵ→0

m!
(−iG(x)F(x) + ϵ)m+1

=
m!

G(x)m+1 lim
ϵ→0

1
(−iF(x) + ϵ

G(x))
m+1

=
m!

(−iG(x))m+1
1

(F(x) + i0)m+1

=
∫ +∞

0
eitF(x) tm

G(x)m+1 dt.(5.2.5)

For m ∈ Z<0, we can use the similar argument with some change to the log
term singularities and verify the statement. □

We can now state and prove the following important lemma.

LEMMA 5.5. With the same assumptions and notations in Theorem 5.1, we fix a
point p ∈ D. For Szegő phase functions ϕ1, ϕ2 such that

(5.2.6) (T2ϕ1)(p, p) = (T2ϕ2)(p, p) = 0,

if we have

(5.2.7)
∫ +∞

0
eitϕ2(x,y)α(x, y, t)dt ≡

∫ +∞

0
eitϕ1(x,y)β(x, y, t)dt mod C ∞(D × D),
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where α(x, y, t), β(x, y, t) ∈ Sn
cl (D × D × R+) satisfy

α0(p, p) = β0(p, p),(5.2.8)

(Tα0)(p, p) = (Tβ0)(p, p) = 0,(5.2.9)

then we get

(5.2.10) α1(p, p) = β1(p, p).

PROOF. We can take local coordinates x = (x1, · · · , x2n+1) of X such that

(5.2.11) T = − ∂

∂x2n+1
.

We can check and may assume that

(5.2.12) ϕ2(x, y) = f (x, y)ϕ1(x, y) + O(|x − y|∞)

for some f (x, y) ∈ C ∞(D × D). Without loss of generality, we can assume that

(5.2.13) ϕ2(x, y) = f (x, y)ϕ1(x, y).

From (5.2.6) and (5.2.13), we can check that

(5.2.14) f (x, x) = 1,
∂ f

∂x2n+1
(0, 0) = 0,

and hence

(5.2.15) f ((0, x2n+1), 0) = 1 + O
(
|x2n+1|2

)
.

By Lemma 5.4 and the expansion of (5.2.7), we can check that

(5.2.16)
∑n

j=0(n − j)!αj(x, y)(−iϕ1 f )j(x, y) mod ϕn+1
1

f n+1(x, y)(−i(ϕ1(x, y) + i0))n+1

≡
∑n

j=0(n − j)!β j(x, y)(−iϕ1)
j(x, y) mod ϕn+1

1

(−i(ϕ1(x, y) + i0))n+1

up to some log term singularities. In particular, when x ̸= y we have

(5.2.17)
n

∑
j=0

(n − j)!αj(x, y)(−iϕ1 f )j(x, y)

= f n+1(x, y)
n

∑
j=0

(n − j)!β j(x, y)(−iϕ1)
j(x, y) + (−i f ϕ1)

n+1(x, y)S(x, y).

for some S ∈ C ∞(D × D). Now, if we take x = (0, x2n+1) and y = 0 in the above
equation, then from (5.2.8), (5.2.9), (5.2.14) and (5.2.15), it is straightforward to
check that

(5.2.18) (α1 − β1)((0, x2n+1), 0) = O(|x2n+1|).
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By the continuity and taking x2n+1 → 0, we get

(5.2.19) α1(0, 0) = β1(0, 0).

□

The condition of the leading term in the previous lemma is always achiev-
able by the following.

LEMMA 5.6. With the notations and assumptions in Theorem 5.1, we can take
ϕ(x, y) and a(x, y, t) such that for every (x, y) ∈ D × D we have

T2
x ◦ ϕ(x, y) = 0,(5.2.20)

Tx ◦ a0(x, y) = 0,(5.2.21)

a0(x, x) =
1

2πn+1 .(5.2.22)

PROOF. We can take local coordinates x = (x1, · · · , x2n+1) of X so that T =
− ∂

∂x2n+1
on D. By the relation

dxϕ(x, x) = −α(x),

we know that ∂ϕ
∂x2n+1

(x, x) = −1 ̸= 0. We can then apply Malgrange preparation
theorem [40, Theorem 7.5.5] and may assume that on D we have

(5.2.23) ϕ(x, y) = f1(x, y)(−x2n+1 + g1(x′, y))

for some smooth functions f1(x, y), g1(x′, y) with f1(x, x) = 1 for every x ∈ D,
where x′ = (x1, · · · , x2n). We note that g1 is independent of x2n+1 and let

(5.2.24) φ(x, y) = −x2n+1 + g1(x′, y).

It is clear that T2
x ◦ φ(x, y) = 0. By Taylor formula, we have

(5.2.25)
a0(x, y) = ã0(x, y) = ã0((x′, g1(x′, y)), y) +

(
−x2n+1 + g1(x′, y)

)
r(x, y),

where ã0 denotes an almost analytic extension of a0 with respect to the real
variable x2n+1 and r(x, y) ∈ C ∞(D × D). We let

(5.2.26) a0(x′, y) := ã0((x′, g1(x′, y)), y) ∈ C ∞(D × D).

Then, by using integration by parts can check that∫ +∞

0
eitϕ(x,y)a0(x, y)tndt

=
∫ +∞

0
eitϕ(x,y)a0(x′, y)tndt − i

∫ +∞

0

d
dt

(
eit f1(x,y)(−x2n+1+g1(x′,y))

) R(x, y)
f1(x, y)

tndt

=
∫ +∞

0
eitϕ(x,y)a0(x′, y)tndt + i

∫ +∞

0
eitϕ(x,y) R(x, y)

f1(x, y)
n tn−1dt.

(5.2.27)
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By Lemma 5.4, we have
(5.2.28)∫ +∞

0
eitϕ(x,y)a0(x′, y)tndt ≡

∫ +∞

0
eitφ(x,y) f−n−1

1 ((x′, g(x′, y), y))a0(x′, y)tndt.

We recall that ϕ(x, y)t ∼ φ(x, y)t in the sense of Melin–Sjöstrand theory. Hence,
in the context of Theorem 5.1, we can always replace a0(x, y) by

(5.2.29) f−n−1
1 ((x′, g(x′, y), y))a0(x′, y),

which is independent of x2n+1 and satisfy

(5.2.30) Tx ◦ f−n−1
1 ((x′, g(x′, y), y))a0(x′, y) = 0.

Also, it is straightforward to check that

(5.2.31) f−n−1
1 ((x′, g(x′, x), x))a0(x′, x) =

1
2πn+1 , for every x ∈ D

by our construction. □

We notice that this lemma already verified the statements of Theorem 1.6
except the most important relation (1.2.48).

Without loss of generality, from now on we assume that a0(x, y) are de-
scribed by Lemma 5.6. We have the following important result.

THEOREM 5.7. With the notations and assumptions used in Theorem 5.1, if we
assume that

∂b,x(ϕ(x, y)) vanishes to infinite order at x = y,(5.2.32)

∂b,y(−ϕ(y, x)) vanishes to infinite order at x = y,(5.2.33)

then we have
(5.2.34)

a0(x, y)− 1
2πn+1 = O(|x − y|N), for every (x, y) ∈ D × D, for every N ∈ N.

PROOF. For any fixed point p ∈ X, we let x = (x1, · · · , x2n+1) be a local
coordinates of X defined on D with x(p) = 0, T = − ∂

∂x2n+1
and

(5.2.35) T1,0X = span {Lj : j = 1, · · · , n}, Lj =
∂

∂zj
+ O(|x|),

∂

∂zj
=

1
2
(

∂

x2j−1
+ i

∂

∂x2j
), j = 1, · · · , n.
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By the relation that ∂bΠ = 0, we can check that for each j = 1, · · · , n, we have

0 ≡
∫ +∞

0
(Lj)x ◦ (eitϕ(x,y)a(x, y, t))dt

=
∫ +∞

0
eitϕ(x,y)Lj,x(itϕ) a dt +

∫ +∞

0
eitϕ(x,y)Lj,x(a)dt.(5.2.36)

Since we assume that ∂b,xϕ(x, y) vanishes to infinite order at x = y, we can
check that ∫ +∞

0
eitϕ(x,y)Lj,x(itϕ) a dt ≡ 0.(5.2.37)

We recall that for a ∼ ∑+∞
j=0 aj(x, y)tn−j we may assume that a0(x, y) = a0(x, y′).

By the Malgrange preparation theorem [40, Theorem 7.5.5] we may assume that

ϕ(x, y) = f (x, y)φ(x, y),(5.2.38)

φ(x, y) = −x2n+1 + g1(x′, y),(5.2.39)

f (x, x) = 1.(5.2.40)

Also, by applying the Malgrange preparation theorem [40, Theorem 7.5.6] to the
variable x2n+1, for each j = 1, · · · , n we also have

(5.2.41) (Lja0)(x, y) = hj(x, y)(−x2n+1 + g1(x′, y)) + rj(x′, y)

With the help of partial integration in t, the above relations imply that

(5.2.42)
∫ +∞

0
eitϕ(x,y)rj(x′, y)tndt +

∫ +∞

0
eitϕ(x,y)Rj(x, y, t)dt ≡ 0

for some R(x, y, t) ∈ Sn−1
cl (D × D × R+). We can apply Lemma 5.4, Taylor

expansion argument and Melin–Sjöstrand theory to rewrite the above relation
by

(5.2.43)
∫ +∞

0
eitφ(x,y) rj(x′, y)

f̃ n+1(x′, g1(x′, y), y)
tndt +

∫ +∞

0
eitφ(x,y)Rj(x, y, t) ≡ 0

for some Rj(x, y, t) ∈ Sn−1
cl (D × D × R+). By the argument of partial Fourier

transform in the proof of Theorem 2.6, we can see that

(5.2.44)
rj(x′, y)

f̃ n+1(x′, g1(x′, y), y)
= O(|x − y|+∞)

and accordingly

(5.2.45) rj(x′, y) = O(|x − y|+∞).

Furthermore, since now we have a0 = a0(x′, y) and

(5.2.46) (Lja0)(x, y) = hj(x, y)(−x2n+1 + g1(x′, y)) + O(|x − y|+∞)
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for each j = 1, · · · , n, by taking the derivative ∂
∂x2n+1

both sides of the above
relation it is not difficult to see that

(5.2.47) hj(0, 0) = 0.

We also have

(5.2.48) ∂α
x∂

β
y ∂x2n+1 L(a0) = ∂α

x∂
β
y

(
∂hj

∂x2n+1
φ + (−hj)

)
+ O(|x − y|+∞)

for each j = 1, · · · , n. By Leibniz rule, φ(0, 0) = 0, (dx φ)(0, 0) = −(dy φ)(0, 0) =
−dx2n+1 and induction, it is not hard to check that

(5.2.49) hj(x, y) = O(|(x, y)|+∞).

So we can deduce from (5.2.46) that

(5.2.50)
∂a0

∂zj
(x′, y) = O(|(x, y)|+∞), j = 1, · · · , n,

where ∂
∂zj

= 1
2(

∂
∂x2j−1

− i ∂
∂x2j

). Similarly, by 0 ≡ ∂bΠ ≡ ∂bΠ∗, Π∗(x, y) = Π(y, x)
and the same argument above, we can also check that

(5.2.51)
∂a0

∂wj
(x′, y) = O(|(x, y)|+∞), j = 1, · · · , n,

where ∂
∂wj

= 1
2(

∂
∂y2j−1

− i ∂
∂y2j

). We claim that

(5.2.52) |a0(x, y)− 1
2πn+1 | = O(|(x, y)|N) for every N ∈ N.

It is clear that (5.2.52) holds for N = 1. Suppose that (5.2.52) holds for N = N0,
N0 ∈ N. We are going to prove that (5.2.52) holds for N = N0 + 1. We fix
j ∈ {1, · · · , n} and fix α, β ∈ N0, α + β = N0. From a0(x, x) = 1

2πn+1 , we have

(5.2.53)
((

(
∂

∂zj
+

∂

∂wj
)α(

∂

∂zj
+

∂

∂wj
)β
)
a0

)
(x, x) = 0.

From (5.2.53), we have

(5.2.54)
(
(

∂

∂zj
)α(

∂

∂wj
)βa0

)
(0, 0) = ∑

α1,α2,β1,β2∈N0,α1+α2=α,β1+β2=β,α2+β1>0

cα1,α2,β1,β2

(
(

∂

∂zj
)α1(

∂

∂wj
)α2(

∂

∂zj
)β1(

∂

∂wj
)β2 a0

)
(0, 0),



5.3. Calculation of the sub-leading coefficient 126

where cα1,α2,β1,β2 is a constant, for every α1, α2, β1, β2 ∈ N0, α1 + α2 = α, β1 +
β2 = β, α2 + β1 > 0. Since α2 + β1 > 0, from (5.2.50) and (5.2.51), we get

(5.2.55)
(
(

∂

∂zj
)α1(

∂

∂wj
)α2(

∂

∂zj
)β1(

∂

∂wj
)β2 a0

)
(0, 0) = 0,

for every α1, α2, β1, β2 ∈ N0, α1 + α2 = α, β1 + β2 = β, α2 + β1 > 0.

From this observation and (5.2.54), we get

(5.2.56)
(
(

∂

∂zj
)α(

∂

∂wj
)βa0

)
(0, 0) = 0 for every α, β ∈ N0, α + β = N0.

We can repeat the proof of (5.2.56) with minor change and deduce that

(5.2.57)
(
(

∂

∂z
)α(

∂

∂w
)βa0

)
(0, 0) = 0 for every α, β ∈ Nn

0 , |α|+ |β| = N0.

Since a0 is independent of x2n+1 and a0(x′, x) = 1
2πn+1 , we have

(5.2.58)
(
(

∂

∂y2n+1
)Na0

)
(x, x) = 0, for every N ∈ N.

From (5.2.58), we can repeat the proof of (5.2.56) with minor change and deduce
that

(5.2.59)
(
(

∂

∂z
)α(

∂

∂w
)β(

∂

∂y2n+1
)γa0

)
(0, 0) = 0

for every α, β, γ ∈ Nn
0 , |α|+ |β|+ |γ| = N0.

From (5.2.50), (5.2.51), (5.2.57), (5.2.59), we can check that

|a0(x, y)− 1
2πn+1 | = O(|(x, y)|N0+1).

By induction, we get the claim (5.2.52). From (5.2.52), our theorem follows. □

5.3. Calculation of the sub-leading coefficient

To calculate the value for sub-leading coefficient , we need to choose some
other suitable coordinates and phase function. We quickly explain our strat-
egy of the proof. On one hand, locally we already have choices φ(x, y) and
s(x, y, t) ∼ ∑+∞

j=0 sj(x, y)tn−j such that

(5.3.1) Π(x, y) ≡
∫ +∞

0
eitφ(x,y)s(x, y, t)dt
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with the properties

T2
x ◦ φ(x, y) = 0,(5.3.2)

Tx ◦ s0(x, y) = 0,(5.3.3)

s0(x, x) =
1

2πn+1 .(5.3.4)

On the other hand, given any point p in the local picture we will embed the
neighborhood of p into Cn+1, which of course preserves the CR structure of X,
and construct a holomorphic coordinates zj = x2j−1 + x2j, j = 1, · · · , n, and a

special pair
(

ϕ(x, y), a(x, y, t) ∼ ∑+∞
j=0 aj(x, y)tn−j

)
such that

(5.3.5) Π(x, y) ≡
∫ +∞

0
eitϕ(x,y)a(x, y, t)dt

with the properties that at (x, y) = (p, p), where p is identified at 0, we have

Rscal(0) = −2i
n

∑
j,ℓ=1

∂4ϕ

∂zj∂zj∂zℓ∂zℓ
(0, 0),(5.3.6)

∂2λ

∂zℓ∂zℓ
(0) = 2i

n

∑
j=1

∂4ϕ

∂zℓ∂zℓ∂zj∂zj
(0), ℓ = 1, · · · , n,(5.3.7)

where λ(x)dx is the volume form on X associated by α, and

T2
x ◦ ϕ(x, y) = 0,(5.3.8)

a0(x, y) =
1

2πn+1 + O(|(x, y)|N), for any N ∈ N.(5.3.9)

Then, we will perturb ϕ by the Malgrange preparation theorem [40, Theorem
7.5.5] and we will combine the trick in the previous section to show that actually
there is also a pair

(
Φ(x, y), A(x, y, t) ∼ ∑+∞

j=0 Aj(x, y)tn−j
)

such that

(5.3.10) Π(x, y) ≡
∫ +∞

0
eitΦ(x,y)A(x, y, t)dt

with the properties that at (x, y) = (p, p) we have

T2
x ◦ Φ(x, y) = 0,(5.3.11)

∂4Φ
∂zj∂zj∂zℓ∂zℓ

(0, 0) =
∂4ϕ

∂zj∂zj∂zℓ∂zℓ
(0, 0), j, ℓ = 1 · · · , n,(5.3.12)

Tx ◦ A0(x, y) = 0,(5.3.13)

A0(x, x) =
1

2πn+1 + O(|(x, y)|3).(5.3.14)
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By the microlocal analysis of Π = Π2, we will show that we have

(5.3.15) A1(0, 0) = − 1
2πn+1

[
n

∑
j=1

(
∂2λ

∂zj∂zj

)
(0)− i

n

∑
j,ℓ=1

∂4Φ
∂zj∂zj∂zℓ∂zℓ

(0)

]
,

If the above strategy works, then by Lemma 5.5 and Lemma 5.6, we can com-
pare s1(p, p) = A1(p, p) at all point p and we can prove Theorem 1.6 by the
calculation of A1(p, p).

Let us start the proof now. We recall that in §1 we present the CR embedding
theorem dues to Boutet de Monvel: for any fixed point p ∈ X there is an open
set U of p and an injective immersion F given by

F :U → Cn+1,(5.3.16)

x 7→ (F1(x), · · · , Fn+1(x)),(5.3.17)

where F1, · · · , Fn+1 ∈ C ∞(X) ∩ Ker ∂b. From now on, we identify U with
∂M

⋂
Ω, where

∂M := {z ∈ Cn+1 : r(z) = 0},(5.3.18)

r(z) ∈ C ∞(Cn+1, R),(5.3.19)

J(dr) = 1 on ∂M, J is the standard complex structure on Cn+1,(5.3.20)

Ω is an open set of p in Cn+1.(5.3.21)

By standard Chern–Moser argument, we can find local holomorphic coordi-
nates x = (x1, · · · , x2n+2) = z = (z1, · · · , zn+1), zj = x2j−1 + ix2j, j = 1, · · · , n +
1, defined on small enough Ω such that

z(p) = 0,(5.3.22)

r(z) = 2Im zn+1 +
n

∑
j=1

|zj|2 + O(|(z1, · · · , zn+1|)4),(5.3.23)

and we have a special Szegő phase function

(5.3.24) ϕ(x, y) := ρ(z, w)|U×U

where

(5.3.25) ρ(z, w) =
1
i ∑

α,β∈Nn+1
0 ,|α|+|β|≤N

∂α+βr
∂zα∂zβ

(0)
zα

α!
wβ

β!
+ O(|(z, w)|N+1)

for every N ∈ N,

such that

(5.3.26) Π(x, y) ≡
∫ +∞

0
eitϕ(x,y)a(x, y, t)dt mod C ∞(U × U).
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Now we let D be an open set of R2n+1 and 0 ∈ D. From implicit function the-
orem, if Ω is small enough, we can find a function R(x1, · · · , x2n+1) ∈ C ∞(D)
such that

(5.3.27) for every x ∈ Ω and (x1, · · · , x2n+1) ∈ D,

x ∈ U if and only if x2n+2 = R(x1, · · · , x2n+1).

From now on, we assume that Ω is small enough so that (5.3.27) holds. We let
x = (x1, · · · , x2n+1) be local coordinates of D given by the map

(5.3.28) (x1, · · · , x2n+1) ∈ D 7→ (x1, · · · , x2n+1, R(x1, · · · , x2n+1)) ∈ U.

From now on, we identify U with D and we will work with local coordinates
x = (x1, · · · , x2n+1) as (5.3.28). The following follows from some straightfor-
ward calculation. We omit the details.

PROPOSITION 5.8. With the same notations and assumptions in this chapter, we
have

R(x) = −1
2

2n

∑
j=1

x2
j + O(|x|4),

∂2R
∂zj∂zk

(0) = −1
2

δj,k, j, k = 1, · · · , n,

(5.3.29)

(5.3.30) α(x) = dx2n+1 − i
n

∑
j=1

(
∂R
∂zj

dzj −
∂R
∂zj

dzj

)
+ O(|x|4),

(5.3.31) dα(x) = 2i
n

∑
j=1,k

∂2R
∂zj∂zk

dzj ∧ dzk + O(|x|3),

(5.3.32) T1,0
x X = span

{
∂

∂zj
+ i

∂R
∂zj

∂

∂x2n+1
+ O(|x|4)

}n

j=1

,

(5.3.33) T(x) = − ∂

∂x2n+1
+ O(|x|2).

In particular, the volume form on X given by

(5.3.34) λ(x)dx1 · · · dx2n+1 =
1
n!

(
−dα

2

)n
∧ α
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satisfies

λ(0) = 1,
∂λ

∂xj
(0) = 0, j = 1, · · · , 2n + 1.

(5.3.35)

We also need the following result.

PROPOSITION 5.9. With the same notations above, we have

(5.3.36) ϕ(x, y) = −x2n+1 + y2n+1

+
i
2

n

∑
j=1

[
|zj − wj|2 + (zjwj − zjwj)

]
+ O

(
|(x, y)|4

)
,

∂4ϕ

∂zj∂zk∂zℓ∂zs
(0, 0) = −i

∂4R
∂zj∂zk∂zℓ∂zs

(0), j, k, ℓ, s ∈ {1, · · · , n},

∂4ϕ

∂wj∂wk∂wℓ∂ws
(0, 0) = −i

∂4R
∂zj∂zk∂zℓ∂zs

(0), j, k, ℓ, s ∈ {1, · · · , n},
(5.3.37)

where ∂
∂wj

= 1
2(

∂
∂y2j−1

− i ∂
∂y2j

), j = 1, · · · , n, and

(5.3.38) T2ϕ(0, 0) = 0.

PROOF. By the construction of ρ(z, w) and our choice of coordinates, we can
check that

ϕ(x, y) = −x2n+1 + y2n+1 − i[R(x) + R(y) +
n

∑
j=1

zjwj] + O
(
|(x, y)|4

)
= −x2n+1 + y2n+1 +

i
2

n

∑
j=1

(
|zj|2 − 2zjwj + |wj|2

)
+ O

(
|(x, y)|4

)
= −x2n+1 + y2n+1 +

i
2

n

∑
j=1

[
|zj − wj|2 + (zjwj − zjwj)

]
+ O

(
|(x, y)|4

)

(5.3.39)

and

ϕ(x, 0) =− x2n+1 − iR(x) +
1
i ∑

αj∈N0,j=1,··· ,n+1,α1+···+αn+1=4

1
α1! · · · αn+1!

× ∂4r
∂zα1

1 · · · ∂zαn+1
n+1

(0)zα1
1 · · · zαn

n (x2n+1 + iR(x))αn+1

+O
(
|x|5

)
.

(5.3.40)
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From (5.3.40), we get

(5.3.41)
∂4ϕ

∂zj∂zk∂zℓ∂zs
(0, 0) = −i

∂4R
∂zj∂zk∂zℓ∂zs

(0), j, k, ℓ, s ∈ {1, · · · , n}.

Similarly,

(5.3.42)
∂4ϕ

∂wj∂wk∂wℓ∂ws
(0, 0) = −i

∂4R
∂zj∂zk∂zℓ∂zs

(0), j, k, ℓ, s ∈ {1, · · · , n}.

From (5.3.39), (5.3.41) and (5.3.42), we get (5.3.36) and (5.3.37).
Finally, because for all x near p we have

(5.3.43) T(x) = − ∂

∂x2n+1
+ O(|x|2),

it is clear that

(5.3.44) T2ϕ(0, 0) = 0.

□

By the Malgrange preparation theorem [40, Theorem 7.5.5] we may assume
that

ϕ(x, y) = f (x, y)Φ(x, y) on D,

Φ(x, y) = −x2n+1 + g(x′, y),
(5.3.45)

where f (x, y), g(x′, y) ∈ C ∞(D × D), x′ = (x1, · · · , x2n). From Proposition 5.9,
it is straightforward to check that

f (x, y) = 1 + O(|(x, y)|3),
Φ(x, y) satisfies (5.3.36), (5.3.37) and (5.3.38).

(5.3.46)

So we have

(5.3.47) Π(x, y) ≡
∫ +∞

0
eitϕ(x,y)a(x, y, t)dt ≡

∫ +∞

0
eitΦ(x,y)A(x, y, t)dt,

where a(x, y, t), A(x, y, t) ∈ Sn
cl(D × D × R+),

a(x, y, t) ∼
+∞

∑
j=0

aj(x, y)tn−j in Sn
cl(D × D × R+), aj(x, y) ∈ C ∞(D × D),

A(x, y, t) ∼
+∞

∑
j=0

Aj(x, y)tn−j in Sn
cl(D × D × R+), Aj(x, y) ∈ C ∞(D × D),

aj(x, y), Aj(x, y) ∈ C ∞(D × D) for all j ∈ N0.

(5.3.48)
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We can repeat the proof of Lemma 5.6 and conclude that we can take aj(x, y),
Aj(x, y) independent of x2n+1 for every j ∈ N0. From now on, we assume that
aj(x, y), Aj(x, y) are independent of x2n+1 for every j ∈ N0 and denote them by

aj(x, y) = aj(x′, y), j = 0, 1, · · · ,

Aj(x, y) = Aj(x′, y), j = 0, 1, · · · .
(5.3.49)

We recall that by the construction of ρ(z, w), we can directly check that

∂b,x(ϕ(x, y)) vanishes to infinite order at x = y,(5.3.50)

∂b,y(−ϕ(y, x)) vanishes to infinite order at x = y.(5.3.51)

So we can repeat the proof of Theorem 5.7 with minor change and deduce that

(5.3.52) a0(x′, y) =
1

2πn+1 + O(|(x, y)|N for every N ∈ N,

and certainly

(5.3.53) a0(x′, y)|y=x=0 =
1

2πn+1 ,
(
Tx ◦ a0(x′, y)

)
|y=x=0 = 0

Moreover, from Lemma 5.4 and the proof of Lemma 5.6, we can take A0(x′, y)
to be

(5.3.54) A0(x′, y) = a0(x′, y)
1

f̃ n+1((x′, g(x′, y)), y)
,

where f̃ is an almost analytic extension of f . From (5.3.46), (5.3.52) and (5.3.54)
and , it is easy to see that

(5.3.55) A0(x′, y) =
1

2πn+1 + O(|(x, y)|3).

and of course

(5.3.56) A0(x′, y)|y=x=0 =
1

2πn+1 ,
(
Tx ◦ A0(x′, y)

)
|y=x=0 = 0

We also notice that

(5.3.57) (T2ϕ)(0, 0) = 0 = (T2Φ)(0, 0) = 0.

As we mention earlier, from Lemma 5.5 and Lemma 5.6 we can see that to prove
Theorem 1.6 we only need to calculate a1(0, 0) = A1(0, 0).

To compute A1(0, 0), we apply the projection relation

(5.3.58) Π = Π2.

Equivalently, in the sense of oscillatory integral we have

(5.3.59) Π(x, y) ≡
∫

D
Π(x, w)Π(w, y)λ(w)dw mod C ∞(D × D),
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where λ(w)dw is the volume form on X. Now, after shrinking D if necessary,
from

(5.3.60) Π(x, y) ∈ C ∞(X × X \ diagX × X)

we may assume that all the base variables x, y, w ∈ D are within a compact set.
Then, in the sense of oscillatory integral, we have

∫ +∞

0
eitΦ(x,y)A(x, y, t)dt

≡
∫ +∞

0

∫ +∞

0

∫
D

eitΦ(x,w)+isΦ(w,y)A(x, w, t)A(w, y, s)λ(w)dwdtds

≡
∫ +∞

0

(∫ +∞

0

∫
D

eitΦ(x,w)+itσΦ(w,y)tA(x, w, t)A(w, y, tσ)λ(w)dwdσ

)
dt,

(5.3.61)

and the integrand over (w, σ) in the last line can be arranged into

(5.3.62)
∫ +∞

0

∫
D

eit(−x2n+1+g(x′,w)+σ(−w2n+1+g(w′,y))

× tA(x, w, t)A(w, y, tσ)λ(w)dwdσ.

We consider the phase function

Ψ(w, σ, x, y) := −x2n+1 + g(x′, w) + σ(−w2n+1 + g(w′, y)),(5.3.63)

and it is clear that ImΨ ≥ 0 for σ ≥ 0. We also have

dwΨ = dwg(x′, w) + σ(−dw2n+1 + dx′g(w′, y)),(5.3.64)
∂ψ

∂σ
= −w2n+1 + g(w′, y).(5.3.65)

With respect to (w, σ) we consider the matrix Hess(Ψ) which is a matrix of the
form

(5.3.66) Hess(Ψ) =

[
∂2

∂w2 (g(x′, w) + σg(w′, y))
(

∂
∂w (−w2n+1 + g(w′, y))

)t

∂
∂w (−w2n+1 + g(w′, y)) 0

]
.

Directly, at (w, σ; x, y) = (0, 1, 0, 0) ∈ Rn+1 × R+ × R2n+1 × R2n+1 we have

(5.3.67) Ψ = 0 and dw,σΨ = 0

and we can notice that Φ satisfies (5.3.36), (5.3.37) and (5.3.38), cf. (5.3.46)), and
we can compute that at (w, σ; x, y) = (0, 1, 0, 0) ∈ Rn+1 × R+ × R2n+1 × R2n+1,
(5.3.68)

det Hess(Ψ) = det

2iI2n 0 0
0 0 −1
0 −1 0

 = −det

2iI2n 0 0
0 1 0
0 0 1

 = (−1)n+122n,
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Hence, we can find a solution W̃(x′, y) and Σ̃(x′, y) near 0 ∈ R2n+1 and 1 ∈ R+

such that

(5.3.69)
∂Ψ̃
∂w̃

(W̃, Σ̃, x, y) =
∂Ψ̃
∂σ̃

(W̃, Σ̃, x, y) = 0.

We note that W̃(x, y) = W̃(x′, y) and W̃(x, y) = Σ̃(x′, y) are independent of
x2n+1. So by the stationary phase method of Melin–Sjöstrand Theorem 2.2 we
get ∫ +∞

0
eitΦ(x,y)A(x, y, t)dt

≡
∫ +∞

0

∫ +∞

0

∫
D

eitΨ(w,σ;x,y)tA(x, w, t)A(w, y, tσ)λ(w)dwdσdt

≡
∫ +∞

0
eit(−x2n+1+g̃(x′,W̃(x′,y)))B(x, y, t)dt,

(5.3.70)

where

(5.3.71) B(x, y, t) ∼
∞

∑
j=0

Bj(x, y)tn−j in Sn
cl(D × D × R+),

Bj(x, y) ∈ C ∞(D × D), for every j ∈ N0.

Since both W̃(x′, y), Σ̃(x′, y) and Aj(x′, y) are independent of x2n+1 for every
j ∈ N0, it is straightforward to see that

(5.3.72) Bj(x, y) = Bj(x′, y) + O(|x − y|N) for every N ∈ N, j ∈ N0.

Also, we observe that

B0(0, 0) = det
(

Hess(ψ)
2πi

)− 1
2

A0(0, 0)2λ(0)

= 2πn+1
(

1
2πn+1

)2

=
1

2πn+1

= A0(0, 0).

(5.3.73)

For now Π = Π2, we have
(5.3.74)∫ +∞

0
eit(−x2n+1+g(x′,y))A(x, y, t)dt ≡

∫ +∞

0
eit(−x2n+1+g̃(x′,W̃(x′,y)))B(x, y, t)dt.

Because of

(5.3.75) A0(x, y)B0(x, y) ̸= 0,
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by the partial Fourier transform argument in the proof of Theorem 2.6, we can
show that

(5.3.76) g̃
(

x′, W̃(x′, y)
)
= g(x′, y) + O(|x − y|N) for every N ∈ N.

We may accordingly replace g̃
(

x′, W̃(x′, y)
)

by g(x′, y) and we have

(5.3.77)
∫ +∞

0
eitΦ(x,y)A(x, y, t)dt ≡

∫ +∞

0
eitΦ(x,y)B(x, y, t)dt mod C ∞(D × D).

We need the following observation.

LEMMA 5.10. With the notations used above, we have

(5.3.78) Bj(x, y) = Aj(x, y) + O(|x − y|N) for every N ∈ N, j ∈ N.

PROOF. We can apply Malgrange preparation theorem [40, Theorem 7.5.6]
and repeat the discussion of (5.2.17) to conclude that

(5.3.79) B0(x, y)− A0(x, y) = h(x, y)(−x2n+1 + g(x′, y)) + O(|x − y|N)
for every N ∈ N, j ∈ N,

where h(x, y) ∈ C ∞(D × D). After taking an almost analytic extension and
x̃2n+1 = g(x′, y) in (5.3.79), we can notice that up to O(|x − y|N), for every N ∈
N0 we have B0(x, y)− A0(x, y) being independent of x2n+1, and we conclude
that

(5.3.80) B0(x, y)− A0(x, y) = O(|x − y|N) for every N ∈ N.

From (5.3.80), Malgrange preparation theorem [40, Theorem 7.5.6] and the dis-
cussion of (5.2.17) to conclude that

(5.3.81) B1(x, y)− A1(x, y) = h1(x, y)(−x2n+1 + g(x′, y)) + O(|x − y|N)
for every N ∈ N,

After taking an almost analytic extension and x̃2n+1 = g(x′, y) in (5.3.81), we
can notice that up to O(|x − y|N) for every N ∈ N0 we have B1(x, y)− A1(x, y)
is independent of x2n+1, and we conclude this as

(5.3.82) B1(x, y)− A1(x, y) = O(|x − y|N) for every N ∈ N.

Continuing in this way for j = 2, 3, · · · , the lemma follows. □

Now we look from another way for the relation Π = Π2. From (5.3.70), we
see that

t
∫ +∞

0

∫
D

eit(Φ(0,w)+σΦ(w,0))A(0, w, t)A(w, 0, tσ)λ(w)dwdσ

∼B0(0, 0)tn + B1(0, 0)tn−1 + · · · .
(5.3.83)
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We will see that from the the asymptotic expansion (5.3.83) and Lemma 5.10
there is a recursive formula between the first and the second coefficient. We let

(5.3.84) F(w, σ) := Φ(0, w) + σΦ(w, 0) = g(0′, w) + σ(−w2n+1 + g(w′, 0)).

As (5.3.68) and the discussion of (5.3.68), we have (dwF)(0, 1) = 0, (dσF)(0, 1) =
0,

(5.3.85) det Hess(F)(0, 1) = det

2iI2n 0 0
0 0 −1
0 −1 0

 = (−1)n+12n,

(5.3.86) Hess(F)−1(0, 1) =

 1
2i I2n 0 0

0 0 −1
0 −1 0

 ,

and

(5.3.87)
〈

Hess(F)−1(0, 1)D, D
〉
= 2i

n

∑
j=1

∂2

∂zj∂zj
+ 2

∂2

∂x2n+1∂σ
,

where D :=
(
−i∂x1 , · · · ,−i∂x2n+1 ,−i∂σ

)t is the column vector. By Hörmander
stationary phase formula Theorem 5.2, we have

B0(0, 0)tn + B1(0, 0)tn−1 + · · ·(5.3.88)

∼t
∫ +∞

0

∫
D

eitF(w,σ)A(0, w, t)A(w, 0, tσ)λ(w)dwdσ(5.3.89)

∼eitF(0,1) det
(

tHess(F)(0, 1)
2πi

)− 1
2 +∞

∑
j=0

t−jPj(5.3.90)

∼2πn+1(tnP0 + tn−1P1 + · · · ),(5.3.91)

where

(5.3.92) P0 = A0(0, 0)2λ(0),

P1 = ∑
0≤µ≤2

i−1

µ!(µ + 1)!

×
(

i
n

∑
j=1

∂2

∂zj∂zj
+

∂2

∂x2n+1∂σ

)µ+1

(Gµ(x, σ)A0(0, x)A0(x, 0)λ(x)σn) (0, 1)

+2A0(0, 0)A1(0, 0)λ(0),

(5.3.93)
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and

G(x, σ) := F(x, σ)− F(0, 1)− 1
2

〈
Hess(F)(0, 1)

(
x

σ − 1

)
,
(

x
σ − 1

)〉
= F(x, σ)− 1

2

〈
Hess(F)(0, 1)

(
x

σ − 1

)
,
(

x
σ − 1

)〉
.(5.3.94)

We can check that

(5.3.95)
∂αG

∂xα1∂σα2
(0, 1) = 0 for all α1 ∈ N2n+1

0 , α2 ∈ N0, |α| = |α1|+ |α2| ≤ 2.

From Proposition 5.9 and (5.3.46), we can find that
(5.3.96)

∂αG
∂xα

(0, 1) =
∂α

∂xα
(Φ(0, x) + Φ(x, 0))

∣∣∣∣
x=0

= 0, for all α ∈ N2n+1
0 , |α| = 3.

Also, we observe that

(5.3.97)
∂αG
∂σα

(0, 1) = 0, for all α ∈ N0, |α| ≥ 2.

We now calculate each terms in P1: For µ = 0 in the summation, the summand
is

(5.3.98)
1
i

(
i

n

∑
j=1

∂2

∂zj∂zj
+

∂2

∂x2n+1∂σ

)
(A0(0, x)A0(x, 0)λ(x)σn) (0, 1);

for µ = 1 in the summation, the summand is

(5.3.99)
1
2i

(
−

n

∑
j,k=1

∂4

∂zj∂zj∂zk∂zk
+ 2i

n

∑
j=1

∂4

∂zj∂zj∂x2n+1∂σ
+

∂4

∂x2
2n+1∂σ2

)
acting on

(5.3.100) G(x, σ)A0(0, x)A0(x, 0)λ(x)σn

valuing at (x, σ) = (0, 1); and for µ = 2, the summand is

(5.3.101)
1

12i

(
−i

n

∑
j,k,l=1

∂6

∂zj∂zj∂zk∂zk∂zℓ∂zℓ
− 3

n

∑
j,k=1

∂6

∂zj∂zj∂zk∂zk∂x2n+1∂σ

+3i
n

∑
j=1

∂6

∂zj∂zj∂x2
2n+1∂σ2

+
∂6

∂x3
2n+1∂σ3

)
acting on

(5.3.102) G2(x, σ)A0(0, x)A0(x, 0)λ(x)σn
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valuing at (x, σ) = (0, 1). Thus, by Proposition 5.8, Proposition 5.9, (5.3.46),
(5.3.95), (5.3.96) and (5.3.97), also with (5.3.55) and Lemma 5.10, it is straightfor-
ward to check that

P1 =A0(0, 0)2

[(
n

∑
j=1

∂2λ

∂zj∂zj

)
(0) +

i
2

λ(0)
n

∑
j,k=1

∂4(g(z, 0) + g(0, z))
∂zj∂zj∂zk∂zk

(0′, 0)

]
+2A0(0, 0)A1(0, 0)λ(0).

(5.3.103)

From (5.3.35), (5.3.37), (5.3.46) and notice that A0(0, 0) = 1
2πn+1 , we can rewrite

(5.3.103):

P1 =
1

(2πn+1)2

[
n

∑
j=1

(
∂2λ

∂zj∂zj

)
(0) +

n

∑
j,k=1

∂4R
∂zj∂zj∂zk∂zk

(0)

]
+

1
πn+1 A1(0, 0),

(5.3.104)

where R is as in (5.3.37). From Lemma 5.10 and (5.3.88), we get

(5.3.105) A1(0, 0) = B1(0, 0) = 2πn+1P1.

From this observation and (5.3.104), we get

A1(0, 0) = B1(0, 0)

= 2πn+1P1

=
1

2πn+1

[
n

∑
j=1

(
∂2λ

∂zj∂zj

)
(0) +

n

∑
j,k=1

∂4R
∂zj∂zj∂zk∂zk

(0)

]
+ 2A1(0, 0),

(5.3.106)

and it remains to calculate

(5.3.107) A1(0, 0) = − 1
2πn+1

[
n

∑
j=1

(
∂2λ

∂zj∂zj

)
(0) +

n

∑
j,k=1

∂4R
∂zj∂zj∂zk∂zk

(0)

]
.

Now, we calculate each term in (5.3.107) by the geometric data on X. We
will continue work with local coordinates x = (x1, · · · , x2n+1) as (5.3.28). We
first calculate the Tanaka–Webster scalar curvature in terms of the coordinates
x = (x1, · · · , x2n+1).The following data can be obtained from Proposition 5.8:

(5.3.108) α(x) = dx2n+1 − i
n

∑
j=1

(
∂R
∂zj

dzj −
∂R
∂zj

dzj

)
+ O(|x|4),

(5.3.109) dα(x) = 2i
n

∑
j,k=1

∂2R
∂zj∂zk

dzj ∧ dzk + O(|x|3),
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(5.3.110) T(x) = − ∂

∂x2n+1
+ O(|x|2),

T1,0
x X = span

{
Lj
}n

j=1 := span

{
∂

∂zj
+ i

∂R
∂zj

∂

∂x2n+1
+ O(|x|4)

}n

j=1

,(5.3.111)

Lj =
∂

∂zj
+ i

∂R
∂zj

∂

∂x2n+1
+ O(|x|4), j = 1, · · · , n.(5.3.112)

We write ∇Li Lj = Γl
ijLl, where ∇ denotes the Tanaka-Webster connection in

Proposition 5.3. From [78, Lemma 3.2], we have

(5.3.113) dα
(
∇Li Lj, Lk

)
= Li(dα(Lj, Lk))− dα

(
Lj, [Li, Lk]T0,1

)
.

Directly, we can check that

(5.3.114) dα
(
∇Li Lj, Lk

)
= dα

(
Γℓ

ijLℓ, Lk

)
= 2iΓl

ij
∂2R

∂zℓ∂zk
+ O

(
|x|3

)
,

(5.3.115) Li
(
dα
(

Lj, Lk
))

= 2

(
i

∂3R
∂zi∂zj∂zk

− ∂R
∂zi

∂3R
∂x2n+1∂zj∂zk

)
+ O

(
|x|3

)
,

and

(5.3.116) [Li, Lk]

=

[
∂

∂zi
+ i

∂R
∂zi

∂

∂x2n+1
+ O(|x|4), ∂

∂zk
− i

∂R
∂zk

∂

∂x2n+1
+ O(|x|4)

]
=

(
∂R
∂zi

∂2R
∂zk∂x2n+1

− ∂R
∂zk

∂2R
∂zi∂x2n+1

− 2i
∂2R

∂zi∂zk

)
∂

∂x2n+1
+ O(|x|3).

So we have

(5.3.117) dα
(

Lj, [Li, Lk]T0,1
)
= O(|x|3).

Accordingly, by (5.3.29), for all i, j, k = 1, · · · , n,

(5.3.118) Γk
ij(0) = 0.

Moreover, by taking ∂
∂zh

both sides in (5.3.113), from (5.3.29), (5.3.114), (5.3.115)
and (5.3.117), it is not difficult to check that

(5.3.119)
∂Γk

ij

∂zh
(0) = −2

∂4R
∂zi∂zj∂zk∂zh

(0).
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Now, we let {θα}n
j=1 and {θβ}n

j=1 be the dual frame of {Lα}n
j=1 and {Lβ}n

j=1,
respectively. We denote

(5.3.120) ∇Lα = ω
β
α ⊗ Lβ,

and we can check that the (1, 1) part of dω
β
α is

(5.3.121) −
n

∑
k,ℓ=1

(
LℓΓ

β
kα)
)

θk ∧ θℓ + O(|x|),

and the (1, 1) part of Θβ
α = dω

β
α − ω

γ
α ∧ ω

β
γ denoted by

(5.3.122)
n

∑
k,ℓ=1

Rβ

αkl
θk ∧ θℓ

equals the (1, 1) part ot dω
β
α . Hence the pseudohermitian Ricci curvature tensor

at origin is

(5.3.123) Rαℓ(0) =
n

∑
k=β=1

Rβ

αkl
(0) = −

n

∑
k=β=1

∂Γβ
kα

∂zℓ
(0) = 2

n

∑
k=1

∂4R
∂zk∂zk∂zα∂zℓ

(0).

Also, for

(5.3.124) −dα = igαβθα ∧ θβ,

we can find that θα(0) = dzα and θβ(0) = dzβ, and

(5.3.125) gαβ(0) = δαβ.

We let gcd be the inverse matrix of gab. We have gcd(0) = δcd and the Tanaka–
Webster scalar curvature at the origin is

(5.3.126) Rscal(0) = gℓαRαℓ(0) = 2
n

∑
ℓ=1

n

∑
k=1

∂4R
∂zℓ∂zℓ∂zk∂zk

(0).

Finally, for the volume form

(5.3.127) λ(x)dx :=
1
n!

((
−dα

2

)n
∧ α

)
,
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we have the expression

1
n!

(
−

n

∑
j,k=1

i
∂2R

∂zj∂zk
dzj ∧ dzk + O

(
|x|3

))n

∧
(

dx2n+1 − i
n

∑
j=1

(
∂R
∂zj

dzj −
∂R
∂zj

dzj

)
+ O

(
|x|4

))

=
1
n!

(
n

∑
j,k=1

−2
∂2R

∂zj∂zk

dzj ∧ dzk

−2i
+ O

(
|x|3

))n

∧
(

dx2n+1 − i
n

∑
j=1

(
∂R
∂zj

dzj −
∂R
∂zj

dzj

)
+ O

(
|x|4

))
.

(5.3.128)

From Proposition 5.8, we can check that
(5.3.129)

∂2λ

∂zℓ∂zℓ
(0) = (−2)n

(
−1

2

)n−1 n

∑
j=1

∂4R
∂zℓ∂zℓ∂zj∂zj

(0) = −2
n

∑
j=1

∂4R
∂zℓ∂zℓ∂zj∂zj

(0).

From (5.3.107), (5.3.126) and (5.3.129), we conclude that

(5.3.130) A1(0, 0) =
1

4πn+1 Rscal(0).

Thus, the proof of Theorem 1.6 is completed for the point-wise equation (5.3.130)
holds for all x0 ∈ D and Rscal is globally well-defined on whole X and in partic-
ular on D.
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of Sūgaku 52 (2000), no. 4, 360–375; MR1802957], 2004, pp. 151–169. MR2095765
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[57] , Szegő kernel asymptotics and Kodaira embedding theorems of Levi-flat CR manifolds,
Math. Res. Lett. 24 (2017), no. 5, 1385–1451. MR3747170

[58] , On the singularities of the Bergman projections for lower energy forms on complex mani-
folds with boundary, arXiv:1911.10928 (2019). To appear in Analaysis & PDE.

[59] , Semi-classical spectral asymptotics of Toeplitz operators on strictly pseudodonvex do-
mains, The Bergman kernel and related topics, [2024] ©2024, pp. 239–259. Springer Proc.
Math. Stat., 447, Springer, Singapore. MR4731755
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