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CHAPTER 1

Introduction

In the ever-evolving landscape of electronic materials, organic semiconductors have emerged as prom-
ising candidates for the application in electronic devices, captivating the attention of researchers and
industry alike. This thesis will explore a certain class of organic semiconductors called merocyanines,
focusing specifically on modelling charge transport processes to advance our understanding about the
nature of charge transport and the intricate structure-property interplay from the molecular up to the
bulk level.
Organic electronic devices span a variety of applications in different fields, ranging from medical
sciences[1] to optoelectronics, such as organic photovoltaics (OPV),[2] organic light emitting diodes
(OLEDs)[3] or organic field effect transistors (OFETs).[4]
Organic semiconductors have a unique set of characteristics, with an intriguing combination of
electronic, optical and mechanical properties. Their flexibility, low production costs, easy processability,
low weight, sustainability and high versatility make them optimal candidates for technological
applications. The exceptional variety and tunability of such properties through chemical synthesis is
unparalleled.
The tremendous diversity of already existing materials and new materials to still be discovered within
the chemical space with novel properties, is an immense opportunity for advancing science and
technological applications. However, the sheer vastness of possibilities also poses a challenge in the
sense of limited time and resources to explore and investigate bespoken materials. Therefore, systematic
studies and large scale screening are necessary, for which synergy between theoretical modelling
and experimental work is integral to progress. Only in such a way trends and structure-property
relationships can be identified and rationalized, which are the foundation for informed materials design
and device engineering.
A central parameter concerning organic semiconductors is the charge mobility, as it determines the
efficiency of charge transport through the material and is thus directly connected to the applicability
in electronic devices. Theoretical modelling aims to unravel the complex mechanisms governing
charge mobility, by understanding the underlying physical and chemical processes, at the microscopic
level, spanning from single molecule to supramolecular architectures. In such a way, guidance can be
provided to experimentalists to identify suitable candidate materials for organic electronics application
and even design future high mobility organic semiconductors.
Evaluating the charge mobility poses many challenges experimentally and theoretically. Within
experimental measurements mobilities for the same organic semiconductor can span several orders of
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Chapter 1 Introduction

magnitudes, due for instance to the device architecture,[5, 6] and fabrication process.[7–9]
Charge transport in organic semiconductors spans various regimes, from hopping transport in strongly
disordered systems to band-like transport in highly ordered crystals, with different underlying physics
governing charge transport under diverse conditions. Therefore, numerous theories as well as modelling
approaches, from quantum mechanical to classical simulations, have been developed, in order to
sufficiently cover the accurate microscopic description of charge mobility.
Within the rich landscape of organic semiconductors this thesis focuses on merocyanines, a unique
class of push-pull chromophores showcasing distinguished properties that make them particularly
intriguing for opto-electronic applications. They are organic 𝜋-conjugated molecules consisting of an
electron donor (D) and acceptor (A) that are connected via a methine or ethylene like bridge, featuring
high dipole moments between 10 and 15 D.[4, 10]
The D/A structure leads to molecular geometries that are close to the cyanine limit, i.e., equal
contributions from both resonant neutral and zwitterionic structures, resulting in equalized bond
lengths along the 𝜋-chain.[11] Such small bond length alternation (BLA) patterns within merocyanines,
have been correlated theoretically with minimized internal reorganization energies,[12] which is
beneficial for charge transport (vide infra).
Furthermore, their dipolar character leads to high self-assembly with numerous interesting packing
motifs in the solid state, that can be altered by the choice of lateral groups. Depending on their length,
steric hindrance and flexibility of lateral groups, the optical properties in the solid state can be changed
dramatically. For example, the packing changes from 1D columnar 𝜋-𝜋 card stacks, induced by small
and rigid alkyl rests, to slipped interconnected 2D networks, induced by large and flexible alkyl chains.
Such engineering of self-assembly led to a shift from J- to H-bands in the absorption spectrum, for
molecules with the same 𝜋-conjugated backbone, which has been exploited for application in ultra
narrow bandwidth organic photodiodes.[13]
Merocyanines are also among the best donor materials in vacuum-processable organic solar cells, due
to their high absorptivity and in some cases (vide infra) good hole mobilities.[14] Such mobilities,
are also influenced by the self-assembly.[15, 16] Moreover, mobilities can be improved by orders
of magnitude for poly-crystalline films[13] by controlling the casting conditions, ranging from
2.4·10−3 cm2/Vs for solution processed thin films up to 4.8–6.0·10−1 cm2/Vs for vacuum-deposited
layers.[17] Highest hole mobilities for merocyanines were achieved by single-crystal Organic Field
Effect Transistors (SC-OFETs), with values up to 2.34 cm2/Vs.[18] This value is competitive with
state-of the art organic semiconductors, such as tetracene, with theoretical and experimental mobilities
of 3.5 cm2/Vs[19] and 2.4 cm2/Vs[20] respectively, thus challenging the hypothesis of a hopping
mechanism governing the charge transport.
Besides, having been largely investigated for their self-assembly and optoelectronic properties, the
mechanisms governing charge transport processes in merocyanines are still elusive and few theoretical
studies have examined their charge transport parameters.[12, 21] This thesis aims to fill this knowledge
gap.
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CHAPTER 2

Scope of Thesis

In this thesis, the nature of charge transport is investigated for a library of different merocyanines in
order to elucidate their structure-property relationships for organic electronic applications.
The library (Fig. 2.1a) covers a variety of different donor (D) and acceptor (A) combinations featuring
different electron-affinities and lateral groups for each of them. Molecules will be named 𝑅1, 𝑅2-DA
in the following, where 𝑅1 describes the lateral group at the donor moiety D and 𝑅2 the lateral
group at the acceptor A and different D/A groups are numbered. An exemplary naming is shown for
pyrl,tbu-D1A1 in Fig. 2.1b. The systems were selected amongst the latest experimental literature,
reflecting merocyanines with optimized opto-electronic properties.[13, 16, 18, 22]
The strengths of the D/A groups (i.e., different electron-affinity resulting in a driving force for
intra-molecular charge transfer) influence mainly intramolecular properties and charge transport
parameters, e.g., single molecule geometry and internal reorganization energy, by modulating the
bond lengths along the conjugation path. Different molecular geometries lead to different internal
reorganization energies.[12]. Lateral groups on the other hand impact mostly intermolecular properties
and parameters, such as packing motifs and coupling integrals, resulting in supramolecular architectures
ranging from e.g., 𝜋-stacked 1D columns to shifted 2D interconnected (brick-wall like) layers.[13]
Such structural variety leads to different transfer integrals, which are highly dependent on the relative
orientation and distance of neighbouring molecules, and thus to different possible pathways for charge
transport (vide infra).
In order to uncover the intricate interplay between intra- and intermolecular parameters that govern
charge transport in organic materials, a systematic screening of such parameters, is necessary to
discover organic semiconductors with optimized properties.
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Chapter 2 Scope of Thesis

Figure 2.1: (a) Details of various side chains and molecular structures of donor (D) and acceptor (A) units
constituting the library of merocyanines investigated. (b) Exemplary naming for a D/A combination with its
respective lateral groups.

Part of the results of this thesis are reported in manuscripts, that have been either published in peer
reviewed journals (manuscript I and III) or are to be submitted soon (manuscript II). The contributions
to each manuscript by the thesis author are stated in the respective chapters and results are summarized
and discussed in the context of the entire thesis.

In terms of computational strategy, a bottom-up quantum-chemical and kinetic Monte-Carlo (kMC)
approach is applied, modelling the structure vs. charge transport relationships. Both intra- and
intermolecular charge transport parameters are studied and finally hole mobilities are computed for
the frozen crystal geometry. The impact of different side groups and D/A moieties affecting the
supramolecular order and the directional properties of the charge diffusion pathways is analysed and
clear structure-property relationships are drawn. Results have been published in manuscript I

N. Gildemeister, G. Ricci, L. Böhner, J.M. Neudörfl, D. Hertel, F. Würthner, F. Negri, K. Meerholz,
D. Fazzi, J. Mater. Chem. C 2021, 9, 10851-10864.

and are discussed in (Chapter 4).
For promising candidates, that exhibit optimal charge transport properties and high charge mobilities,
the computational approach is extended to include both static and dynamic disorder effects, revealing
for the first time the impact of disorder for such class of organic functional materials. Result are
summarized in the unpublished manuscript (manuscript II)
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N. Gildemeister S. Geller, R. Herzhoff, F. Negri, K. Meerholz, D. Fazzi, Unpublished Manuscript
2024.

and are reviewed in (Chapter 5).
Finally, mixed quantum-classical non-adiabatic molecular dynamics (NAMD) – in the framework
of the fragment-orbital based surface hopping (FOB-SH) method[23–25] – are performed. In such
a way it is possible to model the direct propagation of the charge carrier wave function through the
solution of the time-dependent Schrödinger equation, while disclosing the relationships between
polaron transport and the electron-phonon couplings for two merocyanine single-crystals and findings
are discussed in (Chapter 6).
Furthermore, calculation of transfer integrals via the DIPRO method (vide infra) is extended to be
used within the semiempirical xTB[26] and PTB[27] codes, in a collaborative work and the data are
published in manuscript III

J. T. Kohn, N. Gildemeister, S. Grimme, D. Fazzi, A. Hansen, J. Chem. Phys. 2023, 159, 144106.

As the core focus of this thesis is the study of charge transport phenomena in merocyanines, this
technical contribution will not be discussed in detail, and can be found in the appendix (Appendix A.4).
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CHAPTER 3

Theory of Charge Transport

The electrical conductivity𝜎 of a material, here an organic solid, is a key parameter for the performance
of any semiconductor in electronic devices, e.g., OFETs, OPVs or OLEDs, and is defined by Ohm’s
classic law

𝐼 = 𝜎𝑉 (3.1)

where 𝐼 is the current and 𝑉 is the applied voltage. 𝜎 is directly connected to the charge mobility 𝜇
and the density of mobile charge carriers 𝜌𝑐 of charge 𝑞 via

𝜎 = 𝜌𝑐𝑞𝜇 (3.2)

𝜇 determines the efficiency of charge transport through a material and is therefore an important property
to model and consider for the suitability of a material to be applied as an organic semiconductor in
several devices.

3.1 Charge Mobility

The charge mobility 𝜇 is defined as the velocity response of a charge carrier to an external field:

𝜇𝑖 𝑗 =
⟨𝜈⟩𝑖
𝐸 𝑗

(3.3)

where 𝜈𝑖 is the ith component of the time-averaged velocity ⟨𝑣⟩ of the carrier and 𝐸 𝑗 is a component
of the electric field E. By tracking the charge carriers movement through the medium as a statistical
random walk and applying classical kinetic theory, the Einstein-Smoluchowski (ES) relation reads

𝜇
𝐸𝑆
𝑖 𝑗 =

𝐷𝑖 𝑗 (E)𝑞
𝑘𝐵𝑇

(3.4)

with the field dependent and anisotropic diffusion coefficient 𝐷𝑖 𝑗 (E) and the thermal energy 𝑘𝐵𝑇 .
In the long time regime the diffusion coefficient can be estimated by the mean square displacement
(MSD) of the charge carrier over time 𝑡 by
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Chapter 3 Theory of Charge Transport

𝐷 =
1

2𝑛
lim
𝑡→∞

𝑑MSD(𝑡)
𝑑𝑡

(3.5)

where 𝑛 is the spatial dimensionality. Depending on the underlying charge transport mechanism
different approximations are needed in order to estimate the MSD and diffusion coefficient.

3.2 Charge Transport Regimes

Generally, three transport regimes can be defined, namely (i) hopping, (ii) band transport and (iii)
the transitional intermediate regime. All three regimes differ mainly in the degree of localization of
the charge carrier necessitating different approaches in the determination of the velocity response in
Eq. (3.3).
In the hopping regime, charges propagate via a series of discrete hops as small polarons that are
localized on microscopic sites and separated by an activation barrier. This regime is valid for many
weakly coupled organic crystals or amorphous solids.
In the opposite regime, the band regime, charge carriers are delocalized at the valence or conduction
bands and propagate with an effective mass. Mobility is only limited by impurities and collisions with
phonons (i.e., lattice vibrational normal modes). This regime is valid only for highly pure organic
crystals, examples are rubrene, pentacene or C8-BTBT.[28]
Experimentally both regimes can be identified easily, as they exhibit opposite temperature dependence.
Whereas in the hopping regime, 𝜇 rises with increasing temperature, due to decreasing activation
barriers for the hops, 𝜇 decreases in the band regime with increasing temperature due to scattering
effects caused by larger phonons leading to more collisions.
Theoretically, however, it is not so clear to describe the cross-over region between the two regimes,
where the charge is neither localized at a given site, nor delocalized in a carrier band. In such an
intermediate regime the carrier forms a larger polaron spanning over several molecular sites.

Figure 3.1: Illustration of the ranges of validity of hopping (orange) and band (blue) models.[29] Ranges of
validity are depicted as hatched areas of the respective bars. Parameters and validity criteria are decribed in
Section 3.2.3.1.
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3.2 Charge Transport Regimes

3.2.1 Hopping Regime

Despite different underlying mechanisms for localization of charge carriers, such as interactions
with the medium, thermal fluctuations between sites (non-local electron-phonon coupling)[30–33]
or static structural disorder,[34] the charge transfer process between sites 𝑖 and 𝑗 is described via
discrete carrier hops determined by charge transfer rates 𝑘𝑖 𝑗 that can be calculated based on any
configuration, ranging from amorphous to crystalline structures. Due to non-equivalent sites or defects,
such rates can become highly specific and direction dependent, leading to a network of different pairs
of localization sites with different hopping rates. The intricate interplay between sites and rates can
be solved numerically by e.g., kinetic Monte Carlo (kMC) algorithms (Section 3.2.1.5), which have
been applied in order to simulate charge transport within the hopping regime for several merocyanine
single crystals as explained in detail in Chapter 4 and Chapter 5.
Within the harmonic approximation of the potential energy surfaces (PESs) of the initial and final
state and by applying semi-classical transition state theory (TST) 𝑘𝑖 𝑗 is defined by[35–39]

𝑘𝑖 𝑗 ,𝑇𝑆𝑇 = 𝜈𝑒 𝑓 𝑓 𝜅𝑒𝑙Γ𝑛𝑒
𝛽Δ𝐺

†
(3.6)

with the effective vibrational frequency 𝜈𝑒 𝑓 𝑓 along the reorganization reaction coordinate, the electronic
transmission coefficient 𝜅𝑒𝑙, which accounts for a possibly less than perfect transmission once the
transition state (TS) has been reached and the nuclear tunnelling factor Γ𝑛, which is a correction
accounting for quantum effects of the nuclear degrees of freedom in the prefactor. 𝛽 is equal to 1/𝑘𝐵𝑇 ,
and Δ𝐺

† is the adiabatic activation energy, which is the diabatic activation energy Δ𝐺
‡ reduced by

the adiabatic correction factor Δ‡

Δ𝐺
†
= Δ𝐺

‡ − Δ
‡ (3.7)

Within the adiabatic framework the electronic wavefunction of the charge carrier changes slowly and
gradually from initial (𝐺𝑖) to final (𝐺 𝑗) state, whereas in diabatic framework the wavefunction changes
suddenly at the TS as shown in Fig. 3.2 leading to the adiabatic correction factor.
Within the sequence of discrete hops energy conservation has to be obeyed. Therefore, charge transfer
can only occur at a TS, at which the nuclear configurations of site 𝑖 and 𝑗 coincide and are thus
energetically degenerate.
Further important energetic quantities are (i) the driving force Δ𝐺

0, which is the energy difference
between the minima of state 𝑖 and 𝑗 , (ii) the diabatic activation energy Δ𝐺

‡, which is the energy
necessary to move the system from initial to transition state, and finally (iii) the reorganization free
energy 𝜆, which is the energy needed to bring nuclear coordinates of state 𝑗 to state 𝑖, while maintaining
the electronic configuration at state 𝑗 . All free energies are averaged over all nuclear degrees of
freedom.
With exception of the nuclear tunnelling effect all parameters in Eq. (3.6) can be expressed in terms of
the semi-classical Landau-Zener (LZ) theory.[40–42] Spencer et al.[43] showed the two contributions
to the activation energy to be

Δ𝐺
‡
=

(𝜆 + Δ𝐺
0)2

4𝜆
(3.8)

Δ
‡
= ⟨|𝐽𝑖 𝑗 |

2⟩1/2
𝑇𝑆

− 1
𝜆
⟨|𝐽𝑖 𝑗 |

2⟩𝑖 (3.9)
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Chapter 3 Theory of Charge Transport

Figure 3.2: Adiabatic (solid lines) and diabatic (dashed lines) potential energy surfaces for the initial (𝐺𝑖) and
final state (𝐺 𝑗 ) of a charge transfer.

For Δ‡ a vanishing driving force Δ𝐺
0 is assumed. The first part of Eq. (3.9) is the equivalent free

energy difference between adiabatic and diabatic free energy surfaces, averaged at the TS. The second
term is the equivalent free energy difference averaged at the initial adiabatic state 𝑖 of the charge
transfer.
The electronic transmission coefficient 𝜅𝑒𝑙 , reads

𝜅𝑒𝑙 =

{ 2𝑃𝐿𝑍

1+𝑃𝐿𝑍
if Δ𝐺† ≥ −𝜆

2𝑃𝐿𝑍 (1𝑃𝐿𝑍 ) if Δ𝐺†
< −𝜆

(3.10)

where 𝑃𝐿𝑍 is the LZ transition probability for a single crossing of the transition region along the
reaction coordinate and reads

𝑃𝐿𝑍 = 1 − 𝑒−2𝜋𝛾 (3.11)

The adiabaticity factor 2𝜋𝛾 is defined as

2𝜋𝛾 =
𝜋

3/2⟨|𝐽𝑖 𝑗 |
2⟩𝑇𝑆

ℎ𝜈𝑒 𝑓 𝑓
√︁
𝜆𝑘𝐵𝑇

(3.12)

where ℎ is the Planck constant and 𝐽𝑖 𝑗 = ⟨Ψ𝑖 |𝐻̂ |Ψ𝑏⟩𝑇𝑆 is the Hamiltonian transition matrix element,
i.e., electronic coupling, between initial and final diabatic electronic states at the TS. This holds true
within the harmonic regime and while the polarization response is identical for initial and final state.
The nuclear tunnelling effect cannot be expressed in terms of LZ theory and in most studies it is set to
1, as it only becomes important at low temperatures due to the large masses of the nuclei involved in
reorganization energy.[38] When Γ𝑛 ≥ 1, the overall effective free energy barrier would be lowered,
and thus the total transition rate enhanced.
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3.2 Charge Transport Regimes

All in all, the charge mobility is fully determined by 𝜈𝑒 𝑓 𝑓 , 𝜆, 𝜅𝑛, 𝐽𝑖 𝑗 , and Δ𝐺
0 and thus can be

determined in a field-free approach, as within weak external fields, only Δ𝐺
0 depends on the electric

field 𝐸 .

3.2.1.1 Adiabatic vs. Non-adiabatic Limits

Most parameters of Eq. (3.6) are defined or somewhat dependent on both the reorganization energy and
the electronic coupling. In terms of LZ parameters, the adiabatic and non-adiabatic limits correspond
consequently to different ratios of 𝐽𝑖 𝑗 and 𝜆, and therewith to different adiabaticity factors 2𝜋𝛾.
Adiabatic Limit In the adiabatic limit the adiabaticity factor is greater than one (2𝜋𝛾 >> 1), meaning
large couplings on the order of the reorganization energy are present, so that the transition probability
𝑃𝐿𝑍 approaches unity, i.e., every time the system crosses TS it will end up in the other charge state.
Consequently 𝜅𝑒𝑙 approaches unity as well and the rate equation reduces to a standard Arrhenius
form[36, 43]

𝑘𝑖 𝑗 ,𝑎𝑑𝑖𝑎𝑏 = 𝜈𝑒 𝑓 𝑓 𝑒
−𝛽 (Δ𝐺‡−Δ‡ )

Γ𝑛 (3.13)

Non-adiabatic Limit In the opposite limit, the non-adiabatic limit, the adiabaticity factor is less than
one (2𝜋𝛾 << 1). The transition probability is approximated to be equal to the adiabaticity factor
(𝑃𝐿𝑍 ≈ 2𝜋𝛾) when the exponential of the probability in Eq. (3.11) is extended in a Taylor series,
and truncated after the first order. When the system is at the transition state, the probability, to cross
from initial state 𝑖 to final state 𝑗 , is very low in this limit. The adiabatic correction to the activation
energy is much smaller than the activation energy (Δ‡

<< Δ𝐺
‡), since the electronic coupling is much

smaller than the reorganization energy (𝐽𝑖 𝑗 << 𝜆).[43] Therefore, (𝜆 + Δ𝐺
0) >> ⟨|𝐽𝑖 𝑗 |

2⟩𝑇𝑆 , and the
rate equation reduces to[36]

𝑘𝑖 𝑗 ,𝑛𝑎𝑑𝑖𝑎𝑏 =
2𝜋
ℏ

1√︁
4𝜋𝜆𝑘𝐵𝑇

⟨|𝐽𝑖 𝑗 |
2⟩𝑇𝑆𝑒

−𝛽Δ𝐺‡
Γ𝑛 (3.14)

This is the Marcus equation, which reads, after inserting Eq. (3.8) and assuming Γ𝑛 = 1 as well as
𝛽 = −1/𝑘𝐵𝑇

𝑘𝑖 𝑗 ,𝑛𝑎𝑑𝑖𝑎𝑏 =
2𝜋
ℏ
𝐽

2
𝑖 𝑗

(
1

4𝜋𝜆𝑘𝐵𝑇

) 1
2

𝑒𝑥𝑝

[
−(𝜆 + Δ𝐺

0)2

4𝜆𝑘𝐵𝑇

]
(3.15)

In such a way transfer rates only depend on 𝜆, 𝐽𝑖 𝑗 , and Δ𝐺
0. Eq. (3.15) is valid, if the thermal energy

exceeds the effective vibrational energy of the system (𝑘𝐵𝑇 >> ℏ𝜔), as vibrations can be treated
classically. If the thermal energy is lower than the vibrational energy of the system (𝑘𝐵𝑇 << ℏ𝜔), all
quantum mechanical sublevels have to be taken into account for those vibrations that are energetically
higher than the thermal energy, which mainly influences 𝜆. This leads to the Marcus-Levich-Jortner
(MLJ) theory as a basis for the calculation of 𝑘𝑖 𝑗 .[44] In this way quantum effects are introduced and
tunnelling is allowed. 𝑘𝑀𝐿𝐽𝑖 𝑗 then reads

𝑘
𝑀𝐿𝐽
𝑖 𝑗 =

2𝜋
ℏ
𝐽

2
𝑖 𝑗

(
1

4𝜋𝜆𝑜𝑘𝐵𝑇

) 1
2 ∞∑︁
𝑣

(
𝑒𝑥𝑝 (−𝑆𝑒 𝑓 𝑓 )

𝑆
𝑣
𝑒 𝑓 𝑓

𝑣!
𝑒𝑥𝑝

[
−(𝑣ℏ𝜔𝑒 𝑓 𝑓 + 𝜆𝑜 + Δ𝐺

0)2

4𝜆𝑜𝑘𝐵𝑇

])
(3.16)
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Chapter 3 Theory of Charge Transport

where 𝑆𝑒 𝑓 𝑓 is the effective Huang-Rhys factor, which can be obtained via the relationship

𝑆𝑒 𝑓 𝑓 =
𝜆𝑖

𝜔𝑒 𝑓 𝑓 ℏ
(3.17)

All vibrations of the system are merged into one effective vibrational mode by an effective frequency
𝜔𝑒 𝑓 𝑓 , which is given by

𝜔𝑒 𝑓 𝑓 =
∑︁
𝑗

𝜔 𝑗

𝑆 𝑗∑
𝑛 𝑆𝑛

(3.18)

where 𝑆 𝑗 and 𝜔 𝑗 belong to individual normal modes. In this way the contribution of each frequency
to 𝜔𝑒 𝑓 𝑓 is weighed.

3.2.1.2 Gibbs Free Energy

The Gibbs free energy Δ𝐺
0 is the energy difference between the free energies of initial and final

charge localized sites 𝐺𝑖 and 𝐺 𝑗 at their equilibrium structures R𝑖 and R 𝑗 respectively

Δ𝐺
0
= 𝐺 𝑗 (R 𝑗) − 𝐺𝑖 (R𝑖) (3.19)

When disregarding entropic effects Eq. (3.19) reduces to the energy difference between molecular site
𝐸𝑖 (R𝑖) and 𝐸 𝑗 (R 𝑗).

Δ𝐸
0
= 𝐸 𝑗 (R 𝑗) − 𝐸𝑖 (R𝑖) (3.20)

However, the free on site energies are influenced, by multiple factors, such as i) an externally applied
electric field, ii) internal energy differences, iii) electrostatic energy and iv) polarization effects.
Within a homogeneous and weak external electric field E, that does not perturb the molecular electronic
structure, i.e., not influencing 𝐺𝑖/ 𝑗 Eq. (3.19) reads[45]

Δ𝐺
0
= 𝐺 𝑗 (R 𝑗) − 𝐺𝑖 (R𝑖) + 𝑞E𝑑𝑖 𝑗 (3.21)

Within this assumption the site energies can be calculated in field free simulations, which is often
assumed, so that site energy 𝐸𝑖 is set equivalent to the energy of the highest occupied molecular orbital
(HOMO) or lowest unoccupied molecular orbital (LUMO), depending on the charge carrier, i.e., hole
or electron transport. In homomolecular crystals with only one inequivalent site present, site energy
differences are cancelled out due to same initial and final state, so that Δ𝐺0 solely depends on the
electric field E, the charge 𝑞 and the distance between two sites 𝑑𝑖 𝑗 .
However, for non equivalent crystalline sites within a crystal or within disordered systems, internal
energy differences (ii) will arise, as the site energies depend on the nuclear coordinates R.
Furthermore, site energies are not just a local property,[46] due to the charge localized at a single site,
but they include polarization responses from the surrounding medium as well.[45] Therefore, it is
of utmost importance to asses and include the impact of electrostatic energies (iii) and polarization
effects (iv) explicitly for sites embedded in enlarged systems. The impact of such effects becomes
especially important for crystals with inequivalent sites or in disordered systems, as variations of the
local electric field can result in large electrostatic contributions into the energetic disorder.[47]
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3.2 Charge Transport Regimes

There exist a number of approximate methods either using first principle calculations, such as
constrained DFT (C-DFT)[48] or polarizable classical force fields. One approach by Rühle et. al,[49]
that relies on the polarizable force fields will be discussed further in detail. Within this approach
partial atomic charges of the neutral (𝑞𝑛) and charged molecules (𝑞𝑐), that reproduce the electrostatic
potential of a single molecule in vacuum, are used to calculate the site energies that arise from
electrostatic contributions 𝐸𝑒𝑙𝑖 via

𝐸
𝑒𝑙
𝑖 =

1
4𝜋𝜀0

∑︁
𝑎𝑖

∑︁
𝑏 𝑗

𝑘≠𝑖

(𝑞𝑐𝑎𝑖 − 𝑞
𝑛
𝑎𝑖
)𝑞𝑛𝑏 𝑗

𝜀𝑠𝑟𝑎𝑖𝑏 𝑗

(3.22)

where 𝑟𝑎𝑖𝑏 𝑗
= |𝑟 (𝑎𝑖) − 𝑟 (𝑏 𝑗) | is the distance between atoms 𝑎𝑖 and 𝑏 𝑗 , 𝜀0 is the dielectric constant of

the vacuum and 𝜀𝑠 is the static relative dielectric constant. The first sum extends over all atoms of
molecule 𝑖 for which the site energy is calculated. The second reflects interaction with all atoms of
neutral molecules 𝑗 ≠ 𝑖. Polarization effects are taken into account, by calculating the contribution
of induced dipoles with a self-consistent approach. The electric field created by all atomic partial
charges, is evaluated at atom 𝑎 in molecule 𝑖 (𝐹 (0)

𝑎𝑖
) using 𝜀 = 1. Subsequently, the induced dipole

moments 𝜇 (0)𝑎𝑖 can be calculated. Such dipole moments are then iteratively refined via

𝜇
𝑘+1
𝑎𝑖

= 𝜔𝐹
(𝑘 )
𝑎𝑖
𝛼𝑎𝑖

+ (1 − 𝜔)𝜇 (𝑘 )𝑎𝑖
(3.23)

where 𝛼𝑎𝑖 is the isotropic atomic polarizability and 𝜔 = 0.5 is a damping constant for successive
over relaxation. From this, the electric field will be recalculated and the process is iterated until the
difference between induced dipoles is within the convergence criterion of 10−6 Debye.
The effects of electrostatic and polarization effects onto the site energies and consequently the
mobilities for the molecules studied within this system will be discussed in detail in Chapter 5.

3.2.1.3 Reorganization Energy

The reorganization energy describes the energetic contribution to the relaxation processes upon
charging a molecular site, i.e., the internal geometrical rearrangement of that specific molecule (𝜆𝑖)
and the external rearrangement of its surrounding medium (𝜆0). Due to the weakness of van-der-Waals
interactions among organic molecules, such a partitioning into short and long range contributions is
possible (𝜆 = 𝜆𝑖 + 𝜆0).
The Internal Reorganization Energy (𝝀𝒊) can be assessed by either the adiabatic potential (AP) or
the Huang-Rhys (HR) method.

In the Adiabatic Potential method, the relative equilibrium geometries of the neutral and charged
state have to be optimized. From that point, four energies can be evaluated: the energy of the neutral
state with respect to the neutral (𝐸𝑛0 ) and charged (𝐸𝑐0 ) geometry, and the energy of the charged state
with respect to the neutral (𝐸𝑛+ ) and charged (𝐸𝑐+) geometry. In such a way two contributions of the 𝜆𝑖
can be computed, one on the neutral potential energy surface (PES) (𝜆𝑛) and one on the charged PES
(𝜆𝑐)

𝜆𝑖 = 𝜆𝑐ℎ𝑎𝑟𝑔𝑒𝑑 + 𝜆𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = (𝐸𝑛+ − 𝐸𝑐+) + (𝐸𝑐0 + 𝐸𝑛0 ) (3.24)

𝜆𝑖 of oligoacenes (e.g., tetracene and pentacene) is about 100 meV, which are amongst the smallest 𝜆𝑖
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Chapter 3 Theory of Charge Transport

values that have been calculated for small organic molecules.[2] Thiophenes show a reorganization
energy of around 360 meV for a dimer and 30 meV for a oligomer of 50 monomers.[50] From such
data it can be clearly deduced that 𝜆𝑖 decreases by increasing 𝜋-electron conjugation of a system.

In the Huang-Rhys method the nuclear displacement/rearrangement upon charging a molecule can
be expressed in terms of normal modes (NM) within the harmonic approximation. By projecting each
nuclear displacement onto normal coordinates the contribution of each NM 𝑗 to 𝜆𝑖 can be determined.
The sum of each contribution leads to the overall internal reorganization energy that can be written as:

𝜆𝑖 =
∑︁

𝜆 𝑗 =
∑︁

ℏ𝜔 𝑗𝑆 𝑗 (3.25)

where 𝜔 𝑗 is the vibrational frequency and 𝑆 𝑗 is the dimensionless Huang-Rhys (HR) factor, which
weighs the contribution of each NM to the internal reorganization energy and can be obtained from
the dimensionless displacement parameter 𝐵 𝑗 .

𝑆 𝑗 =
1
2
𝐵

2
𝑗 (3.26)

𝐵𝑚 =

√︂
𝜔𝑚

ℏ
{X𝐾 − X𝐽 }M

1/2L 𝑗 (𝐾) (3.27)

where M is the diagonal matrix of the atomic masses, X𝐾,𝐽 is the 3N dimensional vector of the
equilibrium Cartesian coordinates of the 𝑘, 𝑚𝑡ℎ state, 𝜔𝑚 is the eigenfrequency of mode 𝑚 and L𝑚(𝐾)
denotes the 3N vector of mass weighted Cartesian displacement coordinates of a mode 𝑚 in state
{𝐾, 𝐽}.[51] Within the harmonic approximation, the AP and NM methods would give the same total
reorganization energy value.
Besides changing the structure of the molecular site (inner contribution), a charge carrier localized
on a molecule polarizes the surrounding medium. The polarization effect is defined as the external
reorganization energy 𝝀0, which is usually considered to be lower than 𝜆𝑖 , and often it is even omitted
in the final evaluation of the charge mobility. However, 𝜆0 represents a fundamental contribution to
charge transport, because it represents the dielectric response of the environment for a charge localised
on a molecular site. The higher 𝜆0, the higher would be the polarization of the environment, therefore,
the lower would be the mobility of the charge.
Different embedding schemes have been proposed for the evaluation of 𝜆0, all providing similar
numerical values for different molecular classes (e.g., oligoacenes, oligothiophenes), namely 𝜆0 =

0.001 − 0.01eV.
One approach to estimate 𝜆0 is given by the mean-field continuum approach by Marcus, which is only
valid for isotropic systems.[29]

𝜆0 = (Δ𝑞)2
(

1
𝜀𝑜𝑝

− 1
𝜀𝑠

) (
1

2𝑟𝑎
+ 1

2𝑟𝑏
+ 1
𝑑𝑖 𝑗

)
(3.28)

where Δ𝑞 is the charge transferred, 𝑟𝑖 and 𝑟 𝑗 are the effective radii of the donor molecule at site 𝑖 and
the acceptor molecule at side 𝑗 , respectively. 𝑑𝑖 𝑗 is the distance between the two sites and 𝜀𝑜𝑝 and
𝜀𝑠 are the optical and static dielectric permittivities, respectively, which refer to the electronic and
nuclear responses of the medium outside of the donor and acceptor cavities. Assuming the reactants
as two close molecules featuring he same radius, affords

14



3.2 Charge Transport Regimes

𝑟𝑖 + 𝑟 𝑗 = 2𝑟𝑖 = 2𝑟 𝑗 = 𝑑𝑖 𝑗 (3.29)

which simplifies Eq. (3.28) to

𝜆0 = (Δ𝑞)2
(

1
𝜀𝑜𝑝

− 1
𝜀𝑠

) (
1
𝑑𝑖 𝑗

)
(3.30)

In the continuum approach, the size of the molecule is not captured, and in order to model this
phenomenon a fully frequency dependent dielectric 𝜀𝜔 would be needed.[52]. Another approach
would be to evaluate 𝜆0 by treating the charged molecule quantum mechanically and introducing a
polarizable force field for the surrounding medium. There have been contributions by the work groups
of Troisi,[53] Brédas[54] and Ying[55] to use such a Quantum Mechanical/Molecular Mechanics
(QM/MM) approach in order to calculate the polarization energy of oligoacenes. One major challenge
of the QM/MM approach is the appropriate description of non bonding interactions at the QM/MM
interface. Brédas et al.[54] noticed that for oligoacenes the 70-80% of polarization energy is captured
within the first two shells of molecules around the central charged molecule and 80-90% of the
polarization energy is captured within the first three shells. This was also confirmed later on by Troisi
et al.,[53] who stated that the lattice deformation takes place only in the immediate vicinity of the
charged molecule, leading to modest geometrical changes of only a few surrounding atoms getting
around 0.1 Å closer to the charged molecule.
These results are very much relevant because they demonstrate that calculations on relatively small
supramolecular clusters (e.g., up to 5 molecules) are sufficient to provide accurate site energy
differences. To calculate the polarization energy the whole cluster is optimized in the ground state,
resulting in the energy 𝐸𝑛0 . The coordinates of the charged molecule are then frozen at this geometry
and a geometry optimization of the surrounding medium is performed to obtain the energy 𝐸𝑐+, 𝑓𝑟𝑜𝑧𝑒𝑛.
Afterwards, the whole cluster including the charged molecule is optimized to the minimum energy 𝐸𝑐+
so that the external polarization energy can be obtained by

𝜆0 = 𝐸
𝑐
+, 𝑓𝑟𝑜𝑧𝑒𝑛 − 𝐸

𝑐
+ (3.31)

The reaction coordinate is very important. A poor choice can lead to erroneous description of the
reaction pathway.[56]
The internal reorganization energy has been calculated via the adiabatic four point and the Huang-Rhys
(HR) method.

𝜆𝑖 = 𝜆𝑐 + 𝜆𝑛 = (𝐸𝑛+ − 𝐸𝑐+) + (𝐸𝑐0 + 𝐸𝑛0 ) (3.32)

where 𝐸𝑛/𝑐0 is the energy of the neutral state with respect to the neutral (𝐸𝑛0 ) and charged (𝐸𝑐0 ) geometry,
and the energy of the charged state with respect to the neutral (𝐸𝑛+ ) and charged (𝐸𝑐+) geometry. This
scheme leads to two contributions of the reorganization energy, one on the neutral potential energy
surface (PES) (𝜆𝑛) and one on the charged PES (𝜆𝑐).

3.2.1.4 Transfer Integral

The transfer integral or electronic coupling is defined as
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Chapter 3 Theory of Charge Transport

𝐽𝑖 𝑗 = ⟨Ψ𝑖 |𝐻̂ |Ψ 𝑗⟩ (3.33)

where 𝐻̂ is the Hamiltonian for the dimer and Ψ𝑖/ 𝑗 are the diabatic wavefunctions localized on the two
molecular individual sites 𝑖 and 𝑗 forming the dimer. To calculate 𝐽𝑖 𝑗 in an efficient and accurate way,
is one of the critical steps for charge transport calculations. There exist various different methods
and approaches, such as Generalized Mulliken-Hush (GMH),[57] Constrained Density Functional
Theory (C-DFT),[58] Fragment-Orbital Methods (FO),[59], Frozen Density Embedding (FDE),[60]
Block Diagonalization of the Electronic Hamiltonian,[61–63] Analytic Overlap Method (AOM),[64]
Superexchange Effective Couplings calculations,[65] multistate DFT (MSDFT),[66] and machine
learning (ML) approaches.[67, 68]
Within this thesis fragment-orbital methods, as well as the AOM method are applied and will be
explained in further detail.
In fragment-orbital methods the frozen core approximation is applied in order to reduce the diabatic
wavefunctions Ψ𝑖/ 𝑗 to the frontier orbitals considered important for charge transport, i.e., the HOMO
for hole transport and LUMO for electron transport. There exist different flavours of such approaches
with different diabatization procedure of which two, namely the Dimer projection (DIPRO) method[69]
and the Projection operator diabatization (POD)[70–72] and the main formulas are reported here:

𝛾
𝑎
1 = Ca

i · Sij · Cij (3.34)

𝛾
𝑏
2 = Cb

j · Sij · Cij (3.35)

𝑆
𝑎𝑏
𝑖 𝑗 = 𝛾

𝑎
1 · 𝛾𝑏2 (3.36)

𝐽
𝑎𝑏
𝑖 𝑗 = 𝛾

𝑎
1 · Eij · 𝛾

𝑏
2 (3.37)

𝐽
𝑎𝑏
𝑖 𝑗,𝑒 𝑓 𝑓 =

𝐽
𝑎𝑏
𝑖 𝑗 − 0.5 · (𝐸𝑎𝑖 + 𝐸𝑏𝑗 ) · 𝑆

𝑎𝑏
𝑖 𝑗

1 − (𝑆𝑎𝑏𝑖 𝑗 )
2 (3.38)

where C are the orbital coefficients, S is the atomic orbital overlap matrix and E are the orbital energies.
𝑎 and 𝑏 denote each monomer and 𝑎𝑏 stands for the dimer, whereas 𝑖 and 𝑗 denote the molecular
orbitals considered for charge transfer.
The DIPRO method has been extended to be used within the semiempirical xTB[26] and PTB[27]
codes in a collaborative work and the data are published in

J. T. Kohn, N. Gildemeister, S. Grimme, D. Fazzi, A. Hansen, J. Chem. Phys. 2023, 159, 144106
(Appendix A.4).

The AOM method relies the linear correlation between transfer (𝐽𝑖 𝑗) and overlap (𝑆𝑖 𝑗) integrals

𝐽
𝐴𝑂𝑀
𝑖 𝑗 = 𝐶𝑆

𝑆𝑂𝑀𝑂
𝑖 𝑗 (3.39)

where 𝐶 is the constant of proportion obtained by a linear fit to 𝐽𝑖 𝑗 values from explicit electronic
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3.2 Charge Transport Regimes

structure calculations, which are reduced to singly occupied the frontier molecular orbitals (𝑆𝑂𝑀𝑂s).
Further, 𝑆𝑆𝑂𝑀𝑂𝑖 𝑗 can be estimate by projecting the frontier orbitals of a reference DFT calculation
onto Slater-type p-orbitals, and therefore accessing 𝑆𝑆𝑂𝑀𝑂𝑖 𝑗 for various different geometries without
further DFT calculations. In such a way 𝐽𝐴𝑂𝑀𝑖 𝑗 can be calculated very rapidly by relying solely
on analytical terms and just a single reference DFT calculation per molecule is required enabling
on-the-fly analytical calculations.
Parametrization and calculation of 𝐽𝐴𝑂𝑀𝑖 𝑗 have been applied for two molecules in this thesis, which is
discussed in detail in Chapter 6.

Thermal Influence on Electronic Coupling The transfer integral depends highly on the nuclear
coordinates of the neighbouring molecules. Therefore, thermal oscillations of the nuclei, i.e., non-local
electron-phonon couplings, strongly modulate the values of 𝐽𝑖 𝑗 by up to an order of magnitude in
value,[73–79] which can be a limiting factor for CT in organic crystals. While fluctuations are similar
in magnitude for different organic 𝜋-stacked molecules, their impact becomes larger with decreasing
reorganization energy due to changing the transport mechanism or the reason for localization within
the material.
Typical approaches to quantify such fluctuations are sampling dimer geometries from either several
nanosecond MD trajectories[75, 80] or from direct calculations of the lattice normal mode vibrational
frequencies (phonons).[73, 81, 82]
For each dimer a distribution of 𝐽𝑖 𝑗 is obtained, that often resembles a gaussian shape and the standard
deviation 𝜎 can be calculated, which is directly related to the impact of the non-local electron-phonon
coupling.[83, 84]
Within the non-adiabatic limit one can estimate the effect of the thermal fluctuations concerning 𝐽𝑖 𝑗
onto the rate constant by introducing a corrective term 𝑘

(2) for the rate constant 𝑘 (0) (Eq. (3.15))

𝑘
(2)

= 𝑘
(0)2

ℏ
2

𝜏
2
𝐶

[
(𝜆 + Δ𝐸

0)2 − 2𝜆𝑘𝐵𝑇
(4𝜆𝑘𝐵𝑇)2

]
×

(
1 −

⟨𝐽𝑖 𝑗⟩
2

⟨𝐽2
𝑖 𝑗⟩

)
(3.40)

For many cases the correction is very small (𝑘 (2) < 0.1𝑘 (0) ), so that 𝐽𝑖 𝑗 in Eq. (3.15) can be substituted
by the average value of ⟨𝐽𝑖 𝑗⟩. However, it should be mentioned that obtaining such average value is
not trivial and requires extensive simulations due to vast available conformational space.
In line with Eq. (3.40), Martinelli et al.[85] have put forward to examine the ratio between the average
of the squared couplings ⟨𝐽2

𝑖 𝑗⟩ and the square of the average coupling ⟨𝐽𝑖 𝑗⟩
2 in relation to a coherence

parameter 𝜂 = |⟨𝐽⟩/𝜎 | where 𝜎 is the standard deviation of the Gaussian distribution and ⟨𝐽⟩ is the
average value of the transfer integral.[86]

⟨𝐽2
𝑖 𝑗⟩

⟨𝐽𝑖 𝑗⟩
2 =

(
1
𝜂

2 + 1

)
(3.41)

A small width of 𝜎, i.e., 𝜂 is large, leads to ⟨𝐽2
𝑖 𝑗⟩ ∼ ⟨𝐽𝑖 𝑗⟩

2 and the impact of lattice vibrations is
expected to be weak. Smaller 𝜂 values imply that ⟨𝐽2

𝑖 𝑗⟩ > ⟨𝐽𝑖 𝑗⟩
2 and hence the transfer rates are

globally increased by lattice vibrations compared to equilibrium crystal geometries. It is deduced
that when 𝜂 ≥ 0.5, the charge mobility is only slightly influenced by the lattice vibrations and quite
insensitive to the actual value of 𝜂. When 𝜂 < 0.5 however, the mobility of the system is strongly
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affected by the lattice vibrations.
On another note, it has been suggested by Schweicher et al.[73] that a single intermolecular sliding
mode along the long-axis of neighbouring molecules dominates the fluctuation of the transfer integral.
They have identified such sliding modes for some organic molecules (rubrene, pentacene and DNTT)
and consequently correlated the derivative of the transfer integral with displacement along this mode
as a measure of the strength of the impact of thermal disorder and the electron-phonon coupling reads

𝛽𝑖 𝑗 ,𝑚 =
𝜕𝐽𝑖 𝑗

𝜕𝑞𝑚
(3.42)

where 𝑞𝑚 is the phonon mode. Relating 𝛽𝑖 𝑗 ,𝑚 with the amplitude of the phonon mode 𝜎𝑞𝑚 one obtains
the fluctuations induced by that specific mode 𝑚 onto that specific coupling 𝐽𝑖 𝑗

𝜎𝑖 𝑗 = 𝜎𝑞𝑚
𝛽𝑖 𝑗 ,𝑚 (3.43)

By sampling and summing over all modes one obtains the overall electron-phonon coupling. Schweicher
et al.[73] observed that specific modes dominate electron-phonon coupling by more than 80% and
such modes are associated with intermolecular long-axis sliding motions. Moulé and co-workers,
however, have shown that such a single sliding mode is not dominant, and that there is no mode
contributing more than 10% to the thermal disorder. They have further shown, that in order to identify
normal modes that have a high impact the full Brillouin Zone has to be sampled and vibrations have to
be modelled explicitly.[81, 87]

3.2.1.5 Kinetic Monte Carlo Method

Within the hopping regime charges are transported via a series of discreet hops between sites 𝑖 and 𝑗
with rates 𝑘𝑖 𝑗 , defining initial and final states. Hops are independent and rare, so that the time scale of
the hop is smaller than the vibrational time scale, leading to a memoryless process and an incoherent
motion that can be represented as a stochastic process,[88] that can be modelled by a kinetic Monte
Carlo method to simulate the time evolution of a system.[44]
One of the most common procedures is rejection free and only a single excess charge carrier is
observed moving through the system, i.e., interaction between carriers are disregarded. Within this
framework each possible hop gets assigned a probability according to

𝑃𝑖 𝑗 =
𝑘𝑖 𝑗∑𝑁𝑛𝑒𝑖𝑔ℎ

𝑛=0 𝑘𝑛

(3.44)

The sum runs over all possible neighbours 𝑁𝑛𝑒𝑖𝑔ℎ with all non-zero rates 𝑘𝑛 for a charge on a given
molecular unit. In this way each step is fully reversible.[89]
A random site 𝑖 is chosen for the start of the simulation. Afterwards the 𝑗 𝑡ℎ molecule to which the hop
will occur is determined, the hop is executed, and the simulation time will be advanced accordingly,
before the two previous steps will be repeated for a stochastically sufficient number of hops.
The 𝑗 𝑡ℎ site, that is chosen, is the neighbouring site 𝑗 that fulfils the condition

∑ 𝑗−1
𝑛=0 𝑃𝑛 < 𝑌 ≤ ∑ 𝑗

𝑛=0 𝑃𝑛,
where 𝑌 is a uniformly distributed random number between 0 and

∑𝑁𝑛𝑒𝑖𝑔ℎ

𝑛=0 𝑘𝑛, therefore, ensuring a
random selection of target sites, weighted on the rate constants 𝑘𝑛, while also ensuring an independence
of events.[89]
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3.2 Charge Transport Regimes

The spatial coordinates of the charge carrier are updated by addition of the distance between the centre
of mass (CoM) of the initial and final site.[90]
The time needed to execute the hop to site 𝑗 is calculated via

Δ𝑡 𝑗 = − 𝑙𝑜𝑔𝑋∑𝑁𝑛𝑒𝑖𝑔ℎ

𝑛=0 𝑘𝑛

(3.45)

where 𝑋 is a random uniformly distributed number between 0 and 1 and the waiting times 𝑡 for this
process to occur is exponentially distributed and defined by[89]

𝑃𝑖 𝑗 (𝑡) = 𝑘𝑖 𝑗𝑒
𝑘𝑖 𝑗 𝑡 (3.46)

After iteration for a sufficiently large number of points the mean square displacement (MSD) over
time can be extracted from which the diffusion coefficient (Eq. (3.5)) and consequently the charge
mobility (Eq. (3.4)) of the system is calculated. Furthermore, when also considering electric fields,
the drift velocity can be extracted by

⟨𝑣⟩ =
𝑅 𝑓 𝑖𝑛𝑎𝑙 − 𝑅𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝜏
(3.47)

where ⟨𝑣⟩ is the drift velocity, 𝜏 is the overall simulation time and 𝑅 𝑓 𝑖𝑛𝑎𝑙 and 𝑅𝑖𝑛𝑖𝑡𝑖𝑎𝑙 are the final and
initial positions of the charge carrier. Consequently, 𝜇 can be calculated via Eq. (3.3)

3.2.2 Band Transport Regime

The band transport regime is valid for ultra pure, i.e., ordered and defect free (i.e., no traps or missing
molecules), organic crystal with large coupling integrals, such as rubrene, pentacene or C8-BTBT,
where the charge carriers can fully delocalize at the valence or conduction bands. These carriers
propagate with an effective mass 𝑚∗

𝛼 corresponding to the inverse of the band curvature of the
respective band 𝛼 and thus to the coupling between crystal sites.
The fundamental basis of this regime is the Bloch theorem, given the translational symmetry of the
system. The velocity in Eq. (3.3) corresponds to the average of the group velocity v𝑔 of the charge
carriers wave packet, which is composed of Bloch functions with vectors near a reciprocal space vector
k𝑜, belonging to an energy band 𝛼. The group velocity v𝑔 is given by the gradient, in the reciprocal
space, of the energy dispersion function 𝜀𝛼 (k):

v𝑔 =
1
ℏ
∇k𝜀𝛼 (k) |k=k𝑜

(3.48)

The effective mass (𝑚∗) is defined as the curvature of the respective band dispersion relation(
1
𝑚

∗
𝛼

)
𝑖 𝑗

=
1
ℏ

2

(
𝜕

2
𝜀𝛼 (𝑘)

𝜕𝑘𝑖𝜕𝑘 𝑗

)
(3.49)

Charge transport is statistically described by the Boltzmann transport equation. When subjected to
an external field, the field drives the system out of equilibrium leading to a diffusion of carriers and
collisions of the carriers with phonons or impurities. The latter limits the mobility.[91]
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Chapter 3 Theory of Charge Transport

3.2.3 Intermediate Regime

A major difference that arises between band and hopping transport regimes is the temperature
dependency. In band transport, the charge mobility decreases by increasing the temperature, because
of phonon scattering, which breaks the periodicity and localizes the charge carrier wavefunction. On
the other hand, the charge mobility increases in the hopping regime by increasing the temperature, as
the hopping process is thermally activated.
The cross-over regime between these two models, namely the intermediate regime, is complicated to
model and understand, given the fact that neither localised nor delocalized charge transport theories
can be satisfactorily applied,[29] as charge carriers are neither fully localized on a given site nor
fully delocalized in a carrier band. A large polaron that spans several molecular sites is formed and
depends on the temperature and polarizability of the material. In order to extract the charge mobility
within this regime, one has to either apply polaronic band theories as proposed by Holstein[92, 93]
for the description of local electron-phonon coupling and by Peierls for the description of non-local
electron-phonon coupling.[94] or explicitly follow the dynamics of the carrier migration through the
system by direct propagation of the charge carrier wave function.
In a first step the validity of either hopping and band transport regimes will be discussed followed by
one example of a direct wavefunction propagation method, that is applied within this thesis (Chapter 6).

3.2.3.1 Validity of Hopping and Band Model

In order for the hopping model to be valid there needs to exist a barrier Δ𝐺† that separates initial and
final state.
In a perfect periodic crystal without any driving force (Δ𝐺0

= 0), the barrier (Δ𝐺†) arises solely from
the interplay between electronic coupling and reorganization energy and Eq. (3.7) becomes

Δ𝐺
†(Δ𝐺0

= 0) =
⟨|𝐽𝑖 𝑗 |

2⟩
𝜆

− ⟨|𝐽𝑖 𝑗 |
2⟩1/2 + 𝜆

4
(3.50)

with ⟨|𝐽𝑖 𝑗 |
2⟩1/2
𝑇𝑆

= ⟨|𝐽𝑖 𝑗 |
2⟩1/2.

By determining the root of Δ𝐺† with respect to 𝜆 and 𝐽𝑖 𝑗 the activation barrier is equal to zero at
⟨|𝐽𝑖 𝑗 |

2⟩1/2
> 𝜆

2 and thus affords

𝐽𝑖 𝑗 ≤
𝜆

2
(for Δ𝐺0

= 0) (3.51)

as a limit for a non-vanishing activation energy, and a condition for the existence of a small polaron.
Therefore, hopping might not be a good approximation anymore for systems with large electronic
couplings and small reorganization energies.
Besides the existence of an energy barrier, hopping rates have to be significantly slower than the
vibrational relaxation of the system needed to return to an equilibrium state after a successful hop. With
this criterion in mind Troisi[95] formulated a maximally allowed mobility for a hopping mechanism
(𝜇𝑚𝑎𝑥ℎ𝑜𝑝 ) valid for a charge carrier 𝑞 in a crystal with a centre-of-mass distance between molecules 𝑑𝑖 𝑗 :

𝜇ℎ𝑜𝑝 <
2𝜋𝑐𝛿̃𝑞𝑑𝑖 𝑗
𝑘𝑏𝑇

= 𝜇
𝑚𝑎𝑥
ℎ𝑜𝑝 (3.52)
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3.2 Charge Transport Regimes

where 𝑐 is the speed of light, 𝑘𝐵𝑇 is the thermal energy, and 𝛿̃ is the Raman line broadening as a
measure of the vibrational relaxation. The latter does not change much between the different systems
and was taken as 𝛿̃ = 3𝑐𝑚−1. 𝑑𝑖 𝑗 depends on the material and the maximally conducting direction
in the crystal. Following a recent screening study[96] of organic semiconductors available in the
Cambridge Structural Database,[97] a minimum distance of 4 Å and maximum distance of 15 Å
can be assumed. Inserting these into Eq. (3.52), calculated mobilities range from 0.03 cm2/Vs to
0.5 cm2/Vs respectively,[29] giving an approximate estimate for the upper limit of mobility values,
for which the localization of a small polaron is a valid physical model.
Within the band regime a full carrier delocalization is assumed, by neglecting polarization effects of
the surrounding as they are present in organic semiconductors.
Furthermore, a criterion for band transport is that the mean free path length (⟨𝑙𝑠𝑐𝑎𝑡𝑡𝑒𝑟 ⟩) of a charge
carrier is much larger than the typical intermolecular lattice spacing (𝑑𝑖 𝑗),[98, 99] which is e.g., true
for highly pure C60 or rubrene and pentacene at low temperatures. ⟨𝑙𝑠𝑐𝑎𝑡𝑡𝑒𝑟 ⟩ is defined by

𝜈𝑔𝜏𝑠 = 𝑙𝑠𝑐𝑎𝑡𝑡𝑒𝑟 (3.53)

where 𝜏𝑠 is the relaxation time. Inserting Eq. (3.53), with the condition 𝑙𝑠𝑐𝑎𝑡𝑡𝑒𝑟 > 𝑑𝑖 𝑗 into Eq. (3.3)
affords

𝜇𝑏𝑎𝑛𝑑 >
𝑑𝑖 𝑗

𝜏𝑠𝐸
(3.54)

Rewriting Eq. (3.54) in terms of the effective mass and group velocity gives

𝜇𝑏𝑎𝑛𝑑 >
𝑑𝑖 𝑗𝑞

𝜈𝑔𝑚
∗ (3.55)

which is a criterion for the minimally allowed mobility for band transport analogous to the maximally
allowed hopping mobility Eq. (3.52). At the representative distances 𝑑𝑖 𝑗 from 4 to 15 Å this affords
an approximate range of minimally allowed mobilities of 0.4-8 cm2/Vs for known band conducting
materials, such as pentacene, rubrene and C8-BTBT, for which the group velocities are known. Such
results suggest an overlap of the validity of both regimes.[29]
Within the band regime a simple phononic model is assumed, so that thermal effects are taken into
account based on harmonic lattice vibrations. However, within organic solids there exist pronounced
anharmonic contributions and weak site to site interactions, arising from dispersion forces, that are
not sufficiently described by a harmonic model.[33, 100]

3.2.3.2 Direct Propagation of the Charge Carrier Wavefunction

One method to directly calculate the mobility, while coupling nuclear and electronic motions, is
the direct propagation of the charge-carrier wavefunction, where the time-dependent Schrödinger
equation for the combined nuclear-electronic system is solved. This is possible, as 𝜇 is defined as the
average drift velocity, whose time evolution is uniquely defined by the Hamiltonian, according to the
generalized Ehrenfest theorem. Therefore, the mobility can be directly calculated from a dynamical,
i.e., time-dependent, simulation of the charge carrier. The two most common propagation techniques
are Ehrenfest based mean field (MF) dynamics[101] and Fewest Switching Surface Hopping (FSSH)
methods, of which Tully’s is the most popular one.[102, 103] Both treat nuclear motions classically
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Chapter 3 Theory of Charge Transport

and only the charge carrier is treated quantum-mechanically. Therefore, nuclear quantum effects,
such as tunnelling, are neglected. Furthermore, propagation of the charge carrier is performed for
an ensemble of trajectories, similar to kMC simulations, from which the MSD will be extracted and
consequently the mobility calculated.

Mean Field This approach can be derived from first principles, and is rather simple compared to SH
methods. However, its validity concerning charge transport simulations is in question,[104] as it (i)
does not yield the correct temperature dependence of for the mobility[105] and only a single potential
energy surface (PES) is used, implying an infinite decoherence time of the charge carrier state.

Surface Hopping Based on initial work of Tully[102] the charge carrier wavefunction is progressed
at a single PES at any time, but with occasional, stochastic hops between surfaces. In such a way the
non-adiabatic nature, i.e., incomplete separation between electric and nuclear degrees of freedom,
as likely in organic solids, is included. The number of transitions between surfaces is minimized by
the so-called ”fewest switches” surface hopping (FSSH) algorithm, where the probability 𝑔𝑚𝑛 to hop
from surface 𝑚 to 𝑛 is given by

𝑔𝑚𝑛 = −Δ𝑡
2𝑅𝑒(𝑎∗𝑚𝑛𝑑

𝑎𝑑
𝑚𝑛)

𝑎𝑚𝑚
(3.56)

where 𝑎𝑚𝑛 = 𝑐
∗
𝑚𝑐𝑛 is the charge carrier’s density matrix and Δ𝑡 the molecular dynamics time step and

𝑑
𝑎𝑑
𝑚𝑛 are the non adiabatic coupling elements.

One of the shortcomings of SH methods is the so called ”decoherence” problem arising from the
asymmetry between quantum and classical degrees of freedom leading to overly coherent electron
dynamics.[106–108] Due to the finite time step in the simulations, trivial or hops[109] can occur
between PESs[110]. In organic solids, these would correspond to crossings between electronic states
that are far apart, i.e., have very small electronic interactions. It is possible for them to come close in
energy due to nuclear motion, leading to a cusp in the PESs and the formation of a crossing point
between the two states, with a probability for a transition to occur approaching 1, that results in
a spurious long-range charge transfer.[111–113] There are various solutions to this problem, such
as tracking trivial crossings by detecting unphysical discontinuities[114] or following the overlaps
between involved adiabatic states at different times along the trajectory.[112]
One example of such a direct SH propagation method is the fragment-orbital based surface hopping
(FOB-SH) method. Here, the excess charge carrier is described by a time dependent one particle wave-
function Ψ(𝑡), replacing the full many-body electronic wavefunction and consisting of orthogonalized
fragment molecular orbitals (𝜙) in a quasi diabatic basis.

Ψ(𝑡) =
𝑀∑︁
𝑙=1

𝑢𝑙 (𝑡)𝜙𝑙 (R(𝑡)) (3.57)

with 𝑢𝑙 the expansion coefficients, R(𝑡) the time-dependent nuclear coordinates and 𝜙 correspond to
the HOMO or LUMO, depending on whether hole or electron transport is present respectively.
The wavefunction of the charge carrier propagates then according to the time dependent Schrödinger
equation
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𝑖ℏ ¤𝑢𝑘 (𝑡) =
𝑀∑︁
𝑙=1

𝑢𝑙 (𝑡) [𝐻𝑘𝑙 (R(𝑡)) − 𝑖ℏ𝑑𝑘𝑙 (R(𝑡))] (3.58)

where 𝐻𝑘𝑙 = ⟨𝜙𝑘 |𝐻 |𝜙𝑙⟩ are the electronic Hamiltonian matrix elements and 𝑑𝑘𝑙 = ⟨Φ𝑘 |Φ𝑙⟩ are the
non-adiabatic coupling elements. 𝐻𝑘𝑘 are the site energies analogous to Eq. (3.19) and 𝐻𝑘𝑙 are the
transfer integrals analogous to 𝐽𝑖 𝑗 in Eq. (3.33). The nuclear motions are coupled to the motion of
the excess charge carriar via R(𝑡). They propagate on a single adiabatic electronic potential energy
surface (PES) and hop stochastically between different surfaces according to Tully’s surface hopping
probability.[102]
Electron-nuclei dynamics are approximated by a mixed quantum-classical scheme, with explicit
treatment of diagonal (site energies) and off-diagonal (transfer integrals) electron-phonon couplings.
While the nuclear coordinates are propagated with a classical force field MD, and site energies and their
gradients are approximated with the classical force field. Transfer integrals, their derivatives and the
non-adiabatic coupling elements are calculated on the fly with the analytical overlap method (AOM)
as explained in Section 3.2.1.4. The decoherence problem is solved by a state tracking algorithm[115]
and electronic decoherence is corrected by an exponential damping of all electronic states besides the
active adiabatic state, using the Heisenberg principle-based decoherence time.[115, 116]
Simulations are carried out using decoherence correction,[25, 117] removal of decoherence induced
spurious long-range charge transfer,[25, 117] adjustment of the velocities in the direction of the
non-adiabatic coupling vector in case of a successful surface hop,[24] and trivial crossing detection.[25,
117]
For a statistically large enough number of trajectories simulations are performed and the averaged
MSD can be extracted by

𝑀𝑆𝐷 (𝑡) = 1
𝑁𝑡𝑟𝑎 𝑗

𝑁𝑡𝑟𝑎 𝑗∑︁
𝑛=1

⟨Ψ𝑛 (𝑡) | (𝑥 − 𝑥0)
2 |Ψ𝑛 (𝑡)⟩ ≈

1
𝑁𝑡𝑟𝑎 𝑗

𝑁𝑡𝑟𝑎 𝑗∑︁
𝑛=1

(
𝑁𝑚𝑜𝑙∑︁
𝑘=1

|𝑢𝑘,𝑛 (𝑡) |
2(𝑥𝑘,𝑛 (𝑡))

2

)
(3.59)

where 𝑥 is the position coordinate and 𝑥𝑘,𝑛 (𝑡) the time-dependent position of the center of mass of
molecule 𝑘 in trajectory 𝑛, and 𝑥0 = ⟨Ψ𝑛 (0) |𝑥 |Ψ𝑛 (0)⟩ ≈ 𝑥𝑘=𝑖,𝑛 (0) = 0. Finally, 𝜇 can be calculated
from Eq. (3.5) and Eq. (3.4) after an initial relaxation time, when the MSD increases linearly.
Furthermore, the inverse participation ratio (IPR), which affords the number of molecules the
wavefunction delocalizes over and is given by

𝐼𝑃𝑅(𝑡) = 1
𝑁𝑡𝑟𝑎 𝑗

𝑁𝑡𝑟𝑎 𝑗∑︁
𝑛=1

1∑𝑁𝑚𝑜𝑙

𝑘=1 |𝑢𝑘,𝑛 (𝑡) |
4

(3.60)

The application of the FOB-SH method and its results are discussed in more detail in Chapter 6.
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CHAPTER 4

Hopping Transport in Frozen Single Crystals

4.1 Structure-Property Relationships

Charge transport depends on the interplay between different intra- and intermolecular parameters.
Within the library of merocyanines intramolecular parameters, such as 𝜆𝑖, are mainly engineered
via different D/A combinations. Depending on their strength to push or pull electrons, bonds along
the connecting 𝜋-conjugated chain are tuned, possibly changing geometries from a polyenic to a
zwitterionic resonant form (Fig. 4.1a). When both resonant forms contribute equally to the geometry,
bond length alternation (BLA) is reduced to a minimum and the so-called cyanine limit is reached. In
order to quantify BLA, the parameter 𝑑𝐵𝐿𝐴 is introduced as the difference between the average of

single (𝑅𝑖𝑠𝑖𝑛𝑔𝑙𝑒) and double (𝑅 𝑗
𝑑𝑜𝑢𝑏𝑙𝑒

) bonds, and is given by 𝑑𝐵𝐿𝐴 =
∑
𝑖

𝑅
𝑖
𝑠𝑖𝑛𝑔𝑙𝑒

𝑁
−∑

𝑗

𝑅
𝑗

𝑑𝑜𝑢𝑏𝑙𝑒

𝑀
. Positive

values indicate a structure closer to the polyenic geometry, whereas negative values indicate a more
zwitterionic like structure.
The intermolecular parameters, e.g., 𝐽𝑖 𝑗 , are mainly changed via different lateral groups, that lead to
different packing motifs for the same molecular backbone. For example, small and rigid motifs allow
for antiparallel 1D card stacks, whereas with increasing size of lateral groups, the molecules start to
form slipped interconnected networks for 𝑅1,tbu-D1A1 (Fig. 4.1b).
The full library of different donor and acceptor combinations in Fig. 2.1 was screened first for the
D/A combination with minimized 𝜆𝑖 values by using the adiabatic four point method (see Eq. (3.24)).
In order to be able to do so optimized neutral and charged geometries were required. However, the
multiresonant structure of merocyanines challenges the correct description of ground and excited
states with standard quantum chemical approaches.[118–121] It has been shown that time-dependent
DFT (TD-DFT) overestimates transitions energies, due to the lack in DFT of differential correlation
energy between ground and excited states.[118, 122–125]

Equilibrium Structures and BLA Following the intuitive chemical nature of the D/A character and
resonant forms, constrained DFT (C-DFT)[52, 126] was applied in order to modulate the geometry
from the polyenic structure, via the cyanine limit to a zwitterionic structure, for the neutral ground
state. Within C-DFT different partial charges 𝛿 can be constraint over various molecular areas, while
optimizing the geometry. Partial positive charges were constraint over the donor (𝛿𝐷), in order to
mimic the electron pushing effect, and analogous partial negative charges were constrained over the
acceptor (𝛿𝐴) mimicking the electron withdrawing effect of the group, while maintaining neutrality
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Figure 4.1: Illustration of (a) Influence of donor-acceptor strengths on intramolecular properties and (b) influence
of the choice of lateral groups onto the intermolecular properties exemplary shown for 𝑅1,tbu-D1A1.

over the whole molecule. Different partial charges and constraint areas were tested and bond lengths
alternation patterns of such geometries were compared to experimental XRD data in the solid state.
These were found to be reproduced well with a constrain of 𝑞 = ±0.6𝑒. Therefore, C-DFT was
found to be an effective embedding method to correctly asses the neutral ground state structure and
consequently also the internal reorganization energies of merocyanines.

Internal Hole Reorganization Energies Overall smallest 𝜆𝑖 values were obtained for molecules
of with a combination of D1 and A1 ranging from 123 to 140 meV. Second smallest values were
obtained for a combination of D2 and A1 ranging around 167-179 meV. This puts merocyanines and
especially the ones of class D1A1 in direct competition with state-of the art organic semiconducting
oligoacenes, that are known for smallest calculated reorganization energies around 90 to 100 meV,[2]
making merocyanines promising candidates for CT in a first approach.
Minimal 𝜆𝑖 could be correlated with vanishing ΔBLA, that is defined as the difference between
𝑑𝐵𝐿𝐴 of the charged and neutral geometry, that coincides with structures closest to the cyanine limit
(Fig. 4.2a). A parabolic relationship was found for the variation of 𝛿𝐷/𝐴 and ΔBLA, reflecting the
gradual shift from neutral to zwitterionic structure as sketched in Fig. 4.2b and agreeing with previous
analysis of few merocyanines (D2A2 and D2A3) in literature.[12]
Besides C-DFT, the introduction of a solvent with a polarizable continuum model (PCM) was applied as
well, which lead to similar geometries and 𝜆𝑖 . However, choosing the best solvent is somewhat arbitrary
as opposed to the chemical intuition concerning the donor-acceptor nature of the merocyanines one
can follow in the C-DFT approach.
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Figure 4.2: (a) Change in 𝜆𝑖 and ΔBLA, exemplary for pyrl,tbu-D1A1 upon modulation of partial charges 𝛿 in
the neutral ground state. (b) Scheme of the neutral (grey and red) and charged (black) potential energy surfaces
(PESs). Multiple PESs of the neutral ground state mimic the shift from the polyenic to the zwitterionic structure
as induced by changing the partial charge 𝛿 in C-DFT, leading to different geometries, ΔBLA (green arrows),
vertical excitation energies (grey arrows) and thus different 𝜆𝑖 values.

External Hole Reorganization Energies Finally, it was also possible to apply C-DFT, in order to
estimate the outer reorganization energy from a model trimer by localizing a positive charge on the
central molecule of the trimer. From optimized structures with and without such localized charge,
the contribution of the two external molecules to 𝜆 was extracted to be 25 meV, which is in good
agreement with literature values for oligoacenes (1-10 meV) and disordered Alq3 (24 meV).[49, 53]

Kinetic Monte Carlo Simulations of charge-carrier mobility On the basis of minimal 𝜆𝑖 , classes
D1A1 and D2A1 were further investigated concerning their packing motifs, coupling integrals and
finally their hole charge mobilities via kinetic Monte Carlo simulations for the hopping regime. It was
gathered that merocyanines of D1A1, that pack in the solid in antiparallel-centrosymmetric dimers in
either a 1D columnar fashion (pyrl,tbu-D1A1) or in a 2D interconnected brickwork network of slightly
shifted molecules (nbu,tbu-D1A1) (Fig. 4.3a and b), afford highest charge mobilities of 2.075 cm2/Vs
and 1.936 cm2/Vs respectively along their high mobility axes within the framework of MLJ theory.
High mobility is achieved due to consecutive charge pathways available for charge transport via hops
either along the 1D column (pyrl,tbu-D1A1), with 𝐽𝑖 𝑗 values of 56 meV and 𝑘𝑀𝐿𝐽𝑖 𝑗 of 2.2 · 1013

𝑠
−1, or

along the interconnected 2D layer of slightly shifted molecules (nbu,tbu-D1A1), with 𝐽𝑖 𝑗 values of
35 meV and 𝑘𝑀𝐿𝐽𝑖 𝑗 of 9.0 · 1012

𝑠
−1 (Fig. 4.3a and b, black-blue dimers), leading to 1D and 2D transport

pathways (Fig. 4.3c and d). The slower hops of nbu,tbu- as compared to pyrl,tbu- are compensated by
a larger distance covered per hop, affording almost equal mobilities. The other molecules of the D1A1
family showed lower 𝜇 values, due to isolated dimers with high 𝐽𝑖 𝑗 , i.e., the absence of consecutive
charge transport pathways, as exemplary shown in Fig. 4.4a for hex,tbu-.
Molecules nbu,tbu-D2A1 pack in slightly slipped 1D columns similar to the packing of pyrl,tbu-D1A1
(Fig. 4.4b). However, 𝐽𝑖 𝑗 values of 11 and 16 meV along that columnar direction and 𝑘𝑀𝐿𝐽𝑖 𝑗 values
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Figure 4.3: Supercells of crystal structures, with a schematic view of possible charge transport pathways
from the central molecule (black) to those nearest neighbour molecules (blue and red) showing significant 𝐽𝑖 𝑗
(𝐽𝑖 𝑗 > 8 meV) (a and b) and 1000 kMC trajectories (each consisting of 105 steps) (c and d), for pyrl,tbu-D1A1
(a and c) and nbu,tbu-D1A1 (b and d).

one to two orders of magnitude smaller than for pyrl,tbu-D1A1, were not ideal within the frozen
crystal for fast charge transport. Consequently, 𝜇 was found to be one order of magnitude lower with
0.151 cm2/Vs. Nevertheless, the similarity in packing motif, as well as experimentally measured
highest mobilities for merocyanines of up to 2.34 cm2/Vs in single crystal organic field effect transistors
of nbu,tbu-D2A1 suggest this molecule to be a good organic semiconductor and the incongruence
between theory and experiment can be alleviated by including different disorder effects, such as
electrostatics and thermal motion, which will be discussed in the next chapter.

Figure 4.4: Supercells of crystal structures, with a schematic view of possible charge transport pathways from
the central molecule (black) to those nearest neighbour molecules (blue) showing significant 𝐽𝑖 𝑗 (𝐽𝑖 𝑗 > 11 meV)
for hex,tbu-D1A1 (a) and nbu,tbu-D2A1 (b).

28



4.2 Manuscript I

Overall, the correct assessment of the bond lengths alternation pattern and thus the internal reorganiza-
tion energy was possible via C-DFT. Consequently the D/A combination with lowest 𝜆𝑖 values, that are
competitive with state-of the art semiconducting oligoacenes, could be identified, suggesting classes
D1A1 and D2A1 as most promising candidates within the library of merocyanines. Furthermore,
the impact of different side groups by affecting the supra-molecular order and the directionality of
the charge transport was disclosed, allowing to draw clear structure-property relationships. Small
and rigid side groups (e.g., pyrrolidine ring) lead to columnar 1D assembling, resulting in highly
anisotropic charge transport pathways, while alkyl-based lateral chains (e.g., n-butyl chains) lead to
2D/3D-like structures, inducing a more isotropic charge diffusion. Either of these arrangements was
proposed to be beneficial for charge transport in merocyanine single crystals, and has been confirmed
by experimental measurements. Computed hole mobilities, suggest that molecules with a combination
of D1A1, especially pyrl,tbu- and nbu,tbu-D1A1, are able to overtake the experimental state-of-the-art
nbu,tbu-D2A1, with highest measured hole mobilities up to date. An increase in experimental mobility
of four orders of magnitude for nbu,tbu-D1A1 (10−7 to 10−3 cm2/Vs) has already been observed for a
series of thin films annealed at different temperatures. As an increase annealing temperature leads to
an increase in crystallinity (crystal size), one may speculate that mobilities of single crystal field effect
transistors for nbu,tbu-D1A1, might indeed be able to surpass values of nbu,tbu-D2A1.

4.2 Manuscript I

All of the computational analyses in publication I (N. Gildemeister, G. Ricci, L. Böhner, J. M. Neudörfl,
D. Hertel, F. Würthner, F. Negri, K. Meerholz, D. Fazzi, J. Mater. Chem. C 2021, 9, 10851-10864.)
were performed by me. I have written the initial draft of the manuscript and worked on the revision
with the co-authors.
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Understanding the structural and charge transport
property relationships for a variety of
merocyanine single-crystals: a bottom up
computational investigation†

Nora Gildemeister,a Gaetano Ricci,‡b Lukas Böhner,a Jörg M. Neudörfl,c

Dirk Hertel,a Frank Würthner, de Fabrizia Negri, *bf Klaus Meerholz*a and
Daniele Fazzi *a

Merocyanines consist of electronic donor (D) and acceptor (A) subunits connected via a methine bridge.

They are highly polar organic p-conjugated molecules investigated for their self-assembly and

optoelectronic properties. The accurate description of their structure–property relationships remains

challenging. We report a comprehensive analysis modelling intra- and inter-molecular charge transport

parameters for a library of merocyanines featuring different D/A combinations and lateral substituents.

We found that constrained DFT correctly assesses the molecular and electronic structure in single

crystals. The most effective charge transport pathways were identified and charge carrier mobilities were

computed. We analyzed a large variety of single crystals highlighting the impact of alkyl substituents and

casting conditions, drawing clear structure vs. charge transport relationships. Our modelling suggests

that hole transport is maximized when dipolar molecules are packed in slipped not centrosymmetric

pairs, arranged in 2D interconnected architectures. Computed and experimental charge mobilities for

single crystals are in good agreement.

1. Introduction

A remarkable aspect of p-conjugated molecular materials is the
possibility to tune their properties (e.g., electrical, optical,
magnetic) by manipulating their structure, from the single
molecule up to the supramolecular level. Prominent examples
belong to the class of dipolar p-conjugated molecules, in which

the absorption and emission spectra can be altered by changing
the donor (D) and acceptor (A) groups, or by inducing structural
reorganizations via thermal annealing or solvent casting
procedures. Amongst D/A conjugated systems,1 merocyanines
are one of the most studied compounds over the past four
decades.2 Their ability to tune the optical gap via chemical
and physical approaches made them good candidates for opto-
electronic applications.

Merocyanines were extensively investigated in various
applications, from textile colorants towards more high-tech
solutions.3 Pioneering works by Marder,4 Blanchard-Desce,5

Meerholz and Würthner6,7 paved the way towards their application
in the area of nonlinear optics,1,8 photorefractivity,6,9,10 solar cells
(OSC),11 and only recently organic field effect transistors (OFETs).
Initially, it was believed that merocyanines would be poor p-type
semiconductors due to their strong dipolar character.12,13 However,
over the last two decades, researchers were able to increase the
charge carrier mobility (m) of merocyanines by orders of magnitude
(10�5–2 cm2 V�1 s�1),14–16 approaching or even surpassing values
as high as those of gold-standard organic semiconductors, like
tetracene (2.4 cm2 V�1 s�1),17 TIPS-pentacene (5.0 cm2 V�1 s�1)18

and copper phthalocyanine (1.0 cm2 V�1 s�1).19 Even though
merocyanines have not reached the performance of archetype
p-type single crystalline molecular semiconductors (e.g., rubrene,
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Greinstr. 4-6, 50939 Köln, Germany. E-mail: klaus.meerholz@uni-koeln.de,

dfazzi@uni-koeln.de
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mB 40 cm2 V�1 s�1)20 yet, their highly tunable structural and opto-
electronic properties make them unique and versatile functional
materials.

In this regard, merocyanines represent the prototypical system
for understanding the role played by inter-molecular interactions
in affecting the supramolecular architecture. By modulating the
bulkiness of the side groups or the D/A units, crystals with
different molecular packing motifs were obtained, allowing to
correlate the structure with respect to, for instance, the exciton
and the charge transport properties.21–25 In particular for the field
of vacuum-processable organic solar cells, merocyanines are
among the best donor materials because they inherit high
absorptivity and in some cases (vide infra) good hole mobility at
rather small molecular size, as required for sublimation.26,27

Liess et al. demonstrated that moving from rigid/small to
flexible/large side groups for a given p-conjugated merocyanine,
the molecular packing varies from card- to slipped-stack
arrangements, strongly affecting the optical and charge transfer
properties. Card- and slipped-stack aggregates lead to H- and
J-exciton couplings, respectively, causing a blue- or red-shift of
the absorption band with respect to that of the monomer. Such
features were successfully exploited for ultranarrow bandwidth
organic photodiodes.28

Similarly, a modulation of the hole mobility by orders of
magnitude was achieved for poly-crystalline films28 by controlling
the casting conditions, ranging from 2.4 � 10�3 cm2 V�1 s�1 for
solution processed thin films up to 4.8–6.0� 10�1 cm2 V�1 s�1 for
vacuum-deposited layers.16

Supporting an earlier observation by Brückstürmer et al.,3 it was
found that it is not the high permanent dipole moment of
merocyanines limiting their charge-carrier (hole) mobility,
but rather the way they self-assemble in crystalline domains.29

Notably, in crystals characterized by moderate hole mobility
(m 4 0.05 cm2 V�1 s�1), individual merocyanines are organized
in one-dimensional (1D) columns or 2D brickwork-type
architectures. The latter allows the molecules to minimize their
steric interactions, by adopting a shifted anti-parallel dipole–dipole
configuration, and at the same time to maximize the electronic
overlap between neighbouring units, leading to efficient charge
percolation pathways.14 By optimizing the casting conditions to
form extended single-crystalline domains, the highest hole mobility
of a merocyanine was measured in a single-crystal Organic Field
Effect Transistor (SC-OFET), resulting in about 1 cm2 V�1 s�1.15

Despite a massive number of experimental investigations,
only limited computational studies aiming at understanding
the charge transport properties of merocyanines can be found
in literature. A prominent work was provided by Brückner
et al.30,31 By combining a variety of methods, encompassing
valence bond self-consistent field (VBSCF), density functional
theory (DFT), coupled-cluster (CC) and time-dependent
TD-DFT, they correlated the charge reorganization energies to
the molecular structure of few merocyanines. Their molecular
geometry can in fact be described as a linear combination of
two resonant forms, the polyenic (neutral) and the zwitterionic
(charge transfer) configurations.1 It was found that the intra-
molecular charge reorganization energy is minimized at the

cyanine limit, where both polyenic and zwitterionic configurations
are equally weighted in the description of the ground state
electronic structure, resulting in a geometry with a vanishing
bond length alternation (BLA).8

Such pioneering work30 remains, to the authors’ knowledge,
one of the few computational studies attempting to rationalize
the charge transport properties of merocyanines, though on the
basis of a single-molecule parameter. Despite its relevance, the
study does not report any mechanistic insights attempting to
describe the charge transport processes of merocyanines in
general, namely by modelling intra- and inter-molecular
mechanisms,32,33 and by comparing different crystal structures
in order to draw general structure–property relationships for
such class of highly dipolar organic materials.

Aiming at filling this gap in understanding, we performed a
comprehensive computational analysis evaluating both intra-
and inter-molecular charge transport parameters for an
extended library of merocyanines, altogether six families of
molecules were chosen to cover various combinations of D/A
groups. The systems were selected amongst the latest experimental
literature, reflecting merocyanines with optimized opto-electronic
properties.15,22,25,28 Inspired by the experimental work by Liess
et al.,28 within a given class of D/A units, different side groups
were also investigated (e.g., alkyl chains vs. saturated ring), thus
expanding the spectrum of the structures analysed.

We draw clear structure–property relationships, by connecting
the solid-state packing motifs with respect to their charge
diffusion pathways. Our findings support recent experimental
data reporting the highest single crystal hole mobility measured
so far (41 cm2 V�1 s�1) for a certain class of merocyanines.15

Furthermore, from our computational analysis an alternative class
of D/A merocyanine emerged as potential candidate for scoring
high (single-crystal) hole mobilities exceeding 1 cm2 V�1 s�1.

2. Computational methods

DFT calculations were performed using the range separated
hybrid functional oB97X-D3 and the polarized Pople split-
valence triple-zeta 6-311G** basis set with diffusion and
polarisation functions. Both gas phase and solvent calculations
were carried out, the latter within the polarizable continuum
model approach (PCM) considering as solvents: THF, chloroform,
acetone and DMSO. The constrained DFT (C-DFT) calculations
were performed by using the CAM-B3LYP functional with D3
dispersion and the 6-311G** basis set. Details concerning the
calculations and the codes used are reported in ESI.†

Neutral ground state calculations were performed at the
restricted DFT level, while calculations of the charged states were
performed at the spin-polarized unrestricted (UDFT) level. Charged
states were optimized both in gas and solvents environments.

Internal reorganization energies (li) were computed both via
the adiabatic potential approach (four points method) and by
evaluating the vibrational normal mode contributions via the
determination of the Huang–Rhys (HR) factors (for details see
ref. 34 and ESI†).
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Charge transfer integrals (Vij) were computed at the DFT
level (oB97X-D3/6-311G**) according to the dimer approach
and one-electron approximation, as reported in ref. 34 and 35.

Charge transfer rates (keT) were evaluated using the
semi-classical Marcus (1) and Marcus-Levich-Jortner (MLJ) (2)
formulations.34,36–39

The Marcus formula (1) reads:

keT ¼
2p
�h
Vij

2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT
p exp

� DG0 þ l
� �2
4lkBT

(1)

with Vij the coupling integrals, l the total reorganization energy
as the sum of the internal and external contributions (li + l0)
being l0 set to 0.05 eV if not explicitly computed, DG0 the Gibbs
free energy (set to zero for a homogeneous charge transfer
reaction, Mc + M0 $ M0 + Mc), kB the Boltzmann constant and T
the temperature. The MLJ formula (2) reads:

keT ¼
2p
�h
Vij

2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pl0þclassickBT

p (2)

X1
n¼0

expð�SeffÞ
Su
eff

u!
exp �ðDG

0 þ l0þclassic þ u�hoeffÞ2
4l0þclassickBT

� �� �

where the quantum description of the non-classical degrees of
freedom is represented by a single effective mode of frequency
(oeff) and associated HR factor (Seff) determined from the all set
of computed HR factors (see Table S16, ESI†). Following pre-
vious works34,39,40 the contributions below ca. 150–200 cm�1

were not included in the evaluation of oeff, because at room
temperature these frequency vibrations can be described to a
good approximation in classical terms and due to their possible
anharmonicity. The exceeding classical contributions were
summed to l0 and the total contribution reads l0+classic in (2).

Charge carrier mobilities (m) were computed via kinetic
Monte-Carlo (kMC) simulations considering both the Brownian
diffusion scheme (yielding the zero-field mobility(m0)) as well as
application of an external electric field E (yielding the field-
dependent mobility (m(E))), often in the theoretical context referred
to as time-of-flight (TOF) simulations due to the fact that in TOF
experiments the charge transport is measured in an essentially
empty density-of-states (DOS).12 m0 was determined by computing
the diffusion coefficient D with a set of kMC simulations.39,40 An
approximately linear dependence of the mean square displacement
(MSD) of the charge h[r(t) � r(0)]i2 as a function of time t was
obtained by averaging over the subsets of 1000 kMC trajectories.
The diffusion coefficient D was obtained from the fitted linear
dependence of MSD employing the Einstein’s eqn (3):

D ¼ lim
t!1

MSD

6t

� �
(3)

The charge mobility was obtained by the Einstein–Smolu-
chowski’s eqn (4):

m ¼ eD

kBT
(4)

In the presence of an electric field, m(E) was computed via
eqn (5) by applying an electric field E of magnitude 105 V cm�1

(voltage of 1 Volt applied on a film with a thickness of 100 nm,
i.e. corresponding to typical experimental conditions):

m ¼ df

tE
(5)

where df is the distance traveled by the charge in the direction
of the applied electric field, and t is the time required to travel
the distance df. For specific details about the kMC scheme we
refer to ref. 40. kMC charge propagations were performed for a
temperature of 300 K, and each trajectory consisted of 105

steps. For the Brownian simulations five subsets of 1000
trajectories each, were run. The field vector for computing
m(E) was rotated in steps of 151 in the planes perpendicular to
the three crystallographic unit cell vectors, respectively. For
each step, 100 trajectories were run, and the distance traveled
by the charge in the field direction was set to 0.005 cm.

3. Results and discussion
3.1. Equilibrium structures and BLA

Fig. 1 shows the chemical structures of the donor (D) and
acceptor (A) units investigated in this work. The molecular
library is divided into classes, depending on the D/A combinations
defining the p-conjugated backbone, namely D1A1, D1A2, D1A3,
D2A1, D2A2 and D2A3. The donor and acceptor groups are
the following: D1 – 2-amino-thiophene, D2 – 1-butyl-3,3-dimethy-
lindolin-2-ylidene (‘Fischer base’), A1 – 2-(4-alkylthiazol-2(3H)-
ylidene)malonitrile, A2 – 1,4-dialkyl-3-cyano-6-hydroxy-2pyridone
and A3 – 2-(3-oxo-2,3-dihydro-1H-inden-1-ylidene)malonitrile.

The electron donating strength of the donor groups follows
the order D1 4 D2, while for the withdrawing scale of the
acceptors it is A1 4 A2 4 A3. As verified experimentally, the
D1A1 combination features the strongest internal charge-
transfer contribution (largest dipole moment) amongst all.3

Fig. 1 Molecular structures of the donor and acceptor units constituting
the library of merocyanines investigated in the current work. Details of the
various side chains and heteroatoms characterising the D and A units are
reported at the bottom.
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The ground state electronic structure and equilibrium
geometry of each merocyanine are determined by the weights
of the polyenic (neutral) and zwitterionic (charge transfer)
forms (see Scheme 1 for D1A1).30,41,42

The polyenic vs. zwitterionic equilibrium depends on the
strength of the D/A groups, on the length of the p-conjugated
bridge, and on the environment surrounding the molecule.1,2,8

Strong D/A units or polar solvents shift the equilibrium towards
the zwitterionic form, leading to an intra-molecular charge
transfer. Because of such interplay between the resonant forms,
the correct description of both ground and excited state
structures challenges the majority of standard quantum
chemical approaches.43–45

It has been shown that for the excited states analysis, time-
dependent DFT (TD-DFT) largely overestimates the transition
energies, a feature that can be traced back to the lack in DFT of
the differential correlation energy between the ground and the
excited states.43,46–49 Double-hybrid functionals (e.g., B2PLYP)
seem not to solve the problem, though improving the description
of the excited states.50,51 Remarkable results have been obtained
by treating the electron correlation effects via quantum
Monte Carlo (QMC), Coupled Cluster (CC)46 or Bethe-Salpeter
GW (GW/BSE) methods.52

Aiming at an efficient and accurate computational scheme
to describe the ground state structure of merocyanines (generally,
high dipolar molecules), and recalling the intuitive chemical
notion of resonant forms, we used the constrained-DFT (C-DFT)
method to optimize the geometry of each molecule, while certain
electronic constraints (i.e., partial charges, d) are applied. C-DFT
can be seen as an effective approach to embed external electronic
or magnetic perturbations into the electronic structure of a
system.53

For each merocyanine we tuned the electronic partial
charges, as localized on D (dD) and A (dA) groups, to mimic
the polyenic vs. zwitterionic forms, and for each dD/A value we
optimized the corresponding geometry. The polyenic form is
thus characterized by dD = dA = 0q, while the zwitterionic by dD =
+1.0q and dA = �1.0q (q is the electronic charge). In such
partitioning scheme, the cyanine limit would be represented
by dD = +0.5q and dA = �0.5q. Intermediate values for dD/dA lead
to differently weighted polyenic vs. zwitterionic forms.

For each class of merocyanine we tuned the partial charges
by �0.1q ranging from 0.0q to �1.0q, and we selected the
optimized geometries that best reproduce the experimental BLAs,
as derived from XRD single crystal diffraction measurements

(XRD, see Table S1 and Fig. S2, ESI† for a comparison between
C-DFT BLA patterns by changing dD/A). Low dD/A values (0.1 r
dD/A r 0.4q) lead to polyenic-like BLA, while high dD/A values
(0.7 r dD/A r 1.0q) lead to zwitterionic-like patterns.

In Fig. 2 are reported the comparisons between the C-DFT
(dD/A =�0.6q), DFT (gas phase) and XRD BLA patterns (see bond
numbering) for two representative classes of our library,
namely D1A1 and D2A1.

For both merocyanines, the C-DFT structures overlap the
experimental ones for almost all bonds by using a dD/A = �0.6q,
thus reflecting a weak zwitterionic character. Slight deviations
can be observed at the extremes (e.g., bonds R1 and R2 for D1A1,
and bond R1 for D2A1), being those bonds close to the domains
defining the constraints (see details Fig. S1 and S3, ESI†).

The standard DFT calculation (gas phase), in which both a
range-separated functional (oB97X-D3) and a double hybrid
functional (B2PLYP) (see Table S3 and Fig. S3, ESI†) were
considered to minimize the effects of electron delocalization
and self interaction error, largely overestimate the BLA with a
pronounced zigzag pattern over all the conjugated path.
Notably, D1A1 and D2A1 experimental structures are characterized
by an almost vanishing BLA in the central part of the molecule
(bonds R5–R6–R7 for D1A1 and R2–R3–R4 for D2A1). This is a
crucial structural feature, documenting the balanced polyenic vs.
zwitterionic linear combination in determining a quasi-cyanine
structure.

Focusing on the central bonds for each molecule (e.g., R5, R6

for D1A1 and R2, R3, R4 for D2A1), and defining a BLA para-
meter (dBLA) as the difference between single- and double-
like bonds (e.g., dBLA = R5–R6 for D1A1 and R3 � (R2 + R4)/2 for
D2A1),54 it can be seen that for dBLA 4 0 a polyenic form would
be the prevalent resonance structure, while for dBLA o 0 a
zwitterionic one. Same considerations can be drawn by defining
the dBLA as the difference between the average of single and

double bonds dBLA ¼
P
i

ðRi
singleÞ=N �

P
j

ðRj
doubleÞ=M

 !
(see

Table S1, ESI†).
Scheme 1 Polyenic and zwitterionic resonant forms for a representative
merocyanine of our study, namely D1A1.

Fig. 2 Chemical structures and BLA paths (as defined by bond numbering)
for nbu-D1A1 (left) and nbu-D2A1 (right) merocyanine – upper panels (nbu-
D1A1, known also as HB238).3 Bond lengths (Å) from XRD data (red lines),
DFT (oB97X-D3/6-311G**, gas phase, blue lines), C-DFT (CAM-B3LYP-D3/
6-311G**, gas phase, black lines, dD/A = �0.6q) and DFT (oB97X-D3/6-
311G**/PCM(DMSO), green lines) calculations – bottom panels.
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In Table 1 are reported the experimental and computed dBLA.
In some cases, as for D1A1, D2A1 and D2A3 multiple side
chains were considered, resulting in different single crystal
structures. With exception of D2A3, all merocyanines present a
dBLA close to zero or negative, showing a quasi-cyanine resonant
structure slightly unbalanced towards the zwitterionic form.

In the C-DFT scheme dBLA is affected by the choice of dD/A:
for example, for pyrl-D1A1 (see Table S1, ESI†) dBLA varies from
0.064 Å with dD/A = �0.1q, to �0.076 Å with dD/A = �1.0q.
On average, optimized C-DFT structures with dD/A = �0.6q lead
to dBLA in good agreement with the experimental data. Small
deviations were observed for those cases where dBLA is almost
zero. For such cases, best BLAs could be obtained by partial
charges ranging from �0.5q to �0.7q (see Table S1 and Fig. S3,
ESI†).

Notably, by analysing the experimental dBLA, we can observe
that within a single class, such as D1A1, there is a variation of
circa |0.020| Å just by changing the side groups. Rigid groups
(e.g., pyrrolidine, pyrl-D1A1) or floppy lateral chains (e.g.,
n-hexyl, nhex-D1A1), affect in different ways the molecular
packing (vide infra) causing changes in the mutual polarization
amongst molecules. Such effect shifts the polyenic vs. zwitter-
ionic equilibrium and consequently affects the molecular
geometry.

Generally, the unit D1 induces negative dBLA, approaching
the cyanine limit for D1A1.2 The D2 unit results in more
positive dBLA than for D1 (see D2A3), showing a more
pronounced neutral character,29 in line with the reduced
strength of the donor unit.

Gas phase DFT calculations overestimate the BLA, leading to
positive dBLA for all compounds (see Table 1).

As documented in literature,6,30,41 the polyenic vs. zwitter-
ionic forms are affected by solvent/environment effects, and
they can be described by a polarizable continuum method
(PCM). For the sake of completeness we compared in Table 1
the computed dBLA as derived from DFT/PCM calculations with
respect to C-DFT (dD/A = �0.6q) and DFT(gas) data.

Within DFT/PCM we considered four solvents with increasing
dielectric constants (see ESI,† Table S3), namely chloroform (e =
4.71), tetrahydrofuran (THF, e = 7.43), acetone (e = 20.50) and
dimethylsulfoxide (DMSO, e = 46.83), as previously documented
for some merocyanines (e.g., D2A2 and nbu-D2A3).30 DMSO
is usually reported in literature as the solvent that best
approximates the polar environment in the solid state.30,54

The computed DFT/PCM dBLA show a better match with the
experimental values than the DFT(gas) calculations. The dBLA

values (see Table 1 and Table S3, ESI†) show the following
trend: dBLA becomes negative by increasing the solvent polarity,
reflecting an internal charge transfer and favouring the zwitter-
ionic form. For some cases (e.g., D1A1), dBLA switches from
positive to negative values by increasing e, showing a polyenic
to zwitterionic variation of the structure. Focussing on pyrl-
D1A1, dBLA is varying from 0.007 Å (THF) to �0.015 Å (DMSO).
The experimental dBLA (�0.009 Å) would be better caught by
acetone (�0.011 Å).

In general, we found that the best match with the experimental
data can be achieved either with acetone or DMSO (high e), for
instance for the D1A1 class, or with chloroform (low e) as for the
case of D2A3 class (Table 1 and Table S3, ESI†). Unless the
dielectric constants of the crystals are known, it appears to be
difficult to suggest a unique value of e to get a reliable and general
description of dBLA in the solid state. Unambiguously, DFT/PCM
improves the description of the BLA pattern with respect to
DFT(gas) calculations, and the use of solvents with high e leads
towards cyanine- or zwitterionic-like structures.

Based on the above comparisons, we suggest C-DFT as an
alternative embedding method to describe the structure and
BLA of highly polar molecules in the solid state, providing
results that are in good agreement with experimental XRD data.

The correct prediction of the ground state BLA plays a crucial
role in the quantitative evaluation of the charge reorganization
energy, as reported in the next session.

3.2. Internal hole reorganization energies: a single molecule
approach

Merocyanines are p-type semiconductors, therefore the charge
carriers to be considered are holes. Generally, a small (o150 meV)
hole internal reorganization energy (lh

i ) is one of the prerequisites
for good charge transport. The internal contribution to lh

i was
evaluated via the adiabatic potential method, by following three
single-molecule based strategies to describe the structure of the
neutral and charged states.

For strategy (i) both neutral and charged states were
described by gas phase DFT and (U)DFT calculations; for (ii)
the neutral state was described by gas phase C-DFT and the
charged by (U)DFT; for (iii) both neutral and charged states
were modelled by DFT/ and (U)DFT/PCM.

As discussed previously, the BLA pattern is strongly affected
by the choice of the environment or, in C-DFT, by the values of
the constrained partial charges. Therefore, the effect of such
approaches is, primarily, to displace the potential energy surface
(PES) of the neutral ground state from a polyenic to a cyanine- or
zwitterionic-like region. As a consequence, strategies (i–iii)

Table 1 dBLA (Å) values as derived from XRD data, DFT (oB97X-D3/6-
311G**, gas), C-DFT (CAM-B3LYP-D3/6-311G**, dD/A = �0.6q) and DFT/
PCM (oB97X-D3/6-311G**, DMSO). For nbu-D1A1 (i.e., HB238)3 four
different polymorphs (nbu-P1/P4) were considered (see Section 4 for
details)

Class Side chain XRD DFT (gas) C-DFT (gas) DFT/PCM (DMSO)

D1A1 pyrl �0.009 0.038 �0.010 �0.015
et/bu �0.012 0.039 �0.010 �0.013
nbu-P1 �0.003 0.038 �0.010 �0.013
nbu-P2 �0.010
nbu-P3 �0.023
nbu-P4 �0.013
nhex �0.017 0.039 �0.010 �0.013

D1A2 nhex/mePh �0.016 0.016 �0.025 �0.018
D1A3 et �0.017 0.017 �0.028 �0.011
D2A1 nhex �0.002 0.054 0.003 �0.007

nbu 0.001 0.047 0.002 �0.008
D2A2 me/nbu �0.003 0.039 0.004 0.005
D2A3 nbu(C(CH3)2) 0.014 0.030 �0.008 0.006

nbu(O) 0.005 0.033 �0.014 0.003
nbu(S) 0.002 0.030 �0.018 0.001
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should result in very different internal reorganization energies, given
the different energy projections on the neutral and charged PESs.

Table 2 reports the computed lh
i by comparing strategies (i–iii).

Differences amongst lh
i follow the differences in the neutral

ground state BLAs (see Table 1).
DFT(gas) predicts higher (positive) dBLA than C-DFT or DFT/

PCM (see Table 1), resulting in high reorganization energies.
In fact, DFT(gas) structures are characterized by pronounced
BLA in the neutral state (polyenic form) being far from the
experimental solid state structures. Upon charging, BLA reverses
(see dBLA for the charged state in Tables S2 and S5, ESI†), overall
resulting in high lh

i . Such observation is remarkable, pointing
out the importance of predicting the correct neutral ground state
geometry of merocyanines, due to its impact on the internal
charge reorganization energy.

By exploring solvent effects we found that different dielectric
constants e (e.g., THF, chloroform, acetone, DMSO) lead to
different dBLA (Table S3, ESI†), however reflecting similar
reorganization energies. For pyrl-D1A1 the computed DFT/
PCM lh

i values are: 189 meV (THF), 202 meV (chloroform),
184 meV (acetone) and 185 meV (DMSO). A factor of six in e
(7.43 for THF vs. 46.83 for DMSO) leads to similar lh

i , though
representing different polarizable environments. Within DFT/
PCM caution should be taken in the choice of the dielectric
constant to be used in the calculation of the neutral ground
state structure and reorganization energy.

The class D1A1 shows the lowest lh
i (140–123 meV) followed by

D2A1 (177 meV) at the C-DFT level, the latter being the merocya-
nine with the highest hole mobility (m = 0.11–2.34 cm2 V�1 s�1)
reported in literature.15 Within the validity of the Marcus theory
(vide infra) our C-DFT calculations would suggest class D1A1 as a
good candidate for OFET applications as well, showing hole
reorganization energy as low as the state-of-the-art D2A1. At the
DFT/PCM level the situation is slightly different: D2A1 shows
the lowest lh

i (157 meV), while D1A1 shows a lh
i few meV higher

(192–185 meV). However, such difference would not affect the
charge transport properties in a relevant way.

Classes D1A3 and D2A3 show the highest lh
i at the C-DFT

level, suggesting A3 unit as an unfavourable choice for the
minimization of the reorganization energy.

Gas phase DFT values would suggest an opposite trend than
C-DFT or DFT/PCM, leading to very large lh

i values for D1A1 and
D2A1 (366–358 meV and 439–405 meV). For such reasons,
obviously these data are largely overestimated and not
representative of the real structural changes occurring upon
charging the molecules.

To show the impact of the structural relaxations in affecting
the charge reorganization energy of merocyanines, we
correlated lh

i with the variation of dBLA upon charging (DdBLA =
dNEUTRAL

BLA � dCHARGED
BLA ). Furthermore, for a representative case

study, such as pyrl-D1A1, we calculated lh
i for different values of

the constrained partial charges (dD/A). Results are collected in
Fig. 3.

The parabolic relationship obtained for the C-DFT study by
varying dD/A, see red dots in Fig. 3b, reflects the gradual shift of
the neutral ground state geometry from the polyenic (d = 0.2q)
to the zwitterionic (d = 0.8q) structure, crossing the cyanine
region where ideally DdBLA would be close to zero (d B 0.6q)
(Fig. 3a). The lowest reorganization energy was obtained for
those molecules whose structure in the neutral state is close to
the cyanine limit. Class D1A1 shows the lowest C-DFT
reorganization energy (see purple dots and circle in Fig. 3b),
minimizing amongst all other classes the DdBLA due to its
cyanine-like neutral ground state structure (Table 1)

Our C-DFT approach well matches previous findings (VBSCF
and DFT(B3LYP/cc-pVTZ)/PCM calculations),30 reporting the
minimization of the reorganization energy at the cyanine limit.

3.3. Internal and external hole reorganization energy: a
supramolecular approach

As described in Marcus theory, the total charge reorganization
energy (l) is the sum of the internal (li) and external (l0)
contributions, the latter resulting from the dynamical response
of the environment upon charge transfer.35 The correct evaluation
of l0 would encompass either quantum electrodynamic
approaches or quantum mechanical molecular mechanics (QM/
MM) methods. Most of the time, and for practical reasons, l0 is

Table 2 Internal hole reorganization energies (lh
i , meV) as computed at

the DFT (oB97X-D3/6-311G**, gas), C-DFT (CAM-B3LYP-D3/6-311G**,
dD/A = �0.6q) and DFT/PCM (DMSO) levels

Class Side chain (i) DFT (gas) (ii) C-DFT (gas)
(iii) DFT/PCM
(DMSO)

D1A1 pyrl 358 127 185
et/bu 361 140 192
nbu 355 126 188
nhex 366 123 192

D1A2 nhex/mePh 269 221 213
D1A3 et 256 278 221
D2A1 nhex 405 177 157

nbu 439 177 157
D2A2 me/nbu 281 237 156
D2A3 nbu 190 266 163

nbu(O) 241 252 173
nbu(S) 221 262 183

Fig. 3 (Panel a) Scheme of the potential energy profiles (PEPs) for the
neutral and charged states. Multiple PEPs for the neutral ground state
mimicking the shift from the polyenic to the zwitterionic structure, as
induced by changing d in the C-DFT scheme. Vertical arrows sketch the
projections on the charged PEP, leading to different final lh

i . (Panel b)
C-DFT (CAM-B3LYP-D3/6-311G**) lh

i for all classes (D1A1 purple, D1A2
green, D1A3 cyan, D2A1 orange, D2A2 yellow, D2A3 blue) as a function of
DdBLA. In red the computed C-DFT lh

i for pyrl-D1A1 by changing dD/A. The
cases for d = 0.2, 0.4 and 0.8q are given for clarity.
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computed via continuum approaches55 or it is considered as an
empirical parameter ranging from 0.001 to 0.010 eV. Works by
Norton et al.56 and McMahon et al.57 on oligoacenes, reported that
the majority of the polarization effects induced by a localised
charge, involve the first nearest neighbour molecules.58

Inspired by such studies, though aiming at simpler and
feasible schemes, we introduced a supramolecular approach
combined with the C-DFT method to evaluate both the internal
and the external contributions to the reorganization energy. We
choose as a prototype case-study for the class of merocyanines
pyrl-D1A1, given its low lh

i (C-DFT, 127 meV) and its simple
crystal structure (i.e., 1D columns of packed anti-parallel
molecules, Fig. 4, vide infra). We extracted a minimal cluster
(i.e., three molecules, M1M2M3) from the crystal structure and
we optimized the neutral ground state at the DFT level
(CAM-B3LYP-D3/6-311G**), by comparing the given BLA
patterns for M1, M2 and M3 with the experimental single crystal
data, as reported in Fig. 4. We found that the external
molecules M1 and M3 are enough to polarize the electronic
structure of the central one (M2), whose geometry – in turn –
relaxes, matching the XRD data (see Fig. 4b). This aspect shows
that a minimal cluster like M1M2M3 can reasonably catch the
polarization and inter-molecular effects surrounding M2, as
occurring in the crystal.

Further, we localized a positive charge (+1q) on M2 and
re-optimized the geometry of the entire cluster at the C-DFT
level. In such way, by comparing the charged cluster
(M1M2+M3) with respect to the neutral one (M1M2M3, see
Fig. 4c) we could estimate lh

i and lh
0 via simple single point

energy calculations. Precisely, lh
i was computed by extracting

the central molecule from the neutral (M1M2M3) and charged
(M1M2+M3) clusters respectively, and by performing four-
single-point calculations for the M2 and M2+ geometry
projections. lh

0 was approximated as the energy contribution
coming from the structural deformations and polarizations
occurring on M1 and M3 upon charge localization on M2
(see Fig. 4c).

With such simple C-DFT supramolecular approach the
computed lh

i and lh
0 for pyrl-D1A1 resulted to be 90 and

25 meV, respectively. lh
i found with the supramolecular

approach is lower than that derived with the single molecule
approach (Table 2), regardless C-DFT (127 meV) or DFT/PCM
(185 meV) methods are considered. There are no experimental
data to corroborate our findings, however the good match
between the experimental BLAs and the C-DFT approaches
(both single molecule and supramolecular) indirectly suggests
that reasonable values for the hole internal reorganization
energy of pyrl-D1A1 should lie between 90 and 130 meV.

The computed value for the lh
0 contribution is in very good

agreement with literature data as derived from crystalline
oligoacenes (1–10 meV) or disorder organic semiconductors
(e.g., Alq3, 24 meV).35,57

The C-DFT single molecule and supramolecular approaches
here proposed are both valuable tools to derive the structure
and the reorganization energy of push–pull dyes in the
solid state.

3.4. Electronic couplings analysis for D1A1 and D2A1 single
crystals

To understand the role played by different supramolecular
architectures on the charge transport properties in merocyanine
single crystals, we modelled the hole transfer processes via a
combined use of electron transfer theories and kMC simulations
(see Computational methods, eqn (1)–(5) and Tables S6–S12,
ESI†).37,59–61

Firstly, we focused the analysis on the class D1A1, because
these merocyanines feature one of the lowest hole reorganization
energy (see Table 2 and Fig. 3), potentially leading to high hole
mobilities. Further, we considered D2A1 as it shows the highest
hole mobility measured on a single crystal OFET (0.11 up to
2.34 cm2 V�1 s�1).15 Crystal structures are available in the
literature,28 as well as additional ones were determined in the
current work.

The crystal structures we considered involve D1A1 featuring
different side groups, namely pyrrolidone ring (pyrl-), ethyl/
butyl alkyl chains (et/bu-), and n-hexyl (nhex-).28 For the case of
n-butyl chains (nbu-D1A1, reported also under the name
HB238)3 three polymorphic crystals (Pn) were here studied
and derived by changing the casting solvent (see Table S3,
ESI†) or the XRD temperature.28 Such polymorphs were labeled
as: (i) nbu-P1, obtained from chloroform and XRD at room
temperature; (ii) nbu-P2, like nbu-P1 but XRD at low temperature
(100 K); (iii) nbu-P3, from mesitylene and XRD at 100 K. A fourth
polymorph of nbu-D1A1 was already reported by Liess et al.,28

here named nbu-P4-D1A1. We focused the analysis on the new
found polymorphs (P1–P3), details concerning the coupling
integrals, the computed charge trajectories and mobilities for
P4 are included in the ESI† (see Table S17, ESI†). An overview of
all nbu-Pn-D1A1 polymorphs is reported in Fig. 5.

The impact different polymorphs might have in affecting the
charge transport properties becomes clear from Fig. 5. We can
speculate that, by considering a typical OFET architecture with
the substrate set along the c-axis (Fig. 5, blue axis) and the

Fig. 4 (a) pyrl-D1A1 crystal structure on the ac crystallographic plane.
(b) Comparison between the BLA patterns for M1/M3 (black) and M2
(light blue) as computed for the neutral cluster (M1M2M3) at the CAM-
B3LYP-D3/6-311G** level and the XRD experimental data (red). (c) Scheme
for the origin and calculation of lh

0.
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molecules lying according to an edge-on configuration, the
charge carrier mobility would differ depending on the polymorph
constituting the thin film. Presumably, nbu-P3-D1A1 would be the
case amongst all with the most favorable charge transport,
featuring molecules with a nearly perfect edge-on orientation with
respect to the substrate (see bc-plane Fig. 5).

Overall, we modelled the charge transport for seven crystals
belonging to the D1A1 class, precisely: pyrl-, et/bu-, nbu-P1, nbu-P2,
nbu-P3-, nbu-P4 and nhex-D1A1. Experimental data on the charge
mobility of D1A1 are only available for amorphous and poly-
crystalline thin films, whereas investigations on single crystals do
not yet exist. To check the quality of our computational approach
and quantitatively compare the computed charge mobility with
experimental data, we modelled the charge transport also for the

D2A1 class, where SC-OFET measurements exist, yielding to the
highest mobility for merocyanines (average value 0.87 cm2 V�1 s�1).15

3.4.1. D1A1 class. The bulkiness and flexibility of the side
groups have a remarkable impact on the molecular packing of
merocyanines.29 Due to the high dipole moment (B10–15 D),
all molecules tend to assemble in anti-parallel configurations,
however the steric hindrance induced by the lateral groups can
cause shifts/rotations of the molecular planes, resulting in
packing structures which are far from the ideal centro-
symmetric geometry. This is the case for the asymmetric (et/bu-)
or symmetric (nbu- and nhex-) alkyl chains, given their major
flexibility and steric hindrance in contrast to the rigid
pyrl-group.21 et/bu- and nhex-crystals are characterised by slipped
or rotated columns. On the contrary, pyrl- induces a tight centro-
symmetric packing of the molecules, leading to crystals made by
quasi 1D columns (see Fig. 6a and Fig. S4, ESI†).14,22

Given such variability, the D1A1 class shows a wide spectrum
of possible crystals, spanning from 1D columns (pyrl-D1A1) to
2D brickwork-type packing (nbu-P3-D1A1), representing an ideal
case-study to correlate the structure to the charge transport
properties for single crystals.

Different packing motifs and dimers featuring significant elec-
tronic coupling integrals (i.e., Vij 4 10 meV) are shown in Fig. 6.
Table 3 collects the computed coupling integrals, transfer rates keT

and hole mobility m (vide infra) for D1A1 and D2A1 classes.
pyrl-D1A1 crystal is characterised by 1D columns with

high intra-column and weak inter-column interactions

Fig. 5 Crystal structures (supercell) of nbu-Pn-D1A1 polymorphs as
obtained in the current work, namely (a) nbu-P1- (chloroform, XRD at
room temperature), (b) nbu-P2- (chloroform, XRD at 100 K), (c) nbu-P3-
D1A1 (mesitylene, XRD at 100K); (d) nbu-P4-D1A1 as reported in ref. 28.

Fig. 6 Supercells of the crystal structures for D1A1 (a–f) and D2A1 (g) classes. For each crystal (a – pyrl-, b – et/bu-, c – nhex-, d – nbu-P1-, e – nbu-P2-,
f – nbu-P3-D1A1, g – nbu-D2A1) is reported a schematic view of the charge pathways from the central molecule (black) to those nearest neighbor
molecules (red) showing large Vij (Vij 4 10 meV). For nbu-P2- and nbu-P1-D1A1 crystals (d and e), the molecule highlighted in blue represents, together
with the black one, dimer B (see text), namely the inter-column coupling (see text). Letters (A, A0 and B) label non-equivalent nearest neighbor dimers.
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(see Fig. 6a and Fig. S4, ESI†). The intra-column coupling
(dimer A, central molecule in black, nearest neighbor in red,
Fig. 6) is 56 meV (see Table 3). The inter-column couplings are
very low (o2 meV, see Table S6, ESI†). From here, we can
already state the charge percolation pathway will mainly occur
within single columns (Fig. 6a), rather than from one column to
the other, therefore, it is expected to be highly anisotropic (1D).

In the case of et/bu-D1A1, molecules organize in a brickwork
type arrangement, along which the couplings are moderate
(Vij = 18 and 14 meV, see the two dimers A and A0 Fig. 6b and
Table 3). Vij of the remaining nearest neighbor pairs are below
6 meV (see Table S7, ESI†). The main percolation pathway will
occur in a 2D zigzag pattern. Long alkyl chains as in nhex-D1A1
cause a sliding between p–p stacked molecules, leading to
isolated dimers, with Vij of 23 meV (see dimer A in Fig. 6c and
Table 3). All other couplings are below 8 meV (see Table S8,
ESI†).

From such analysis we can infer that there is not a smooth
and continuous pathway for the charge transport in nhex-D1A1
single crystal. The charge will reside on dimer A for several hops
before it will advance further along other nearest neighbors.
Such temporary trapping will globally decrease the charge
mobility, as was previously shown for some perylene bis-imide
derivatives.39,62

Quite different than et/bu- and nhex-is the symmetric nbu-
D1A1 species (HB238). For both nbu-P1 and nbu-P2 crystals, the
molecules are rotated by 901 forming a quasi 1D column to best
accommodate the lateral chains (see Fig. 6d and e). The
couplings within a column are rather similar for both crystals,
being 15 and 20 meV for nbu-P2 (dimers A and A0, Fig. 6e and
Table 3), and 14 meV for nbu-P1 (dimer A, Fig. 6d and Table 3).

The two crystals however show a different distance between
neighboring columns, resulting in different inter-columnar
couplings. Such interaction is represented by dimer B
(see black–blue molecular pair, Fig. 6d and e).

For nbu-P2, dimer B has a higher Vij (50 meV) than in nbu-P1
(10 meV). The reason for that is because the overlap between
the two molecules (Fig. 6d and e) is higher in nbu-P2 than
nbu-P1.

The charge transport in nbu-P2 single crystal should therefore
occur via alternating jumps between and within the columns,
forming an interconnected 2D network. In nbu-P1 instead the
inter-column coupling (dimer B, Vij = 10 meV) is comparable to
the intra-column one (dimer A, Vij = 14 meV), possibly leading to
a charge transport that would be more isotropic than nbu-P2.

For the third crystal polymorph of nbu-species (i.e., nbu-P3-
D1A1), molecules form layers of anti-parallel shifted dimers
with molecular planes rotated by circa 451 (see Fig. 6f).
The highest coupling (dimer A, Vij = 35 meV) is lower than that
of nbu-P2 (Table 3). All remaining couplings are below 8 meV
(see Table S11, ESI†). Based on such analysis, the most
probable charge percolation pathway for nbu-P3 will be along
shifted molecules, forming a 2D brickwork pattern. The fourth
polymorph nbu-P4-D1A1 shows the highest coupling similar to
P3 (Vij = 36 meV, see Table S17, ESI†).

3.4.2. D2A1 class. D2A1 class shows overall lower Vij than
D1A1, with the highest values of 11 and 16 meV for shifted anti-
parallel dimers, in agreement with previous investigations.15

Such dimers form 1D columns similarly to pyrl-D1A1 (see
Fig. 6g and Table 3). Due to the presence of n-butyl alkyl chains
the molecules are more displaced than pyrl-D1A1, forming a
quasi-2D brickwork-like arrangement (even though less pronounced
as in the case of nbu-P3 or et/bu-D1A1). All other remaining
couplings are below 4 meV (see Table S12, ESI†).

3.5. Kinetic Monte Carlo simulations of charge-carrier
mobility

The analysis of the electronic couplings for different merocyanine
single crystals suggests peculiar charge transport directions
depending on the supramolecular architecture. Therefore,
we evaluated the hole transport by computing the transfer
rates keT and the charge carrier mobilities (both m0 and m(E)) via
kinetic Monte-Carlo (kMC) simulations (see Computational
Methods).

3.5.1. Zero-field mobility (l0): D1A1 class. For pyrl-D1A1
the highest keT (2.2 � 1013 s�1) is intra-column, exceeding by
three orders of magnitude the inter-columnar transfer rate
(3.3 � 1010 s�1) (see Table S6, ESI†). The charge transport is
anisotropic (1D) as evident from the kMC trajectories in Fig. 7a,
leading to m0 = 0.718 cm2 V�1 s�1 along the a-axis.

The transfer rates for nhex-D1A1 and et/bu-D1A1 crystals is
an order of magnitude (B1012 s�1) lower than pyrl-D1A1.
Furthermore, in nhex-D1A1 during the kMC charge propagation,
the charge resides on dimer A for several hops, as all other
possible transfers show kinetic constants one order of magni-
tude lower (see Table S8, ESI†). This trapping effect reduces the
final diffusion length of the charge, hence the mobility.39,62

Table 3 Computed (oB97X-D3/6-311G**) charge transfer integrals (Vij, meV),
centre of mass (CoM, Å), and transfer rates (keT – Marcus theory, s�1), for
each dimer belonging to the D1A1 and D2A1 class. Computed charge
mobilities (averaged values, i.e. 1/3Tr(l) with l the mobility tensor)
evaluated by assuming a Brownian diffusion mechanisms via the Einstein–
Smoluchowski equation (m0, cm2 V�1 s�1), and an application of an electric
field (m(E), cm2 V�1 s�1, E = 105 V cm�1). The MLJ approach was adopted for
the calculation of the final charge mobilities

Dimer
|Vij|
(meV)

CoM
(Å)

keT

(s�1)

m0

(cm2 V�1 s�1)
MLJ

m(E)b

(cm2 V�1 s�1)
MLJ

D1A1
pyrl A 56 3.64 2.2 � 1013 0.718 2.075
et/bu A 14 8.43 1.3 � 1012 0.131a 0.227a

A0 18 8.70 2.0 � 1012

nbu-P1 A 14 5.09 1.5 � 1012 0.162 0.245
B 10 10.44 6.6 � 1011

nbu-P2 A 20 4.95 3.0 � 1012 0.506 1.126
A0 15 5.05 1.7 � 1012

B 50 10.27 1.9 � 1013

nbu-P3 A 35 6.60 9.0 � 1012 0.623 1.936
nhex A 23 6.34 3.9 � 1012 0.366 0.803
D2A1
nbu A 16 6.26 1.0 � 1012 0.091 0.151

A0 11 6.26 4.9 � 1011

a Cut-off in Huang–Rhys analysis at 200 cm�1. b The largest computed
m(E) is reported.
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The variations in the kinetic constants reflect the differences
in the crystal structures: et/bu- and nhex-D1A1 show less packed
structures than pyrl-D1A1, leading overall to lower m0 for et/bu-
(0.131 cm2 V�1 s�1) and nhex- (0.366 cm2 V�1 s�1) (Table 3).

For the n-butyl species (nbu-Pn-D1A1, i.e., HB238), the room-
temperature polymorph nbu-P1-shows transfer rates of
B1012 s�1, resulting in m0 of 0.162 cm2 V�1 s�1. This value is
comparable to et/bu-D1A1. On the contrary, for the other
polymorphs nbu-P2- and nbu-P3- the computed averaged m0

raises, approaching the value of pyrl-D1A1 (0.718 cm2 V�1 s�1):
m0 = 0.506 cm2 V�1 s�1 for nbu-P2-, 0.623 cm2 V�1 s�1 for nbu-P3-.
The charge mobility increases from nbu-P1- to nbu-P2/P3-D1A1.
This increment is because the percolation pathway along the
inter-column direction (dimer B, Fig. 6d and e) in nbu-P2/P3 is
switched on due to a higher coupling than nbu-P1 (50 meV vs.
10 meV), leading to higher kinetic constants (B1013 s�1 vs.
B1011 s�1). For nbu-P2-D1A1 the charge can hop both across
columns (via dimer B) and within a column (via dimers A and A0)
(Fig. 6e). Such hopping mechanism results in a 2D/3D-like
diffusive charge transport (see kMC trajectories in Fig. 7b).
For nbu-P3-D1A1 molecules form a brickwork-like pattern,
favoring a continuous charge percolation pathway across neighboring
layers (mainly the cb crystal plane, Fig. 7c). For nbu-P4-D1A1

(see Table S17, ESI†), molecules form a brickwork-like pattern
similarly to P3, leading to charge percolation pathways in the
cb plane.

Summarizing the charge transport modeling for D1A1 class, we
found that pyrl-, nbu-P3/P4-D1A1 are the merocyanines featuring the
highest zero-field hole mobility in single crystals, reaching values
approaching 0.6–0.7 cm2 V�1 s�1 (or exceeding unity, as in the case
of P4, see Table S17, ESI†). For a comparison between the Marcus
and the MLJ values, see (Tables S6–S12 and S10, ESI†). m0 overcomes
unity if an electric field (m(E)) was applied (see Table 3). Such values
are in good agreement with recent findings by Lv et al., reporting
hole mobilities of 0.48–0.60 cm2 V�1 s�1 in an OFET prepared by
vacuum-deposition of diphenylaminothienyl-dicyanovinylthiazol
(named Ph2ATTA), that is a merocyanine belonging to the D1A1
class, featuring di-phenyl as side group.16

pyrl- and nbu-P3/P4-D1A1, however show very different
charge diffusion and percolation mechanisms resulting from
their different single crystal structures. For pyrl-D1A1 charge
transport is highly anisotropic (Fig. 7a), occurring prevalently
in one dimension (intra-column, a-axis of the crystal). For nbu-
P3-D1A1 (as well as for P4, see Table S17, ESI†) charge transport
occurs mainly in two-dimensions (Fig. 7c), covering a zigzag
trajectory between neighboring layers (Fig. 6f).

Fig. 7 Plot of 1000 kMC trajectories (each consisting of 105 steps) for each D1A1 and D2A1 class (from top to bottom: pyrl-, nbu-P2-, nbu-P3-D1A1 and
nbu-D2A1). Trajectories are reported for the three Cartesian planes, namely yx, zy and zx (crystallographic axes are reported as well).
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For polymorph nbu-P2-D1A1 holes hop in an alternating
pattern across and within columns, the transport being less
anisotropic than for nbu-P3-D1A1 (see Fig. 7b).

For asymmetric et/bu- or long symmetric nhex-D1A1 species,
charge transport is rather disfavored as compared to pyrl- and
nbu- species (though notable hole mobilities are computed, see
Table 3). A similar situation occurs for nbu-P1-D1A1 crystal.

3.5.2. Zero-field mobility (l0): D2A1 class. nbu-D2A1 shows
a similar packing structure (i.e., antiparallel dimers) and 1D
columns as pyrl-D1A1 (Fig. 6g). The highest kinetic constant is
computed for dimers belonging within a column (keT = 1.0 �
1012 s�1), while the inter-columnar transfer rates are two orders
of magnitude smaller (B1010 s�1). In comparison to pyrl-D1A1,
nbu-D2A1 shows intra- vs. inter-column rate constants which
differ less from each other (see Table S12, ESI†). To note that,
not only is the difference in kinetic constants between intra-
and inter-columnar transfers smaller in nbu-D2A1 than
pyrl-D1A1, but also the highest computed kinetic constants for
nbu-D2A1 (1.0 � 1012 s�1 and 4.9 � 1011 s�1) are significantly
smaller than pyrl-D1A1 (2.2 � 1013 s�1), leading to an overall low
m0. The reason for that can be traced back to smaller electronic
couplings of nbu-D2A1 as compared to pyrl-D1A1 (16 meV vs.
56 meV), as well as a higher reorganization energy (177 meV vs.
127 meV).

Such characteristics lead to a more isotropic charge diffusion
pathways for nbu-D2A1 than for pyrl-D1A1 (Fig. 7d and a).
We can speculate that due to the isotropic nature, charge
transport in nbu-D2A1 might be less sensitive to structural
disorder at the microscopic level (e.g., poly-crystalline domains,
grain boundaries, amorphous regions, structural defects,
impurities) than pyrl-D1A1.

The computed charge mobility for nbu-D2A1 spans from m0 =
0.091 cm2 V�1 s�1 up to m(E) = 0.151 cm2 V�1 s�1 (see Table 3),
approaching the same order of magnitude of the bottom and
averaged charge mobility values as measured on single crystal
OFETs, namely 0.11 and 0.86 cm2 V�1 s�1.15

Given the computed charge mobilities, we believe that the
D1A1 class might potentially show superior charge transport
properties at the single crystal level than the D2A1.

3.5.3. Field-dependent mobility l(E). The computed m(E)
values are relatively similar to the Brownian m0 (Table 3),63

which is expected since we considered single crystals, without
taking into account amorphous or polycrystalline morphologies,
for which a much stronger field dependence would be
expected.13

To put our findings in perspective and highlight some trends
within and between merocyanines, in Fig. 8 we correlated the
computed field-dependent charge mobilities of D1A1 and D2A1
classes with respect to the experimental ones, the latter either
taken from literature or measured in the current work.

For a proper comparison between computed and experimental
results, some cautionary notes should be added here. First of all,
for the D1A1 class the experimental data taken from Liess et al.28

were obtained from polycrystalline thin films, while for the D2A1
experimental data were obtained from single-crystals.15 Our
simulations refer to single crystal samples. Secondly, for both

cases, OFET mobilities in the linear regime are reported. We
should point out that our simulations assume a (field dependent)
charge transport in an empty density of state (DOS), a condition
which is however only valid in TOF experiments. In an OFET
device, on the contrary, the DOS is not empty (due to trap filling
induced by applying the gate electric field) and the charge
mobility increases by increasing the carrier concentration.64

The latter effect is not taken into account in our computational
treatment. Such differences justify eventual discrepancies
between the computed and the experimental charge mobility,
besides other factors (e.g., contact resistance, chemical impurities,
structural defects) that can not be taken into account in our
simulations.

Within the D1A1 class, both theoretical (mtheo(E)) and
experimental (mexp(E)) mobilities (orange circles, Fig. 8) increase
for crystals showing either 1D (pyrl-) or 2D (nbu-P3/P4-)
brickwork-like packing. The experimental data are lower than
the theoretical ones, lying below the ideal linear correlation
(i.e., single crystal) highlighted by the black dashed line and
grey circles in Fig. 8. This discrepancy, as previously men-
tioned, can be related to the fact that experiments were carried
out on poly-crystalline thin films rather than a single crystal.

Further, it is uncertain, whether the crystal structure
determined by XRD on a micron-sized crystal is identical to
the one realized in an OFET thin film. As here documented, we
discovered three new polymorphs (P1–P3) of nbu-D1A1 (HB238),
in addition to the one already reported (P4) by Liess et al.28 (see
Fig. 5). By combining optical and Atomic Force Microscopy
(AFM) investigations, we were able to prove that after thermal

Fig. 8 Correlation between the experimental and the theoretical single-
crystal hole mobilities, mexp(E) and mtheo(E), for D2A1 and D1A1 classes. For
nbu-D2A1 the lowest and the highest experimental values are reported
(blue circles; ref. 15). In the case of D1A1 class (orange circles; ref. 28), it
was assumed that the crystal structure determined by XRD is present in the
OFET thin film as well. For nbu-P3-D1A1, the crystal structure was verified
and in addition to published data,28 the charge mobility was measured on
thin films thermally annealed, namely I (T = 50 1C), II (T = 110 1C) and III
(T = 130 1C) – green circles. The dashed black line indicates the theoretical
limit of the charge mobility by considering single crystal conditions,
without the inclusion of thermal oscillations (grey circles). Vertical grey
dashed lines represent the assumed variation of the charge mobility due to
the polycrystalline morphology. The polycrystalline regime is highlighted in
light blue.
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annealing the nbu-D1A1 molecules assume an edge-on
orientation in thin films (see Fig. 5), independently of the
substrate [L. Böhner et al., unpublished data], and we could
demonstrate that this corresponds to polymorph nbu-P3 (i.e. a
crystalline structure which differs from the one reported in
Liess et al.28).

To stress the impact of the thin-film morphology, the charge
carrier mobility was measured in this work for nbu-P3-D1A1
over a series of thin films annealed at different temperatures
(see green circles for nbu-D1A1, Fig. 8). By increasing the
annealing temperature, the crystallinity (crystal size) increases,
rising mexp(E) by four orders of magnitude (from 8.57 �
10�7 cm2 V�1 s�1 initial pristine state I, to 2.1 �
10�3 cm2 V�1 s�1 final annealed state III). We may speculate
that, if (i) a single-crystal OFET were to be prepared similar to
the one reported for D2A1,15 and if (ii) the orientation of
the nbu-D1A1 single crystal were such, that the crystal axis
featuring the largest hole mobility (b-axis, see Fig. 5c and 7c
and Table S16, ESI†) would coincide with the electric field
vector, the expected experimental charge mobility of nbu-D1A1
might reach the theoretical range of 0.2–2 cm2 V�1 s�1

(Table 3), as computed for a single crystal. An indirect evidence
of such high mobility values for the D1A1 class (e.g.,
40.1 cm2 V�1 s�1) can be already found in literature for the
merocyanine Ph2ATTA. For such case, the experimental
charge mobility increases by orders of magnitude, from 2.4 �
10�3 cm2 V�1 s�1 for solution processed thin films, up to 0.48–
0.6 cm2 V�1 s�1 for vacuum-deposited layers.16

Notably, the computed m(E) for the D2A1 class (0.151 cm2 V�1 s�1)
is in good agreement with the one measured on single
crystals,15 as evident from Fig. 8 (see blue circles representing
the lowest and highest mexp(E) for nbu-D2A1, namely 0.11 and
2.34 cm2 V�1 s�1, respectively).

However, the maximum experimental mobility (2.34 cm2 V�1 s�1)
exceeds the computed one by more than one order of
magnitude.15 A possible reason for such underestimation could
be the anisotropy of the charge transport, whereas we reported
average values. However, this could account for a factor of 3 at
best, and as can be seen in Fig. 7d charge transport within the
D2A1 crystal is isotropic. Among other possible reasons, we
attribute a relevant role to the fact that we have computed the
charge mobility by considering static crystal structures, namely
by neglecting the impact of thermal motions. As documented in
literature,65–67 the electronic couplings are very sensitive to the
inter-molecular oscillations as activated by the temperature,
therefore small geometrical displacements can lead to huge
variations of Vij. Usually, thermal effects introduce structural
disorder, localizing the polaron over one or few sites and
broadening the distribution of the couplings, thus leading to
a decrease of the charge mobility.65 However, for some crystal
structures, thermal motions can open new charge percolation
channels at the molecular scale,39,68,69 increasing the coupling
integrals and rising the charge mobility.70,71

To explore such possibility and the effect of small oscillations
on the coupling integrals72 and site energies, we displaced one
molecule belonging to the dimer showing the highest coupling

for both nbu-D2A1 and pyrl-D1A1, along the longitudinal
direction (see Fig. S11, ESI†). By considering oscillations within
the thermal energy kBT (25 meV), Vij for pyrl-D1A1 vary from
25 meV to 129 meV (being 56 meV the value at the crystal
equilibrium geometry). For nbu-D2A1 Vij vary from few meV up to
79 meV (being 16 meV the value at equilibrium). This first
preliminary evaluation shows that the couplings, as well as the
charge mobility, might increase for both cases when thermal
effects are taken into account. Such aspect can further justify,
in first approximation, our underestimation of the single
crystal charge mobility for D2A1 as compared to the maximum
experimental value. Further investigations in this direction are
currently ongoing.

4. Conclusions

We investigated a library of merocyanines by varying the donor
(D) and acceptor (A) groups, aiming at modelling their structure
and charge transport properties. Following a bottom-up
approach, we found that C-DFT is an effective embedding
method to quantitatively describe the BLA patterns of mero-
cyanines in the solid state. All compounds show cyanine- or
zwitterionic-like BLAs, in agreement with XRD data. Such
feature is of paramount importance for the prediction of the
reorganization energy.

Hole reorganization energies were computed following both
the adiabatic (single molecule) method and a supramolecular
(cluster) approach. Both schemes provided similar internal
contributions (B90–130 meV), the latter allowing to derive also
the external contribution (B25 meV), otherwise assumed as an
empirical parameter. By increasing the strength of the D/A
units the reorganization energy decreases for molecules close
to the cyanine limit. The lowest value was computed for the
D1A1 class, as derived by coupling the 2-amino-thiophene donor
group (D1) and the 2-(4-alkylthiazol-2(3H)-ylidene)malonitrile
acceptor unit (A1).

We computed the charge transfer integrals and kMC charge
carrier trajectories for a variety of D1A1 crystals, as obtained
either by varying the side groups or by changing the casting
conditions. We found that the charge mobility is tremendously
affected by tiny variations of the packing structures.

We demonstrated that asymmetric (e.g., ethyl/butyl, et/bu-
D1A1) or long symmetric (e.g., n-hexyl, nhex-D1A1) side groups
are detrimental for charge transport, leading to isolated dimers
where the charge resides during the dynamics, decreasing the
mobility.

Small rigid side groups (e.g., pyrrolidine, pyrl-D1A1) lead to
crystals characterised by one-dimensional columns with
stacked anti-parallel molecules. The computed charge mobility
for pyrl-D1A1 resulted to be high (40.7 cm2 V�1 s�1) and
anisotropic, being the hole diffusion within the columnar
direction.

Symmetric alky chains (e.g., n-butyl, nbu-D1A1, i.e. HB238)
show a balanced situation between rigid (pyrl-) and flexible
(et/bu-, nhex-) groups. In addition to the crystal structure
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already reported in literature, three new crystal polymorphs for
nbu-D1A1 were discovered by changing the temperature and
casting solvents. Generally, the molecules pack in slipped and
rotated configurations creating layers of two-dimensional
networks. Such arrangement allows the charge transport to be
less anisotropic than pyrl-D1A1, though showing similar high
hole mobilities (o0.6 cm2 V�1 s�1). Amongst the four
polymorphs of nbu-D1A1, the computed mobility varies by
one order of magnitude, whereas the maximum value is
received for a brickwork-like supramolecular architecture.

To strengthen our predictions, we modelled the charge
transport for the D2A1 class, consisting of 1-butyl-3,3-
dimethylindolin-2-ylidene as donor (D2) unit, coupled with
the A1 group. Such class shows the highest measured charge
mobility on a single crystal OFET so far (average value,
0.87 cm2 V�1 s�1). The computed value (0.151 cm2 V�1 s�1)
matches well the experimental average mobility, validating our
modelling scheme and its predictive power. Reasons for the
underestimate of the computed mobility might be attributed to
the role of electron–phonon couplings, here not taken into
account. Indeed, within the hopping regime, molecular
vibrations can play a role in enhancing charge transport,
leading to a phonon-assisted process possibly raising the
computed charge mobility.

Based on our computational investigation we suggest that
the D1A1 class of merocyanines, in particular species having
nbu- or pyrl- side groups, can overtake the state-of-the-art D2A1,
leading to comparable hole mobilities at the single crystal level,
a feature that will be of high relevance for OSCs as well
as OFETs.
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CHAPTER 5

Impact of Static and Dynamic Disorder on
Hopping Transport in Single Crystals

Within this first screening of possible molecules, static disorder, i.e., electrostatics, and dynamic
disorder, i.e., thermal motions, have been neglected. Such effects can either facilitate or hinder hops.
Especially the influence of thermal motions onto 𝐽𝑖 𝑗 can be huge, as they are tremendously sensitive
on the atomic positions. Therefore, several cases of the D2A1 family and one of the most promising
candidates of D1A1 (pyrl,tbu-) were investigated in detail concerning the impact of disorder onto
charge transport.
Before introducing disorder effects and improving the CT model, the D2A1 family was extended for
several different side chains, such as methyl (me-), bridge propyl (bPr-), n-hexyl (hex-) and n-octyl
(oct-) at the donor and for n-butyl (nbu-) at the acceptor moiety (Fig. 5.1). Charge transport parameters
and mobilities were evaluated at the frozen crystal level within the hopping regime analogous to
Chapter 4.

Figure 5.1: Molecular structures of pyrl,tbu-D1A1, 𝑅1,tbu-D2A1 and nbu,nbu-D2A1 investigated within this
chapter.

All molecules of the D2A1 family show packing motifs of slipped antiparallel stacked columns, with
either no contact between neighbouring columns (nbu,nbu- and oct,tbu-D2A1) or contact between
neighbouring columns (me,tbu-, bPr,tbu- and hex,tbu-D2A1), which is exemplary shown in Fig. 5.2b
and c for me,tbu- and nbu,tbu-D2A1 respectively. By contrast, pyrl,tbu-D1A1 packs in less slipped
1D columns and there is no overlap of the molecules between neighbouring columns (Fig. 5.2a).
Even though the overall packing is similar, 𝐽𝑖 𝑗 values vary from 6 (nbu,nbu-) to 80 meV (oct,tbu-)
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Figure 5.2: Side and top view of supercells of crystal structures pyrl,tbu-D1A1 (a), me,tbu-D2A1 (b) and
nbu,tbu-D2A1 (c) with a schematic view of charge transfer pathways from the central (black) molecule to those
nearest neighbours (blue and green) showing 𝐽𝑖 𝑗 ≥ 11 meV. Light blue circles indicate the overlap of donor
moieties across columns (b) and grey rectangles emphasize the columnar arrangements. The dimensionality of
𝜇 is indicated below.

for 𝜋-stacked molecules of D2A1, opening up alternative charge transport pathways, with different
anisotropies ranging from 1D (hex,tbu- and oct,tbu-) and 2D (me,tbu-) to isotropic 3D transport
networks (bPr,tbu-, nbu,nbu- and nbu,tbu-), as well as mobility values differing one order of magnitude
from 0.041 to 0.064 cm2/Vs for the 3D cases to 0.124 and 0.402 cm2/Vs for the 1D and 2D cases
(Table 5.1). The latter mobility values were comparable to that of pyrl,tbu-D1A1 with 0.343 cm2/Vs,
when comparing field free mobilities averaged over all directions and with Marcus rates (Table 5.1).
The different anisotropies and absolute 𝐽𝑖 𝑗 values reflect the sensitivity of coupling integrals with
respect to the nuclear coordinates. High intracolumnar couplings (𝐽𝑖 𝑗 > 50 meV) lead to 1D transport,
when couplings across columns are small (< 10 meV, pyrl,tbu-D1A1, hex,tbu- and oct,tbu-D2A1) or
to 2D transport, when couplings across columns are medium (< 40 meV, me,tbu-D2A1), whereas
small or medium intracolumnar couplings lead to 3D transport (bPr,tbu-, nbu,nbu- and nbu,tbu-D2A1)
(Fig. 5.2).

5.1 Electrostatic Disorder

Merocyanines are highly polar molecules with permanent dipole moments ranging from 10-15 D[4,
10] leading to a highly polarizable environment, which influences the static energetic disorder, and
thus Δ𝐺

0 in the transfer rate (Eq. (3.15)). Such effects were evaluated by applying Eq. (3.22) to
calculate the site energies, which indeed revealed broad distributions of site energy differences Δ𝐸𝑖 𝑗
ranging from ±0.100 meV (hex,tbu-D2A1) to ±0.680 meV (nbu,tbu-D2A1, Table 5.1). Such values
are in the range of or even surpass total reorganization energies (inner and outer sphere contributions)
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5.1 Electrostatic Disorder

of around 170-180 meV for class D1A1 and 220-230 meV for class D2A1, highlighting the importance
of including electrostatic effects, as they effect the final Marcus transfer rates via the (Δ𝐸𝑖 𝑗 + 𝜆)

2 term
in Eq. (3.15).

Overall, there is a drop in 𝜇, which is about a factor of 10 for previously reported 1D cases (pyrl,tbu-
D1A1, hex,tbu-D2A1 and oct,tbu-D2A1) and by a factor of 15 to 50 for 3D cases (bPr,tbu-, nbu,tbu-
and nbu,nbu-D2A1). For the 2D case, 𝜇 is reduced by a factor of 2 (me,tbu-D2A1, Table 5.1).

As site energies are directionally dependent properties, certain charge transport pathways will be
more affected than others by including polarization effects, thus changing the (an)isotropy of the
mobility tensor. For the cases pyrl,tbu-D1A1, me,tbu-, hex,tbu- and oct,tbu-D2A1 the transport
network is generally preserved when including static disorder. These cases are characterized by
high electronic couplings (𝐽𝑖 𝑗 > 50 meV) and site energy differences |Δ𝐸𝑖 𝑗 | equal or smaller than
the total reorganization energies (Table 5.1). The transport networks remain similar to the ones in
absence of static disorder. This is due to two main reasons, as i) either Δ𝐸𝑖 𝑗 is very narrow around
zero, or ii) (Δ𝐸𝑖 𝑗 + 𝜆)

2 becomes small and close to zero. The latter leads to an exponential factor
approaching one, in the semi-classical Marcus equation (Eq. (3.15)), which results in rate constants
that are predominantly ruled by electronic couplings.

For the cases bPr,tbu-, nbu,nbu- and nbu,tbu-D2A1, on the other hand, the mobility tensor changes
remarkably. These cases are determined by medium to small electronic couplings (𝐽𝑖 𝑗 < 40 meV) and
site energy difference distributions Δ𝐸𝑖 𝑗 are larger than the total reorganization energy (Table 5.1).
This leads to a localization of the charge transport networks in few dimensions, which is shown
exemplary for the case with the highes static disorder (nbu,tbu-D2A1) in Fig. 5.3a and b. As the
distribution of Δ𝐸𝑖 𝑗 is broader than for the previous cases and (Δ𝐸𝑖 𝑗 + 𝜆)

2 becomes large, the Marcus
regime (normal vs. inverted regions) is highly affected, as well as the rate constants, leading to a
confinement of charge transport pathways.

Overall, the cases with small site energy distributions and large couplings, are more resilient to the
impact of static disorder.

Table 5.1: Computed averaged charge mobilities 𝜇 obtained by assuming a Brownian diffusion mechanism via
the Einstein-Smoluchowski equation, in absence (𝜇𝑤𝑜) and presence 𝜇𝑤 of electrostatic disorder, as well as the
site energy differences Δ𝐸𝑖 𝑗 , total reorganization energies 𝜆𝑡𝑜𝑡 and the ration 𝜇𝑤𝑜/𝜇𝑤 .

𝜇𝑤𝑜 (cm2/Vs) Δ𝐸𝑖 𝑗 (eV) 𝜆𝑡𝑜𝑡 (eV) 𝜇𝑤 (cm2/Vs) 𝜇𝑤𝑜/𝜇𝑤
absence of presence of

static disorder static disorder
me,tbu-D2A1 0.402 ±0.120 0.217 0.206 2
bPr,tbu-D2A1 0.335 ±0.320 0.229 0.007 50
nbu,tbu-D2A1 0.041 ±0.680 0.228 0.002 20
nbu,nbu-D2A1 0.064 ±0.300 0.217 0.004 15
hex,tbu-D2A1 0.124 ±0.100 0.227 0.018 8
oct,tbu-D2A1 0.130 ±0.130 0.225 0.017 8
pyrl,tbu-D1A1 0.343 ±0.200 0.176 0.042 8
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Figure 5.3: Sketch of the impact of different disorder effects onto the (an)isotropy of charge mobility: (a) in
presence of electrostatic disorder (Δ𝐸𝑖 𝑗 ), (b) in absence of disorder, and (c) in presence of thermal disorder as
approximated by the thermal average of 𝐽𝑖 𝑗 (dimer A) onto the (an)isotropy of charge mobility for nbu,tbu-D2A1.
For each case (a-c) 1000 kMC trajectories (each consisting of 105 steps) are reported for the three Cartesian
planes, namely xy, xz and yz. For clarity, the three Cartesian planes were ordered in such a way to correspond
to i) the side view onto the molecules long axis, ii) the top view and iii) the side view onto the molecule’s short
axis.

5.2 Thermal Disorder

Besides electrostatic disorder, dynamic disorder, as induced by thermal motion, plays a crucial role.
By allowing lattice vibrations, the thermal disorder effects can change especially the transfer integral.
Intracolumnar couplings, are affected the most, as they represent the highest couplings. Therefore, the
distribution of 𝐽𝑖 𝑗 for these dimers has been examined for three cases, namely pyrl,tbu-D1A1, me,tbu-
and nbu,tbu-D2A1 (Fig. 5.2). These three cases show – for the frozen crystal and in absence of
electrostatic disorder effects – 1D, 2D and 3D transport respectively. pyrl,tbu-D1A1 and me,tbu-D2A1
both show strong anisotropy in the coupling network featuring high intracolumnar transfer integrals
(𝐽𝑖 𝑗 > 50 meV) and low (𝐽𝑖 𝑗 < 4 meV, 1D case) or medium (𝐽𝑖 𝑗 = 16 meV, 2D case) electronic
interactions across columns (Fig. 5.2a and b). nbu,tbu-D2A1 in contrast, has lower transfer integrals
(𝐽𝑖 𝑗 ≤ 16 meV) in all spatial dimensions (Fig. 5.2c) and consequently a lower theoretical mobility
than the previous cases, that remains one order of magnitude lower than experimental values.[18, 127]
By including thermal effects, charge transfer can be possibly facilitated, reconciling experimental and
theoretical values.
For all three cases large fluctuations of the transfer integral were observed and the mean 𝐽𝑖 𝑗 value
(⟨𝐽𝑖 𝑗⟩) was evaluated by fitting a Gaussian distribution over the couplings. ⟨𝐽𝑖 𝑗⟩ shifts to higher values
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as compared to the static (frozen crystal) value 𝐽𝑖 𝑗 , from 56 to 108 meV for pyrl,tbu-D1A1, from 59 to
77 meV, for me,tbu-D2A1 and from 16 to 44 meV for nbu,tbu-D2A1, already hinting at facilitated
charge transport. The thermal broadening of 𝐽𝑖 𝑗 , i.e., the standard deviations 𝜎, are between 52 and
73 meV (Table 5.2 and Fig. 5.4). Furthermore, analysis of the Fourier transform of the autocorrelation
function of the time evolution of transfer integrals showed that mostly low frequency modes below
50 cm−1 contribute to the oscillation of 𝐽𝑖 𝑗 , that are typically associated with intermolecular sliding
modes.[73, 75, 78]

Table 5.2: Total reorganization energy 𝜆, transfer integrals from the frozen crystal 𝐽𝑖 𝑗 and the thermal average
⟨𝐽𝑖 𝑗⟩, the standard deviation 𝜎 of 𝐽𝑖 𝑗 distribution, the coherence parameter 𝜂, the adiabaticity factor 𝜁 with
respect to 𝐽𝑖 𝑗 an ⟨𝐽𝑖 𝑗⟩, as well as the thermal average of 𝜇.

𝜆𝑡𝑜𝑡 𝐽𝑖 𝑗 ⟨𝐽𝑖 𝑗⟩ 𝜎
⟨𝐽 ⟩2

⟨𝐽2 ⟩
𝜂 𝜁 (𝐽𝑖 𝑗) 𝜁 (⟨𝐽𝑖 𝑗⟩) 𝜇(⟨𝐽𝑖 𝑗⟩)

(meV) (meV) (meV) (meV) (cm2/Vs)
me,tbu-D2A1 217 59 77 52 0.686 1.5 0.5 0.7 0.572
nbu,tbu-D2A1 228 16 40 73 0.229 0.5 0.1 0.4 0.137
pyrl,tbu-D1A1 177 56 108 69 0.716 1.6 0.6 1.2 1.220

The observed increase in coupling integral, as induced by thermal disorder, might challenge the
validity of the non-adiabatic hopping regime for hole transport in merocyanines. The adiabaticity
factor 𝜁 (𝜁 = 2|𝐽𝑖 𝑗 |/𝜆) in absence of thermal disorder, i.e. frozen crystal, is with 0.1 for nbu,tbu-D2A1,
0.5 for me,tbu-D2A1 and 0.6 for pyrl,tbu-D2A1 (Table 5.2) within the range of the hopping regime,
with the latter being close to an intermediate regime. When considering the thermal average of
couplings however, 𝜁 increases for all three cases to 0.4 (nbu,tbu-D2A1), 0.7 (me,tbu-D2A1) and 1.2
(pyrl,tbu-D1A1), suggesting the consideration of different charge transport regimes, when including
thermal effects, especially for the latter case. One such approach beyond the non-adiabatic Marcus
approach will be discussed in-depth for two merocyanines of D1A1 (pyrl,tbu- and nbu,nbu-) in
Chapter 6.
Nevertheless, within the framework of the non-adiabatic regime in the thermalized limit, some
conclusions concerning the effects of thermal disorder onto the charge transport can still be drawn.
According to Ratner and Troisi[128, 129] the ratio ⟨𝐽⟩2/⟨𝐽2⟩ is connected to the impact of thermal
oscillations onto the transfer rates and it can be quantified, that when ⟨𝐽⟩2/⟨𝐽2⟩ is close to unity, the
impact of thermal oscillations is weak and 𝐽 can be replaced by ⟨𝐽⟩ to calculate the rate constants
according to Eq. (3.15). On the other hand, when ⟨𝐽⟩2/⟨𝐽2⟩ is lower than unity, thermal corrections
become relevant and transfer rates globally increase. Furthermore, Martinelli et al. quantify the
impact of thermal disorder by a coherence parameter 𝜂 (𝜂 = ⟨𝐽⟩/𝜎, with 𝜎 = (⟨𝐽2⟩ − ⟨𝐽⟩2)0.5) and
values below or equal to 0.5 imply a global increase of transfer rates.[85] Values of both analyses,
as suggested by Troisi and Martinelli, are depicted in Table 5.2, and 𝜂 is for pyrl,tbu-D1A1 and
me,tbu-D2A1 with 1.6 and 1.5 respectively larger than 0.5, so that the transfer rates will globally not
be affected by thermal motions. For nbu,tbu-D2A1 however, 𝜂 = 0.5 and ⟨𝐽⟩2/⟨𝐽2⟩ = 0.2 suggest,
that thermal corrections can enhance the non-adiabatic transfer rates globally.
The overall charge mobility increases for all three cases when considering ⟨𝐽𝑖 𝑗⟩ instead of 𝐽𝑖 𝑗 from
the frozen crystal within a non-adiabatic hopping framework to 0.572 cm2/Vs for me,tbu-D2A1, to
0.137 cm2/Vs for nbu,tbu-D2A1 and to 1.220 cm2/Vs for pyrl,tbu-D1A1. The thermal averages
of transfer integrals open up new charge transport pathways, and especially for nbu,tbu-D2A1 and
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pyrl,tbu-D2A1 the increase in mobility is remarkable. In Fig. 5.3c the impact onto the mobility tensor
can be seen exemplary for nbu,tbu-D2A1, and the isotropic 3D transport in absence of any disorder
(Fig. 5.3b) changes to predominantly intracolumnar transport (Fig. 5.3c-i and ii). Furthermore, the
computed thermal averaged charge mobility of 0.137 cm2/Vs is of the same order of magnitude as the
average experimental device mobility (0.87 cm2/Vs), as measured on SCFETs.[18]

Figure 5.4: Distribution of the coupling integral 𝐽𝑖 𝑗 for intracolumnar dimers, with a Gaussian fit (black lines),
its mean value ⟨𝐽𝑖 𝑗⟩ and standard deviation 𝜎, as well as 𝜆/2 (green dotted lines) for (a) pyrl,tbu-D1A1, (b)
me,tbu- and (c) nbu,tbu-D2A1.

All in all, electrostatic disorder effects decrease the overall mobility, and for charge transport networks
governed by medium transfer integrals and large site energy distributions, confines transport pathways
along few directions. Cases governed by high transfer integrals and anisotropic transport pathways,
maintain the shape of the mobility tensor when electrostatic disorder is introduced. Thermal disorder
effects generally enhance charge transport and – assuming a non-adiabatic hopping regime in the
thermalized limit – for cases dominated by high couplings and anisotropic transport, the anisotropy is
increased. For cases determined by medium transfer integrals in the static state and isotropic charge
transport, new transport pathways open up, increasing mobility overall and reducing the mobility
tensor to a more anisotropic shape. At this point it can only be speculated on the effect of including
thermal motions, and not only the thermal average, however for nbu,tbu-D2A1 it is suggested that
thermal motions will increase rate constants globally. Considering the thermal average of transfer
integrals, challenges the validity of the non-adiabatic hopping regime as defined by the adiabaticity
factor 𝜁 , and for few cases, especially pyrl,tbu-D1A1, a transport scheme beyond the non-adiabatic
Marcus approach is suggested.

5.3 Manuscript II

All computational analyses concerning mobilities within the frozen crystals and without disorder
effects were performed by me. Simulations concerning the electrostatic effects were performed by me
for nbu,tbu-, nbu,nbu- and oct,tbu-D2A1. Concerning the thermal effects and the thermal broadening
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of coupling integrals the study of nbu,tbu-D2,A1 was performed completely by me, and me,tbu-D2A1
in collaboration with the co-authors Sven Geller and Daniele Fazzi. I have written the initial draft of
the manuscript and worked on the revision together with the co-authors.
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ABSTRACT 
 
Merocyanines are highly polar organic π-conjugated molecules, consisting of electronic donor (D) 
and acceptor (A) subunits connected via a methine bridge. They have been largely investigated 
because of their unique self-assembly and optoelectronic properties, making them ideal active 
materials for organic electronic applications such as field effect transistors (OFET), solar cells 
(OSC) and photo-detectors. However, the modelling and atomistic understanding of their charge 
transport properties are still challenging and unexplored. Here, we report a computational study 
modelling the charge (hole) transport parameters (e.g., reorganization energy, coupling integrals, 
site energy distributions) and mobility, together with the investigation of the structure-property 
relationships of seven different merocyanine single crystals, consisting of either 2-amino-
thiophene (D1) or 1-butyl-3,3-dimethylindolin-2-ylidene (D2) and 2-(4-alkylthiazol-2(3H)-
ylidene)malonitrile (A1) units. We discuss the impact of both, static (energetic) and dynamic 
(thermal) disorder onto charge mobility, by emphasizing the importance of including such effects 
for an in-depth atomistic understanding of the charge transport properties of organic 
semiconductors. 

 
 
1 INTRODUCTION 
 
Merocyanines are polar organic π-conjugated molecules consisting of electronic donor (D) and 
acceptor (A) subunits connected via a methine bridge. They have been studied for their 
self-assembly and optoelectronic properties, and they have been tested for technological 
applications in the field of organic electronics (OE), namely nonlinear optical devices, 
photorefractivity,1-,3 photo-detectors, organic solar cells (OSC),4 and organic field effect 
transistors (OFETs).5 Merocyanines are considered as ideal model-systems to investigate the 
dipole-dipole interactions at the molecular scale, allowing to elucidate both ground and excited 
state mechanisms governing the response functions at solid state.6 Structure-property relations 
were drawn by correlating, for instance, the self-assembly characteristics to the excitonic 
properties. Recently, Würthner et al. demonstrated how the combination of different D-A units 
and the length, steric hindrance and flexibility of the lateral groups can remarkably influence the 
packing at the solid state and consequently the optical properties of merocyanines, leading to 
sharp and well-defined J- or H-bands in the absorption spectrum.7 
Extensive experimental investigations were carried out to rationalize the charge transport 
properties of merocyanines. Seminal contributions by Würthner and Meerholz8 highlighted the 
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correlation between the molecular packing in single crystals and the charge mobility. For crystals 
characterized by moderate hole mobility (𝜇 > 0.05 cm2/Vs), merocyanines are organized in one-
dimensional (1D) columns or 2D brickwork-type architectures.5 Remarkably, by optimizing the 
casting conditions to create extended single-crystalline domains, hole mobilities as high as 
2.34 cm2/Vs were measured in a merocyanine Single-Crystal Organic Field Effect Transistor (SC-
OFET), reaching similar performance levels as classical organic semiconductors, such as those 
based on acenes, napthanelediimides or oligothiophenes conjugated compounds.9 
In contrast, only few theoretical and computational investigations are present in the literature 
aiming at modelling the charge transport (CT) properties of merocyanines. Engels et al. firstly 
modelled the intra-molecular CT properties for a series of them, highlighting the impact of the 
cyanine-like structure in affecting both charge and exciton reorganisation energy.10 
 
Recently, we reported an extended computational study by modelling, intra- and inter-molecular 
charge transport properties for a library of merocyanines consisting of various donor (D) and 
acceptor (A) groups.11  For the intra-molecular properties (e.g., internal reorganization energies), 
we found that constrained density functional theory (C-DFT) is an effective method to describe 
the ground state bond length alternation (BLA) pattern of merocyanines in condensed phases, 
leading to hole reorganization energies (𝜆) of the order of 123-278 meV. Through the evaluation 
of the electronic coupling integrals (𝐽) and a charge diffusion (hopping) kinetic-Monte Carlo 
scheme, we computed the hole mobility for six merocyanine single-crystals of specific D/A 
combination, named D1A1 (D1 – 2-aminothiophene and A1 – 2-(4-alkylthiazol-2(3H)-
ylidene)malonitrile). In agreement with experimental data, we found that the hole mobility 
maximizes when the merocyanines are packed in slipped, non-centrosymmetric, pairs arranged 
in 2D interconnected architectures. Furthermore, we concluded that asymmetric (e.g., ethyl and 
n-butyl attached at the same donor moiety) or long symmetric (e.g., n-hexyl) side groups are 
detrimental for charge transport, leading to isolated dimers resulting in traps for the charge 
transport.11 
 
The importance of including both, static (electrostatic and polarization effects) and dynamic 
(thermal fluctuations) disorder in the simulations of the charge transport mechanisms for organic 
semiconductors has been documented recently12-16 as well as in the last decade.17-21 Electrostatic 
and induction effects shift the energy levels of the charge carriers22 affecting the sites energy 
distribution (𝛥𝐸𝑖𝑗) and ultimately the transfer rates (𝑘𝑖𝑗

𝐸𝑇) and charge mobility.23 Dynamical 

effects, as ruled by local/non-local electron-phonon couplings, can induce large fluctuations in the 
electronic transfer integrals, impacting the transfer rate and the charge mobility.24-28 The fine 
interplay between the electronic couplings and the reorganization energy, as measured by the 
parameter  𝜉 =  2|𝐽|/𝜆, influences the charge transport regime, which can range from adiabatic 
(band-like, 𝜉 ≥ 1) to intermediate (0.2 < 𝜉 < 1) and non-adiabatic (hopping-like, 𝜉 ≤ 0.2). 
Thermal disorder can either enhance the transfer rates18,29,30 for cases of highly localised charges 
(e.g., hopping regime), thus opening new transport channels, or reduce the charge mobility for 
cases of delocalised charge carriers (e.g., band or intermediate regimes). Generally, thermally 
induced fluctuations dynamically localize the charge carrier wavefunction on the picosecond time 
scale, leading to complex (e.g., polaronic) transport mechanisms.14, 18, 21, 24,28,31-34 While for classical 
organic semiconducting systems, such as acenes (e.g., naphthalene, tetracene, pentacene, 
rubrene)30 and thioacenes28 the impact of disorder on the charge transport properties has been 
well addressed theoretically and experimentally, for merocyanines such effects are yet 
unexplored, and a fundamental understanding is still missing.  
 
In this work, we analyse how static (energetic) and dynamic (thermal) disorder impact the charge 
transport properties of different merocyanines characterized by various D-A moieties and lateral 
chains. The latter induce various solid-state packing motifs, ranging from columnar (1D) to brick-
wall (2D and 3D) self-assembly. Our findings reveal a detrimental impact of the static disorder on 
the charge mobility, regardless of the nature of the D-A groups. Polarizable effects reduce the 
charge mobility by up to two orders of magnitude, and they are more prominent for 1D/3D than 
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2D assemblies. At the same time, dynamic disorder affects the distribution of the electronic 
couplings, modulating their average values 〈𝐽〉, as well as their standard deviations 𝜎. Our 
simulations reveal that the thermal fluctuations lead to 〈𝐽〉 values higher than the corresponding 
static values (𝐽), with thermal broadenings (𝜎) ranging from 50 to 70 meV regardless the D-A 
units and lateral chains. The increase of 〈𝐽〉 leads to an enhancement of the parameter 𝜉 suggesting 
a change in the charge transport regime from a localized towards an intermediate regime. The 
computed thermal broadening, as well as the oscillations affecting the charge transfer integrals 
the most, are similar to what has been already reported for other organic semiconductors, like 
acenes12,14,15, 29 perylenes21 and thioacenes.16 Finally, we demonstrate how disorder effects change 
the transport network by affecting the topology of the charge mobility.  
 
 

2 METHODS 
 
2.1 Materials 
Two classes of merocyanines were studies. The first class is composed by a donor unit we call D1 
(2-amino-thiophene) and an acceptor unit we name A1 (2-(4-alkylthiazol-2(3H)-
ylidene)malonitrile).11, 35 To reduce the computational costs (especially related to the evaluation 
of the static and dynamic disorder effects), we considered one prototypical species from the D1A1 
class, namely pyrl,tbu-D1A1 with pyrrolidine (pyrl-) attached at the donor moiety. In parallel, we 
studied also a second class, made by a D2 (1-butyl-3,3-dimethylindolin-2-ylidene (‘Fischer base’)) 
group and A1 units. For such class (D2A1), a molecular library was generated by varying the 
lateral solubility groups attached on D2 (R1-), including methyl (me), bridge propyl (bPr), n-butyl 
(nbu), n-hexyl (hex) and n-octyl (oct) alkyl chains, as well as those attached on A1 (R2-), namely 
tert-butyl (tbu-) and n-butyl (nbu-) groups. The six resulting combinations (R1,R2-D2A1) are: 
me,tbu-, bPr,tbu-, nbu,tbu-, nbu,nbu-, hex-tbu-, and oct,tbu-D2A1 (see Figure 1). All six 
combinations have been previously synthesised by Würthner et al. and the experimental data 
(e.g., crystal structure, hole OFET mobility, etc.) can be found in literature.5,36 

2.2 Computational Methods 
Equilibrium geometries. DFT geometry optimization and vibrational frequency calculations 
were performed with Gaussian16 version C.0137 using the range separated hybrid functional 
ωB97X-D and the polarized Pople split-valence triple-zeta 6-311G** basis set with diffusion and 
polarisation functions. Constrained DFT (C-DFT) calculations were performed with NWChem 
version 6.8,38 using the Coulomb attenuated method CAM-B3LYP with D3 dispersion corrections 
and 6-311G** basis set. Neutral ground state calculations were performed at the restricted DFT 
level, while calculations of the charged states were performed at the spin-polarized unrestricted 
(UDFT) level. 
 
Charge transport parameters and Brownian charge mobility (absence of static disorder). 
Internal reorganization energies (𝜆𝑖) were computed via the adiabatic potential approach 
(four-point method).39 Charge transfer integrals (𝐽𝑖𝑗 =  ⟨𝜓𝑖|𝐻̂|𝜓𝑗⟩, with 𝜓 the molecular orbital 

wavefunction on site 𝑖/𝑗 and 𝐻̂ the dimer electronic Hamiltonian), were computed both at the DFT 
(ωB97x-D/6-311G**) and at the semi-empirical ZINDO/S level, according to the dimer projection 
method (DIPRO).40,41  
Transfer rates 𝑘𝑒𝑇  were calculated using the semiclassical Marcus formulation (1),42 which reads: 

𝑘𝑒𝑇 =
2𝜋

ℏ
𝐽𝑖𝑗

2 1

√4𝜋𝜆𝑘𝐵𝑇
𝑒𝑥𝑝

−(𝛥𝐸𝑖𝑗+𝜆)2

4𝜆𝑘𝐵𝑇
 (1) 

with, 𝜆 the total reorganization energy as the sum of the internal and external contributions (𝜆𝑖 +
𝜆𝑜), being 𝜆𝑜 set to 0.05 eV,43-45 𝛥𝐸𝑖𝑗 the site energy difference, 𝑘𝐵  the Boltzmann constant and 𝑇 

the temperature. 
Charge carrier mobilities (𝜇), in absence of static energetic disorder (𝛥𝐸𝑖𝑗 = 0), were computed 

for each single crystal of R1,R2-D2A1 (see section 2.1 Materials) via kinetic Monte-Carlo (kMC) 
simulations considering the Brownian diffusion scheme and calculating the diffusion coefficient 
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𝐷 with a set of kMC simulations.46,47 An approximate linear dependence of the mean square 
displacement (MSD) of the charge 〈[𝑟(𝑡) − 𝑟(0)]〉2 as a function of time 𝑡 was obtained by 
averaging over the subsets of 1000 kMC trajectories. The diffusion coefficient 𝐷 was obtained 
from the fitted linear dependence of MSD (2): 

𝐷 =  lim
𝑡→∞

(
𝑀𝑆𝐷

6𝑡
) (2) 

The charge mobility was then obtained by the Einstein–Smoluchowski’s equation (3): 

𝜇 =  
𝑒𝐷

𝑘𝐵𝑇
 (3) 

 
Static disorder. Static disorder effects were evaluated for all six molecules of R1,R2-D2A1 and for 
pyrl,tbu-D1A1 (see Supporting Information ESI Figure S15) for supercells containing each 512 
molecules in total. Supercells were constructed in such a way that their extension concerning the 
number of molecules per each crystallographic axis was the same. Depending on the number of 
inequivalent sites within the unitcell and their orientation concerning the crystallographic axes, 
this resulted in a 8x8x4 supercell of pyrl,tbu-D1A1 (2 molecules in unitcell), a 4x4x8 supercell of 
me,tbu- (4 molecules in unitcell), 4x8x4 supercell of bPr,tbu-D2A1 (4 molecules in unitcell), an 
8x8x4 supercell of nbu,tbu- (2 molecules in unitcell), a 4x8x4 supercell of nbu,nbu- (2 molecules 
in unitcell), and 8x4x4 supercell of hex,tbu- (4 molecules in unitcell) and a 8x4x8 supercell of 
oct,tbu-D2A1 (2 molecules in unitcell). Static disorder parameters and charge carrier mobilities 
(𝜇) with static disorder were computed as implemented in the VOTCA program package.40, 48 

Single site energy (𝐸𝑖
𝑒𝑙) are evaluated from partial charges of neutral (𝑞𝑛) and charged (𝑞𝑐)  

molecules:  

𝐸𝑖
𝑒𝑙 =

1

4𝜋𝜀0
∑ ∑

(𝑞𝑎𝑖
𝑐 −𝑞𝑎𝑖

𝑛 )𝑞𝑏𝑘
𝑛

𝜀𝑠𝑟𝑎𝑖𝑏𝑘

𝑏𝑘

𝑘≠𝑖
𝑎𝑖

 (4) 

where 𝑟𝑎𝑖𝑏𝑘
= |𝑟𝑎𝑖

−  𝑟𝑏𝑘
| is the distance between atoms 𝑎𝑖 and 𝑏𝑘, and 𝜀𝑠 is the static relative 

dielectric constant. Polarization effects are computed explicitly and included in 𝜀𝑠 . Such effects are 

modelled via a polarizable force field based on Thole model (as implemented in VOTCA package) 

and multipolar contributions are refined iteratively. 

Thermal disorder. Thermal effects were computed for a subset of R1,R2-D2A1, namely me,tbu- 
and nbu,tbu-D2A1 and pyrl,tbu-D1A1. Rigid molecular dynamics simulations were performed via 
GROMACS49 program package on the respective supercells of me,tbu-, nbu,tbu-D2A1 and pyrl,tbu-
D1A1. The intermolecular interactions were described by van-der-Waals parameters derived 
from the OPLS-AA force field50,51 and the partial charges of the CHELPG method as calculated on 
XRD geometries at the ωB97X-D3BJ/6-311G* DFT level within ORCA 5.0.1.52 For the rigid body 
approximation bonds were partially constrained and angles, dihedrals and impropers were 
restrained in terms of maximal force constants.21  After energy minimisations the systems were 
equilibrated in the NVT ensemble at 300 K for 1 ns. The Nosé-Hoover thermostat was used with a 
𝜏𝑡 of 0.2 ps. The integration time step of the MD simulations (Leap-frog integrator) was 1 fs. For 
the Coulomb interactions the Particle Mesh Ewald for long-range electrostatics method was used, 
and the van-der-Waals and Coulomb cut-offs were set to 1.0 nm.  
After the equilibration phase, snapshots of dimers were sampled every 30 fs for a total simulation 
time of 21 ps for both cases of D2A1 and up to 100 ps for pyrl,tbu-D1A1. For each snapshot the 
transfer integrals 𝐽𝑖𝑗 were computed by applying the DIPRO method at the ZINDO/S level.53 

Finally, the Fourier Transform of the electronic coupling autocorrelation function was 
computed12,21,54 in order to determine those oscillations affecting the fluctuation of the transfer 
integrals the most. 
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3 RESULTS AND DISCUSSION 
 

3.1 Single molecule analysis: neutral equilibrium structures and intra-
molecular reorganization energy  
The coupling between the D-A units in merocyanines lead to intra-molecular charge transfer 
resulting in equilibrium molecular geometries that can be described by a linear combination of 
polyenic (neutral) and zwitterionic (charge transfer) structures. A correct description of both 
ground and excited state structures challenges the majority of the standard quantum chemical 
approaches.11,55 In earlier work we have shown that by tuning the ground state electronic partial 
charges, as localized on the donor (𝛿𝐷) and acceptor (𝛿𝐴) groups by applying the C-DFT 
methodology, optimized geometries (in vacuum) reproduce the solid state experimental (XRD) 
bond lengths alternation (BLA) patterns. A best match between C-DFT and XRD molecular 
structures was found for a partial charge of 𝛿𝐷/𝐴 = ±0.6𝑞, which has been applied throughout this 
study.11 The experimental BLA pattern, as shown exemplary for me,tbu-D2A1 in Figure 1b, is 
reproduced by our C-DFT calculations and in line with previous findings.11 The BLA patterns of all 
R1,R2-D2A1 are shown in ESI Figure S1. The BLA parameter dBLA, defined as the difference 

between the average single- and double-bond lengths (𝑑𝐵𝐿𝐴 = ∑ (𝑅𝑠𝑖𝑛𝑔𝑙𝑒
𝑖 )/𝑁 −𝑖 ∑ (𝑅𝑑𝑜𝑢𝑏𝑙𝑒

𝑗 )/𝑀𝑗 ), 

ranges between -0.009 Å (me,tbu- and nbu,nbu-) to 0.001 Å (nbu,tbu-), indicating for all molecules 
a quasi-cyanine structure (dBLA=0.000 Å) at solid state. The computed C-DFT 𝑑𝐵𝐿𝐴  values range 
between 0.002 Å (nbu,tbu- and oct,tbu-) and 0.005 Å (nbu,nbu-), in good accordance with the 
experimental data (ESI Figure S1 and Table S1). C-DFT calculations can best predict the single 
molecule bond length alternations at the solid state,11 as shown in Figure 1b (blue lines), whereas 
the BLA pattern obtained by DFT gas phase calculations (black lines) cannot reproduce the XRD 
measurements (red lines). Indeed, the 𝑑𝐵𝐿𝐴  value as obtained by DFT calculations for me,tbu- is 
with 0.049 Å significantly higher than the XRD (-0.009 Å) and C-DFT (0.004 Å) 𝑑𝐵𝐿𝐴  values.  
Upon charging the molecule (i.e., oxidation) the BLA changes (see Table S1 in ESI). Such structural 
variation impacts on the intra-molecular charge reorganisation energy (𝜆𝑖) and, therefore, for a 
quantitative evaluation of 𝜆𝑖, it is of utmost importance to correctly assess the BLA for both, 
neutral and charged ground states. The computed (hole) reorganization energies range from 
167 meV (me,tbu- and nbu,nbu-) to 179 meV (bPr,tbu-) (see Table S2 in ESI) and are in agreement 
with previous findings.11 
 

3.2 XRD structural analysis and electronic couplings of single crystals 
Structural analysis. All six R1,R2-D2A1 show a quasi 2D brick-wall structures in which molecules 

assume an antiparallel slipped configuration, forming 1D columns (black rectangles, Figure 2). 

Within a column (intra-columnar interactions), the acceptor moieties of neighbouring molecules 

overlap (AA, red circles, Figure 2). Depending on the amount of the sliding between molecules, as 

caused by the bulky groups on A and/or D,9 interactions between neighbouring columns (inter-

columnar interactions) can be established, thus creating a 2D layer packing. As documented by 

Würthner et al.,5 for some cases the donor units of molecules belonging to neighbouring columns 

overlap as well (blue circles, Figure 2). Such inter-columnar donor-donor (DD) contacts are 

present in the single crystals of me,tbu- (Figure 2a), bPr,tbu- and hex,tbu- (Figure 2b), whereas it 

is not the case for nbu,tbu-, nbu,nbu- and oct,tbu- (Figure 2c). For all cases the neighbouring 

columns are aligned parallel to each other, except for me,tbu-, where they are rotated by 90° 

(Figure 2a top view).  

Based on such description, three structural classes can be extracted for the R1,R2-D2A1 family: 

- class I: DD inter-columnar contacts are present, and neighbouring columns are rotated by 

90° with respect to each other (me,tbu-); 

- class II: DD inter-columnar contacts are present, and neighbouring columns are parallel 

aligned (bPr,tbu- and hex,tbu-); 
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- class III: DD inter-columnar contacts are not present, and neighbouring columns are 

parallel aligned (nbu,tbu-, nbu,nbu- and oct,tbu-). 

Depending on the type of lateral chains attached on D2 (R1 = me-, bPr-, nbu-, hex- and oct-), the 
intra-columnar contacts between the acceptor groups of different molecules (AA) can vary in 
distance, leading to asymmetric charge transfer integrals (vide infra) possibly resulting to a 
trapping effect for the charge transport (as already reported in a previous study).11 
 

 

 

Figure 1: Chemical structures of R1-D1, R1-D2 and R2-A1 (a), with R1=me-, bPr-, nbu-, hex-, oct- and pyrl- (blue sketches) 
and R2=tbu-, nbu- (red sketches). B) BLA path (as defined by bond numbering) exemplary for me,tbu-D2A1. Bond 
lengths in Å from XRD data5(red lines), C-DFT (CAM-B3LYP-D3/6-311G**, gas phase, blue lines, 𝜹𝑫/𝑨 = ±𝟎. 𝟔q) and 
DFT (ωB97X-D/6-311G**, gas phase, black lines). 

Electronic coupling analysis. High electronic couplings can occur both amongst merocyanines 

stacked along a 1D column (intra-columnar transport) and between molecules belonging to 

neighbouring columns (inter-columnar transport). For the latter, the inter-columnar couplings 

are mainly in two directions: i) involving molecules displaced along the long molecular axis, 

corresponding to nearest neighbours where DD overlap is possible (class I and II,  Figure 2a and 

b), and ii) involving molecules displaced along the short molecular axis (class III, Figure 2c). Most 

significant transfer integrals and respective molecular dimers are depicted in Figure 3 and Table 

1. The highest 𝐽𝑖𝑗 is along the intra-columnar direction (𝜋𝜋-stacking) with values ranging from 

6 meV (nbu,nbu-) up to 80 meV (oct,tbu-). For me,tbu- (class I) and nbu,nbu-(class III), all intra-

columnar transfer integrals are symmetric. For all other cases, transfer integrals are asymmetric 

due to different distances between the 𝜋𝜋-planes as induced by longer alkyl chains (see couplings 

named A and A’ in Table 2 and Figure 3b, c, e and f). 
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Inter-columnar transfer integrals, considering molecules displaced along the long molecular axis, 
are small (< 10 meV) for each merocyanine, except for me,tbu- and bPr,tbu-, showing values of 14 
and 16 meV, respectively (dimer B, Table 1 and Figure 3a and b). The same holds for inter-
columnar couplings considering dimers displaced along the short axis, for which the coupling 
integrals are below 4 meV for all cases (Figure S2-S6 and Table S3-S7).  

Table 1: Computed (DFT, DIPRO approach) charge transfer integrals 𝐽𝑖𝑗 (meV) and transfer rates 𝑘𝑒𝑇 (s-1) for intra- and 

inter-columnar dimers (long axis) of D2A1.  𝑘𝑒𝑇 evaluated according to the semi-classical Marcus theory in the absence 

of energetic disorder (𝛥𝐸𝑖𝑗 = 0). 

 Intra-columnar Inter-columnar 

R1,R2- dimer 𝐽𝑖𝑗  𝑘𝑒𝑇   dimer 𝐽𝑖𝑗  𝑘𝑒𝑇   

  (meV) (s-1)  (meV) (s-1) 

me,tbu- 
class I 

 

A 59 1.5 x 1013 B 14 8.9 x 1011 

bPr,tbu- 
class II 

 

A 
A‘ 

34 
8 

4.4 x 1013 
2.7 x 1011 

B 16 1.3 x 1012 
 

nbu,tbu- 
class III 

A 
A‘ 

16 
11 

1.0 x 1012 

4.9 x 1011 

B 
B’ 
C 

2 
4 
3 

2.1 x1010 

5.1 x1010 

3.6 x1010 

nbu,nbu- 
class III 

A 6 1.5 x 1011 B 
B’ 
C 

8 
6 
6 

2.7 x 1011 

1.3 x 1011 

1.3 x 1011 

hex,tbu- 
class II 

 

A 
A‘ 

46 
64 

1.5x1013 

2.9 x1013 
B 3 2.6 x1010 

oct,tbu- 
class III 

A 
A‘ 

80 
31 

2.6 x1013 
3.8 x1012 

B 
C 

4 
3 

5.7 x1010 

3.5 x1010 
 

From the electronic coupling analysis of the R1,R2-D2A1 library (Figure 3 and Table 1) we can 

anticipate 1D, 2D or 3D topologies, that the charge transport network in the absence of static 

Figure 2: Side and top view of different packing motifs of D2A1 merocyanines (red - circle overlap of acceptor groups 
(AA), blue circle - overlap of donor groups (DD)), for different classes I-III with examples of me,tbu- for I, hex,tbu-for II 
and oct,tbu- for III. Axes correspond to Cartesian axes x (red), y (green) and z (blue). 
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energetic disorder (𝛥𝐸𝑖𝑗 = 0) would show (Table 2). For this we classify couplings as strong 

(𝐽𝑖𝑗 >  50 meV), medium (𝐽𝑖𝑗 = 10 – 40 meV) and weak (𝐽𝑖𝑗 < 10 meV) and analyse them with 

respect to different directions (intra- and inter-columnar). When couplings are non-equivalent (A 

and A’ in Table 1) for consecutive pathways along a specific direction, e.g., along the 1D column 
(intra-columnar), we call these asymmetric.  

Table 2: Anticipated topologies of charge transport networks in absence of static disorder (𝜟𝑬𝒊𝒋 = 𝟎) as derived from 

analysis of the electronic couplings 𝑱
𝒊𝒋

. 

Topology R1,R2- 𝐽𝑖𝑗 (intra-columnar) 𝐽𝑖𝑗 (inter-columnar) 

1D hex,tbu-; oct,tbu- 
class II; class III 

 
 

strong and medium 
(asymmetric) 

weak 

2D 
 
 

me,tbu- 
class I 

strong 
(symmetric) 

medium 

3D 
 
 

bPr,tbu 
class II 

medium and weak 
(asymmetric) 

medium 

3D 
 

nbu,nbu-; nbu,tbu- 
class III 

medium (symmetric) 
or weak (symmetric) 

weak 

 

We define the charge transport topologies as 1D when the spatial displacement of the charge is 

larger by at least factor of 2 for one direction over the two other directions. The network is defined 

as 2D, when the spatial displacement is about the same in two direction, and at least a factor of 2 

larger in the third direction. Consequently, a 3D topology is defined as approximately similar 

displacements in all spatial directions, that do not differ by more than a factor of 2 with respect to 

each other. We note that the classification of dimensionality of the transport topology is an 

estimate to facilitate the discussion of different charge transport directionalities and does not 

necessarily coincide with the division into different structural classes concerning the packing 

architecture in the solid state (class I, class II and class III). 

3.3 kinetic Monte Carlo Brownian charge mobility: absence of disorder 
Brownian kMC simulations were performed to evaluate the hole diffusion trajectories for all six 

R1,R2-D2A1 merocyanine single crystals. Figure 4 shows the hole spatial displacements resulting 

from 1000 kMC trajectories along with different Cartesian planes. For an easier comparison the 

planes are ordered as i) side view onto the long axis of the molecules, that corresponds to the view 

in Figure 3 ii) top view, and iii) side view onto the short axis of the molecules. The kMC trajectories 

support the picture reported above as inferred by the couplings analysis, namely:  

- 1D for longer alkyl chains as hex,tbu- and oct,tbu- (e and f). 

- 2D hole transport for molecules having short lateral alkyl chains, such as me,tbu- (a); 

- 3D for medium size lateral alkyl chains, like bPr,tbu-, nbu,tbu- and nbu,nbu- (b, c and d); 

The computed Brownian hole mobility, in the absence of disorder, is the highest for the 2D case 

(me,tbu-: 0.402) and one of the 3D cases (bPr,tbu:- 0.335 cm2/Vs), it decreases up to a factor of 

four for the 1D cases (hex,tbu-: 0.127 and  oct,tbu-: 0.130 cm2/Vs), and up to an order of magnitude 

for the other 3D cases (nbu,tbu-: 0.041 and nbu,nbu-: 0.064 cm2/Vs) (see Table 3 and Figure 4). 
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Figure 3: Side view onto the lon axis of the crystal structures. For each crystal is reported a schemativ view of the 
charge transport pathways from the central molecule (black) to the nearest neighbour molecules (red, blue, orange, 
green) showing 𝑱𝒊𝒋 ≥ 3 meV and 𝑘𝐸𝑇 ≥ 1010 s-1. Axes correspond to Cartesian axes x (red), y (green) and z (blue). 

Expected topology of charge transport network is indicated in grey cicles. 

For me,tbu-D2A1 inter-columnar transfer rates are two orders of magnitude smaller than intra-

columnar hops, leading to an alternating sequence of fast (1.5 x 1013 s-1), short-range (6.325 Å) 

hops along the column, and slow (8.9 x 1011), long-range (10.754 Å) hops between columns, 

resulting in 2D hole transport within the yz plane (plane i in Figure 4a). For bPr,tbu-D2A1 there 

is an intra-columnar asymmetry in the transfer rates (A and A’, Table 1), which could lead to 

charge trapping or delay phenomena. Inter-columnar transfer rates (B) are one order of 

magnitude smaller than the higest intra-columnar hops (A), leading to an alternating sequence of 

fast (4.4 x 1013 s-1), short-range (6.447 Å) hops within the column, and slow (1.0 x 1012 s-1) long-

range (12.635 Å) hops between columns, showing 3D transport paths (Figure 4b, Figure S3 and 

Table S4). For nbu,tbu- and nbu,nbu-D2A1 the difference between intra- and inter-columnar 

transfer rates almost vanishes, leading to isotropic 3D transport pathways (Figure 4c and d). 

Finally, for merocyanines characterized by 1D transport (hex,tbu- and oct,tbu-D2A1) intra-

columnar and inter-columnar transfer rates differ by three orders of magnitude (see Table 1) For 

such reason, hops occur almost exclusively along the direction of the higher transfer rates (intra-

column), corresponding to the x axis (Figure 4e-i/iii and f-i/iii). Couplings along the column are 

asymmetric (Table 1) resulting in asymmetric transfer rates differing by a factor of two for 

hex,tbu- and an order of magnitude for oct,tbu-D2A1 (Table 1). Such asymmetry results in charge 
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trapping for several hops within a dimer, thus limiting the final hole mobility.  

 
The computed hole mobilities for R1,R2-D2A1, in the absence of static and dynamic disorders, 

range from 4x10-1 to 4x10-2 cm2/Vs (Table 2), with me,tbu- and bPr,tbu-D2A1 showing the highest 

values. Experimental charge mobilities, as reported in literature, are measured on polycrystalline 

OFETs, showing high values for bPr,tbu- and nbu,tbu-D2A1 (0.18 and 0.14 cm2/Vs), followed by 

hex,tbu-D2A1 (0.050 cm2/Vs), nbu,nbu-D2A1 (0.026 cm2/Vs) and me,tbu-D2A1 (0.018 cm2/Vs).5 

Despite being of the same order of magnitude, these data differ from the computed values. 

Reasons for such discrepancy are multiple, and they can be related to various factors, which can 

be traced back to both experimental (e.g., grain boundaries, impurities, size and orientation of the 

crystal domains) and theoretical (e.g., absence of static and dynamic disorder, transport regimes) 

aspects.  

 

Finally, in Table 3 a comparison with a prototypical merocyanine species, already studied by us 

and belonging to the D1A1 class, namely pyrl,tbu-D1A1 is also discussed here (see D and A units 

in Figure 1).11 Such species, despite featuring a different donor unit (D1) and a 1D columnar 

packing at solid state (see Figure S7), shows a computed Brownian hole mobility of 0.343 cm2/Vs 

(semi-classical Marcus rates) that is of the same order of magnitude of both 1D and 2D charge 

transport cases predicted for the D2A1 species. As discussed in the next sections, the comparison 

between merocyanines belonging to these two classes (D1A1 vs. D2A1) allows to draw more 

general structure-property relationships and to get insights into the role played by static and 

energetic disorder (see below).  

3.4 Static (energetic) disorder 
Electrostatic43,56 and polarization effects affect the site energies differences 𝛥𝐸𝑖𝑗, thus influencing 

the transfer rates (see eq. 1), the charge mobility and the topology of the charge transport 
network.57 Such effects have never been neither modelled nor exhaustively discussed in the 
literature on merocyanines, however, we expect a strong impact of polarization effects onto the 
charge transport properties of these polar molecules in condensed phases.49, 58,59  
In such frame, the R1,R2-D2A1 library is an ideal platform to explore the impact of the energetic 
disorder over various charge transport networks (1D, 2D and 3D), as introduced above. Moreover, 
the evaluation of 𝛥𝐸𝑖𝑗 for pyr,tbul-D1A1 allows the comparison between different D-A classes 

together with the definition of general design guidelines about merocyanines. 
The computed site energy differences are reported in Table 3 and their distributions in Figure 
S8.  The smallest 𝛥𝐸𝑖𝑗 are calculated for hex,tbu- (± 0.100 eV), me,tbu- (± 0.120 eV) and oct,tbu-

D2A1 (± 0.130 eV), followed by nbu,nbu- (± 0.300 eV), bPr,tbu- (± 0.320 eV) and nbu,tbu-D2A1 
(± 0.680 eV). For pyrl,tbu-D1A1 𝛥𝐸𝑖𝑗 is ± 0.200 eV, being in between oct,tbu- and bPr,tbu-D2A1.  

Computed 𝛥𝐸𝑖𝑗 (±0.100-0.680 eV) are of the same order of magnitude - or higher than the total 

(i.e., inner + outer sphere) reorganization energy of merocyanines (minimum 𝜆𝑡𝑜𝑡 = 0.177 eV for 
pyrl,tbu-D1A1, maximum 𝜆𝑡𝑜𝑡 = 0.229 eV for bPr,tbu-D2A1), therefore they will affect the final 
Marcus transfer rate constants via the (𝛥𝐸𝑖𝑗 + 𝜆)2 term (eq.1). By definition, site energies are 

directional dependent properties, depending on the ith and jth sites, therefore within a crystal there  
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Figure 4: Plot of 1000 kMC trajectories (105 steps each) for each crystal of D2A1 (a – me,tbu-, b – bPr,tbu-, c – nbu,tbu-, 
d – nbu,nbu-, e – hex,tbu-, f – oct,tbu-D2A1) in the absence of disorder. kMC trajectories are reported for the three 
Cartesian planes, namely xy, xz and yz. For clarity, the three Cartesian planes were ordered in such a way to correspond 
to i) the side view onto the molecules long axis, ii) the top view and iii) the side view onto the molecule’s short axis.  
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Table 3: Average computed charge mobilities (cm2/Vs) 𝝁 evaluated by assuming a Brownian diffusion mechanism via 
the Einstein-Smoluchowski equation (semi-classical Marcus equation for the transfer rates) in the absence (𝝁𝒘𝒐) and 

presence (𝝁𝒘) of static disorder. Computed site energy differences 𝜟𝑬𝒊𝒋 (eV) and and the ratio 
𝝁𝒘𝒐

𝝁𝒘
. 

R1,R2-
D2A1 

𝜇𝑤𝑜  
(cm2/Vs) 

absence of static disorder 

𝛥𝐸𝑖𝑗 

 (eV) 

𝜇𝑤 
(cm2/Vs) 

presence of static disorder 

𝜇𝑤𝑜

𝜇𝑤
 

me,tbu- 
class I 

0.402 ±0.120 0.206 2 

bPr,tbu- 
class II 

0.335 ±0.320 0.007 50 

nbu,tbu- 
class III 

0.041 ±0.680 0.002 20 

nbu,nbu- 
class III 

0.064 ±0.300 0.004 15 

hex,tbu- 
class II 

0.124 ±0.100 0.018 8 

oct,tbu- 
class III 

0.130 ±0.130 0.017 8 

pyrl,tbu-
D1A1 

0.34311 ±0.200 0.042 8 

 
will be certain charge transport directions more affected than others by the inclusion of 
polarization effects. 
By including the static energetic disorder in the evaluation of the transfer rates and by 
recomputing the Brownian kMC hole mobility, we observe a drop of 𝜇 (from a factor of two to 
more than an order of magnitude) for each R1,R2-D2A1 crystal: for me,tbu- the hole mobility 
decreases from 0.402 cm2/Vs to 0.206 cm2/Vs, for bPr,tbu- from 0.335 cm2/Vs to 0.007 cm2/Vs, 
for nbu,tbu- from 0.041 cm2/Vs to 0.002 cm2/Vs, for nbu,nbu- from 0.064 cm2/Vs to 0.004 cm2/Vs, 
for hex,tbu- from 0.124 cm2/Vs to 0.018 cm2/Vs, and  for oct,tbu- from 0.130 cm2/Vs to 0.017 
cm2/Vs (see Table 3). 
The lowering of the charge mobility by turning on the polarizable effects is expected and it is in 
line with previous literature data on other organic semiconductors.59-,61 Notably, energetic 
disorder impacts also the charge percolation network, being a directional dependent property. 
For such reason, the topology of the charge transport network changes.  
For me,tbu-, hex,tbu- and oct,tbu-D2A1 the charge transport dimensionalities are generally 
preserved by including the static disorder (Figure S9, S13 and S14), whereas for bPr,tbu-, 
nbu,tbu- and nbu,nbu-D2A1 the charge transport network is remarkably affected (Figure S10-
S12). 
Some interesting trends can be observed. For me,tbu-, hex,tbu- and oct,tbu-D2A1, which are 
characterised by high electronic couplings (𝐽𝑖𝑗 > 50 meV) and site energy differences (|𝛥𝐸𝑖𝑗| =

0.100 − 0.130 eV) smaller than the total reorganization energy (0.217, 0.227 and 0.225 eV 
respectively), the charge transport pathways are almost not influenced by the presence of the 
energetic disorder, preserving the charge transport dimensionality as in the absence of static 
disorder. The reason for this behaviour is twofold: i) the site energy distribution is very narrow 
around zero, with few contributions at ±𝛥𝐸𝑖𝑗, and ii) the (𝛥𝐸𝑖𝑗 + 𝜆)2 term in the semi-classical 

Marcus equation (eq. 1) is small or around zero, resulting in an exponential factor approaching 
one, and therefore leading to rate constants that are prevalently ruled by the electronic couplings.  
bPr,tbu-, nbu,tbu- and nbu,nbu-D2A1, instead feature medium to small electronic couplings 
(𝐽𝑖𝑗<40 meV) and site energy differences (|𝛥𝐸𝑖𝑗| =0.300-0.680 eV) larger than the total 

reorganization energy (0.229, 0.228 and 0.217 eV), therefore the charge transport network 
change notably by varying its topology. This is because the distribution of 𝛥𝐸𝑖𝑗 is broader than for 
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the previous merocyanines, and the (𝛥𝐸𝑖𝑗 + 𝜆)2 term is large, therefore the Marcus regime 

(normal vs. inverted regions) is highly affected, as well as the rate constants. 
In detail, me,tbu-D2A1 has high intra-columnar couplings (56 meV) and medium/small inter-
columnar integrals (16 meV). Both pathways are preserved in presence of static disorder, 
maintaining overall a 2D charge transport. Also for hex,tbu- and oct,tbu-D2A1, characterized by 
high intra- and low inter-columnar couplings, the charge transport network is preserved as in the 
absence of static disorder (see computed transfer rates in Table S9 and Figure S13 and S14). For 
the case of bPr,tbu-D2A1 instead, characterized by medium/small intra- and inter-columnar 
couplings and high 𝛥𝐸𝑖𝑗, the intra-column hops are strongly affected decreasing the transfer rates 

by orders of magnitude (see computed transfer rates in Table S3 and S9 and Figure S3), therefore 
switching the charge transport network from 3D to a quasi 1D. Similarly, for nbu,tbu- and nbu,nbu-
D2A1, characterized by medium/small couplings and high 𝛥𝐸𝑖𝑗, the charge transport network 

remarkably changes by localizing the hopping trajectories in few dimensions (Table S9 and 
Figures S11 and S12). 
Considering the D1A1 class, namely pyrl,tbu-D1A1, the high intra-columnar couplings, together 
with the narrow site energy distribution and a 𝛥𝐸𝑖𝑗 comparable with 𝜆, lead to minor changes in 

the charge transport network (Figure S15) with respect to the absence of static disorder, 
paralleling the cases of me,tbu-, hex,tbu- and oct,tbu-D2A1. 
 
Overall, in presence of static disorder, with large distributions of |𝛥𝐸𝑖𝑗| > 𝜆, the transport 

decreases directionality dependent leading to a decrease of the previous 3D network to a more 
1D shape. Overall, these cases show the highest decrease in 𝜇 by a factors of 15 to 50 (Table 3). 
On the other hand, for smaller distributions of |𝛥𝐸𝑖𝑗| < 𝜆 and larger couplings, 1D and 2D 

transport character are preserved in presence of static disorder and the mobility value is more 
resilient, as can be seen by a reduction of 𝜇 by a factor of 2 (2D) and 8 (1D) (Table 3). 

  

3.5 Dynamic (thermal) disorder 
Dynamic disorder effects, i.e. the variations of the coupling integrals as induced by thermal 

oscillations, were computed through the evaluation of the Fourier Transform (FT) of the time-

dependent Auto-Correlation Function (ACF) of the coupling integrals (〈𝐽(𝑡)𝐽(0)〉). Couplings were 

computed by sampling the trajectories extracted from the MD simulations of three merocyanine 

crystal structures, namely: me,tbu-D2A1, nbu,tbu-D2A1 and pylr,tbu-D1A1. The three cases have 

been considered as representative case studies for merocyanines featuring different D-A moieties 

and hole charge transport network topology, respectively 1D, 2D and 3D. The 1D and 2D cases 

(pyrl,tbu-D1A1 and me,tbu-D2A1) show strong anisotropy in the couplings network, featuring 

high intra-columnar transfer integrals (𝐽𝑖𝑗 > 50 meV) and low (𝐽𝑖𝑗 < 4 meV, 1D case) or medium 

(𝐽𝑖𝑗 = 16 meV, 2D case) electronic interactions across columns. The 3D case (nbu,tbu-D2A1) shows 

overall low transfer integrals (𝐽 ≤ 16 meV) in all spatial directions. For each species, thermal 

effects onto 𝐽𝑖𝑗 were evaluated for the intra-columnar (𝜋 − 𝜋 interactions) dimers, representing 

the highest couplings and therefore being the most affected interactions by thermal disorder.  

Furthermore, nbu,tbu-D2A1 afforded highest experimental charge mobility values of over 2 

cm2/Vs in SCFETs. However, its theoretical mobility in absence of thermal disorder remains one 

order of magnitude below such values.  By including thermal effects charge transfer can be 

possibly facilitated, reconciling experimental and theoretical values.  
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Figure 5 reports the distribution and the time-dependent fluctuations of 𝐽𝑖𝑗. For all merocyanines 

we observed broad distributions and large fluctuations of 𝐽𝑖𝑗. The average transfer integral (〈𝐽〉), 

evaluated by fitting the couplings distribution with a Gaussian function, increases for all 

merocyanines as compared to the respective static (frozen crystal) value (𝐽) (see Table 3 and 

Figure 5).  Specifically, for me,tbu-D2A1 〈𝐽〉 equals to 77 meV,  as compared to a static value J of  

59 meV. For nbu,tbu-D2A1 〈𝐽〉 = 40 meV (𝐽 = 16 meV) and for pyrl,tbu-D1A1 〈𝐽〉 = 108 meV (𝐽 = 56 

meV).  The thermal broadening of the transfer integrals, namely 𝜎, is 52 meV for me,tbu-D2A1, 73 

meV for nbu,tbu-D2A1 and 69 meV for pyrl,tbu-D1A1 (see Table 4 and Figure 5). Furthermore, 

from the analysis of the FT of the coupling ACF (see Figure S16) we observed that the most active 

oscillations affecting the electronic couplings the most are those below 100 cm-1. Such 

frequencies, as documented in literature for other conjugated compounds, can be associated to 

inter-molecular modes (e.g., translation, libration) involving the molecular backbone and the 

lateral chains of the molecules.21,13,17,62,63  

 
The enhancement of the coupling integrals, as induced by thermal disorder, might call into 
question the validity of the hopping (non-adiabatic) regime for hole transport in merocyanines. 
In absence of thermal oscillations (i.e., frozen crystal) the parameter 𝜉 (𝜉 =  2|𝐽|/𝜆) ranges from 
0.1 for nbu,tbu-D2A1, up to 0.6 for pyrl,tbu-D1A1 (see Table 3). Such values lie within the range 
of the hopping regime (i.e., validity of the non-adiabatic semi-classical Marcus approach),26,14 with 
only pyrl,tbu-D1A1 being relatively close to an intermediate regime. Inclusion of thermal 
averaged couplings in the calculation of 𝜉, however leads to an increase of the parameter for all 
species, with values of 0.4 for nbu,tbu-D2A1, 0.7 for me,tbu-D2A1 up to 1.2 for pyrl,tbu-D1A1. 
Such increase may suggest the hypothesis to consider different charge transport regimes than 
hopping for merocyanines, especially when thermal effects are included in the description. An in-
depth investigation of such effects, together with the use of charge transport schemes which go 
beyond the non-adiabatic Marcus approach, are currently under investigation in our group and 
they will be the subject for future works. 
Albeit keeping a non-adiabatic approach (in the thermalized limit), we checked the effect of 
including a second order (thermal) correction to the calculation of the non-adiabatic transfer 
rates, as suggested by Ratner and Troisi.64,65 The second order correction (see details in ESI 

section S8) to the non-adiabatic transfer rate is proportional to the factor (1 −  
〈𝐽〉2

〈𝐽2〉
). When 

〈𝐽〉2

〈𝐽2〉
 is 

Figure 5: Dynamic disorder effects on dimer A of the crystals of a) pyrl,tbu-D1A1, b) me,tbu- and c) nbu,tbu-D2A1, 
showing the distribution of the coupling integral 𝑱𝒊𝒋 with a Gaussian git (black line), its mean value 〈𝑱𝒊𝒋〉 and standard 

deviation 𝝈. 
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close to unity, the impact of thermal oscillations is weak and the thermal corrections to the 
transfer rates are negligible. In such cases, the use of eq. 1, by replacing the static 𝐽 with the 

thermalized 〈𝐽〉 electronic coupling is acceptable, as reported by Troisi.65 However, when 
〈𝐽〉2

〈𝐽2〉
 is 

lower than unity, the non-adiabatic Marcus transfer rates (in the thermalized limit)18 increase, 
and thermal corrections can become relevant. As reported by Martinelli et al.,18 an equivalent 

description is given by introducing the parameter 𝜂, defined as: 𝜂 =
〈𝐽𝑖𝑗〉

𝜎
, with 𝜎 =  √〈𝐽2〉 − 〈𝐽〉2 . 

Values of 𝜂 ≥ 0.5 suggest the impact of lattice vibrations to be weak on the transfer rate equation, 
whereas values < 0.5 imply a global increase of the transfer rates (within the non-adiabatic 
regime). 
As reported in Table 4, for me,tbu-D2A1 and pyrl,tbu-D1A1 𝜂 is with 1.5 and 1.6 respectively 
significantly larger than 0.5, consequently the non-adiabatic transfer rates are weakly affected by 

thermal corrections (as clear also from the 
〈𝐽〉2

〈𝐽2〉
 values, being close to unity). For nbu,tbu-D2A1 

with 𝜂 = 0.5 and 
〈𝐽〉2

〈𝐽2〉
 = 0.2 (Table 4), thermal corrections can slightly enhance the non-adiabatic 

transfer rates.  
 
Table 4:  Impact of thermal disorder onto charge transport. Coupling integrals 𝑱𝒊𝒋 in meV as calculated with the DIRPO 

approach and wB97XD/6-311G** and mean values 〈𝑱𝒊𝒋〉 and their standard deviation 𝝈 of the coupling integral in meV 

over 21 ps MD simulations with snapshots every 30 fs for selected dimers of me,tbu-D2A1, nbu,tbu-D2A1 pyrl,tbu-D1A1 
as calculated with the DIPRO approach and ZINDO/S. Total reorganization energy 𝝀 in meV, as well as adiabaticity 
facotrs 𝝃, coherence parameter 𝜼 and 𝝁 in cm2/Vs, recalculated when considering 〈𝑱𝒊𝒋〉 instead of 𝑱𝒊𝒋. 

 𝐽𝑖𝑗 

(meV) 

〈𝐽𝑖𝑗〉 

(meV) 

𝜎 
(meV) 

𝜆 
(meV) 

𝜉(𝐽𝑖𝑗) 𝜉(〈𝐽𝑖𝑗〉) 〈𝐽𝑖𝑗〉2/〈𝐽𝑖𝑗
2 〉 𝜂 𝜇(〈𝐽𝑖𝑗〉) 

(cm2/Vs) 

me,tbu-
D2A1 

59 77 52 217 0.5 0.70 0.686 1.5 0.572 

nbu,tbu-
D2A1 

16 40 73 228 0.1 0.35 0.229 0.5 0.137 

pyrl,tbu-
D1A1 

56 108 69 177 0.6 1.22 0.716 1.6 1.220 

 
Given the above assumptions, in the frame of the non-adiabatic regime,65 we have re-computed the 
non-adiabatic transfer rate constants by including 〈𝐽𝑖𝑗〉 instead of 𝐽𝑖𝑗 in the rate equation (eq. 1), 

without the effect of static disorder, and re-evaluated the kMC hole mobilities. Brownian hole 
mobilities overall increase, rising for me,tbu-D2A1 from 0.402 cm2/Vs to 0.572 cm2/Vs, for 
nbu,tbu-D2A1 from 0.041 cm2/Vs to 0.137 cm2/Vs and for pyrl,tbu-D1A1 from 0.343 cm2/Vs to 
1.220 cm2/Vs (Table 4). The increase in charge mobility is remarkable for both nbu,tbu-D2A1 and 
pyrl,tbu-D1A1. For the first species, medium/small electronic couplings (〈𝐽〉) and high thermal 
oscillations (〈𝐽2〉) favour the opening of effective hole transfer channels, thus increasing the 
computed mobility by a factor of 2.5. The computed thermal averaged charge mobility (0.137 
cm2/Vs) is of the same order of magnitude to the average experimental device mobility (0.87 
cm2/Vs), as measured on single crystal OFETs.9 For pyrl,tbu-D1A1 the increase in the charge 
mobility due to thermal effects is by a factor of 4. Such remarkable enhancement is mainly due by 
the increment of the electronic coupling values for the only-effective charge transport channel 
that is the intra-columnar one. 
 
Finally, for the case of nbu,tbu-D2A1 we compare the kMC hole trajectories for the three non-

adiabatic transfer cases we have considered in this study, namely: a) non-adiabatic transfer rates 

without static disorder and thermal fluctuations, b) with static disorder and without thermal 

fluctuations, c) with thermal fluctuation and without static disorder. nbu,tbu-D2A1 was chosen 

exemplary, due to the highest static and thermal disorder present. The case including both static 

and dynamic disorder is not explicitly computed here because of its demanding computational 
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cost. In future studies, we will implement an effective computational strategy able to take such 

effects into account. At the current stage, as reported previously, we can already conclude that 

static disorder reduces the charge mobility of nbu,tbu-D2A1 by an order of magnitude. Without 

any disorder effects nbu,tbu-D2A1 charge transport pathways form a 3D network with a mobility 

value of 0.041 cm2/Vs (Figure 6a). In the presence of static disorder such network is reduced to 

a more 1D shape, as transport is decreased along certain directions leading to an overall decrease 

in mobility to 0.002 cm2/Vs (Figure 6b). When considering the average of dynamic disorder, 

transport is enhanced, especially for pathways cut-off by the static disorder and mobility 

increases to 0.137 cm2/Vs (Figure 6c). 

 

Figure 6: Mobility 𝝁 and plot of 1000 kMC trajectories (each consisting of 105 steps) for nbu,tbu-D2A1, a) without and 
b) with static disorder effects included, and c) when considering the thermal average of intracolumnar transfer integrals 
without static disorder. Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. For clarity, the 
three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules long axis, ii) the 
top view and iii) the side view onto the molecule’s short axis. 
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4. CONCLUSION 
 
Merocyanines are D/A conjugated molecules that can be considered as prototypical building 
blocks for studying the structure-property functions in organic semiconductors. The tuning of 
their D/A moieties and the engineering of their side groups are effective strategies to control their 
supramolecular order in the solid state and their charge transport properties. Experimental 
evidences have been recently reported, showing the possibility for merocyanines single crystals 
to reach as high hole mobility (up to 2cm2/Vs) as state-of-the-art small molecules (e.g., pentacene, 
rubrene and thioacenes). In this study, we report an in-depth computational investigation for a 
library of merocyanines, demonstrating how energetic (electrostatic and polarization effects) and 
thermal (electron-phonon couplings) disorder affect the hole transport mechanisms, by impacting 
both the transfer rates and the topology of the charge mobility in single crystals. We consider two 
classes of D/A compounds (named D1A1 and D2A1) featuring also a variety of side groups 
affecting the packing at solid state.  
 
For all systems, merocyanines pack in an antiparallel slipped way along the 𝜋𝜋-direction. 
Depending on the side groups, crystals can form quasi 1D columns that interact with neighbouring 
columns building up interconnected 2D layers, where the donors of neighbouring columns either 
overlap (class I and II) or not (class III). Furthermore, these neighbouring columns can either align 
in a 90° angle (class I) or are arranged parallel with respect to each other (class II and III). Due to 
strong internal intramolecular charge transfer along the 𝜋-chain, the bonds between donor and 
acceptor become equalized, leading to low reorganization energies between 167 and 179 meV.  
As the reorganization energies are similar, the charge transfer rates and mobilities depend mainly 
on the coupling integrals, which can reach values of up to 80 meV, if the static energetic disorder 
effects are not considered. Depending on the strength of the coupling integrals in different 
directions, charge transfer can occur over 1D, 2D and 3D transport networks.  
Our simulations show that molecules with high transfer integrals along the quasi 1D column lead 
to clear 1D transport networks. If there is also significant interaction across columns a 2D 
transport network is predicted. For medium to small intracolumnar transfer integrals, 
interactions across columns become important, leading to isotropic 3D transport. The computed 
mobility values are highest for the 2D cases and lowest for the 3D cases. This corresponds well to 
other literature studies reporting maximized charge transport when a 2D charge transport layer 
is present. 
When static energetic disorder effects are included, a decrease in charge mobility has been 
computed for all cases. While there is no or only small impact on the directionality of charge 
transfer for 1D and 2D cases, a change from 3D charge transfer pathways towards more 1D and 
2D like networks is observed.  
The mobility value is most resilient against static disorder for cases with high transfer integrals, 
and significant transport along more than one direction (2D), as the site energies are a directional 
dependent property. Cases with significant transport only along one direction will be more 
sensitive to static disorder effects.  
Dynamic disorder, increases transfer integrals on average, and hence transport for this pathway 
is increased changing the topology of the transport network more towards a 1D shape. Within the 
non-adiabatic regime, the impact of a thermal correction to the global transfer rate is weak for 
cases with high mobility. For cases with low mobility, the thermal correction will slightly enhance 
the global non-adiabatic transfer rates. The Fourier transform of the autocorrelation function 
further shows that low frequency modes below 100 cm-1 are the dominant modes attributing to 
the fluctuations of transfer integrals.  
 
Overall, it has been shown that the inclusion of static energetic disorder due to polarization effects 
is of high importance for polar merocyanines in charge mobility simulations. Including thermal 
disorder effects has shown, that charge mobility maximizes, and the effect is largest for cases with 
small static transfer integrals. 
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By including both disorder effects in our simulations, we could show that experimental and 
theoretical charge mobilities can be reconciled. This suggests to design merocyanines packing in 
2D structures, making them more resilient to both, static and dynamic, disorder. 
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CHAPTER 6

Direct Propagation of the Charge Carrier
Wavefunction - the Fragment-Orbital Based
Surface Hopping (FOB-SH) Method

Lattice vibrations have a strong effect on the transfer integrals and their distribution, affecting therefore
the activation barrier and the transfer rate. Depending on the relative ratio between the electronic
coupling and the reorganization energy (𝜁 = 2𝐽/𝜆), the charge transport regime can indeed vary
from non-adiabatic (localized charge carrier, hopping-like), to intermediate (polaron transport) and
fully adiabatic (delocalized charge carrier, band-like). Thermal effects can trace back to local and
non-local electron-phonon couplings. The local electron-phonon couplings are those where the site
energy changes upon molecular vibrations. Non-local electron-phonon couplings are those where the
coupling integrals change in response of the intermolecular vibrations. Electron-phonon couplings
can possibly change the (an)isotropy of charge transport, the mobility value, as well as the underlying
physical process for charge transport, i.e., from small localized polaron (1-2 molecules) hopping,
to medium (2-5 molecules) and large sized delocalized polaron (> 5 molecules) diffusion, as in the
intermediate and more band like regime respectively.[76]
By solving the time-dependent Schrödinger equation for the charge carrier wave function, it is possible
(in principle) to model the direct propagation of the charge carrier, therefore the polaron transport,
while directly including electron-phonon couplings. One such method is called fragment-orbital based
surface hopping (FOB-SH), which uses mixed quantum-classical non-adiabatic molecular dynamics
(NAMD) for the propagation of the time-dependent charge carrier wavefunction. Within the FOB-SH
framework no prior assumptions of the nature of the charge carrier or the transport regime are made,
and both hopping and intermediate regime can be described accurately.[76]
After evaluating the potential effects of thermal disorder, i.e., fluctuations of transfer integrals, in
Chapter 5, FOB-SH was applied to two crystals of class D1A1, namely pyrl,tbu- and nbu,tbu-D1A1,
in order to study the impact of these effects onto the mobility and localization of the charge carrier
in more detail. Merocyanines of the D1A1 family were chosen as a starting point for FOB-SH
simulations over D2A1 due to their lower reorganization energies. Both D1A1 cases have similar
mobilities along their high mobility direction. The charge mobility, evaluated on frozen crystals and
assuming a non-adiabatic hopping mechanism (Marcus or Marcus-Levich-Jortner equations), equals
approximately 1 cm2/Vs. In Chapter 5 it has also been seen, that the average value of transfer integrals,
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that contribute to a continuos charge transport pathway for pyrl,tbu-D1A1 (Fig. 6.1 and Fig. 4.3),
increases compared to the frozen crystal, when thermal fluctuations are allowed. By assuming the
thermal average of transfer integrals, the transfer rate surpasses the threshold between non-adiabatic
and adiabatic regimes, as suggested by an adiabaticity factor (𝜁 = 2𝐽/𝜆) of 1.2.
In Fig. 6.1 packing structure and dimers of both molecules, that contribute to continuos charge
transport pathways, are highlighted analogous to Fig. 4.3.

Figure 6.1: Supercells of crystal structures pyrl,tbu-D1A1 (a) and nbu,tbu-D1A1 (b) with a schematic view of
charge transfer pathways from the central (black) molecule to those nearest neighbours (blue and red) showing
significant 𝐽𝑖 𝑗 values.

6.1 Computational Details and Parametrization

Based on the description and formulas in Section 3.2.3.2 FOB-SH simulations were performed for
pyrl,tbu- and nbu,tbu-D1A1. Both, classical MD and mixed quantum-classical NAMD simulations,
were carried out using the CP2K simulation package Version 7.1,[130] with the latter using an in-house
non-adiabatic MD module; force field parameters were taken from the general amber force field
(GAFF)[131, 132] and refined using ab initio methods. From optimized geometries at the C-DFT level
(CAM-B3LYP/311G**) (see Chapter 4), equilibrium bond lengths, angles and dihedral angles were
obtained, while atomic point charges were calculated with the restrained electrostatic potential (RESP)
fitting approach. Morphologies were obtained from experimental XRD data[127, 135] and an energy
optimization was performed, using the limited memory BFGS (LBFGS) algorithm.[136] The system
was then equilibrated in the NVT ensemble with a time step of 1 fs, starting with 100 ps at 700 K and
then slowly quenching to 300 K for 200 ps, using the Nose-Hoover thermostat.[137, 138] Afterwards
a production run of 200 ps in the NVE ensemble was performed, from which 800 uncorrelated sets of
nuclear positions and velocities were sampled as starting configurations for FOB-SH.
During FOB-SH simulations the electronic Schrödinger equation was integrated using the Runge-Kutta
4th order algorithm and the nuclei were propagated using the velocity Verlet algorithm. The MD
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time step was set to 0.05 fs and the electronic time step to 0.01 fs, as has been optimized for 𝜋-
conjugated molecules.[24] Surface hopping probabilities and non-adiabatic coupling vectors (NACVs)
are calculated for every MD time step. After a successful hop, the velocity component parallel to the
NACV is rescaled to conserve total energy.[24] After an unsuccessful hop, the sign of the velocity
component parallel to the NACV was inverted according to Tully.[139] State-tracking for detection
of trivial crossings, decoherence correction and a projection algorithm for removal of decoherence
correction-induced artificial long-range charge transfer were applied as previously reported.[25, 117]
Furthermore, surface hopping simulations were repeated for converged cell sizes (vide infra), with a
nuclear time step of 0.025 fs, and an electronic time step of 0.005 fs, to further rule out trivial crossings,
by seeing no change in mobility and MSD (Appendix A.3.2). All surface hopping simulations were
carried out in the NVE ensemble and the multi-time step algorithm for a length of 1 ps.[140]
External reorganization energies 𝜆0 were set to zero[76] and the impact of different external reorgan-
ization energies, with respect to hopping simulations in the non-adiabatic regime can be found in
Appendix A.3.3. Internal reorganization energies and transfer integrals were parametrized from DFT
calculations as explained in detail below.

6.1.1 System Size Convergence

Within the simulation cell, a subset of molecules was treated as electronically active, i.e., they were
treated as molecular sites for construction of the electronic Hamiltonian, with their HOMO contributing
to the expansion of the carrier wavefunction. Active regions (red molecules in Fig. 6.2a and b) were
set up in a way, that the remaining molecules (inactive region, grey molecules in Fig. 6.2a and b) made
up a thin wrapper of nearest neighbours to the active region. Within the inactive region, moelcules
were treated as electronically inactive and interacted with the active region only via non-bonded
interactions. In such a way energy conservation can be improved and the subsystem maintained.[76]
Active molecules were chosen according to previous analysis of transfer integrals and charge transport
pathways (Fig. 6.1) extending along the crystallographic a axis for pyrl,tbu-D1A1 (red molecules
Fig. 6.2a) and along the crystallographic axes b and c for nbu,tbu-D2A1 (red molecules Fig. 6.2b).
The charge carrier wavefunction of the HOMO was initialized on a molecule 𝑖 at the edge of the active
region of the simulation cell. The active region needs to be large enough, so that the centre of charge
(COC) of the charge carrier wavefunction does not encounter the border of the active region during
the simulation time of 1 ps. Encounters with the borders were defined as the COC displacement plus
two times the standard deviation 𝜎 of the wavefunction (𝐸𝑛𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = 𝐶𝑂𝐶 + 2 · 𝜎). 800 trajectories
were run for different cell sizes each, that increased along the high mobility directions (a for pyrl,tbu-
and b and c for nbu,tbu-D1A1). For these trajectories the displacement of the (COC) was evaluated
and no encounters of the COC with the border of the active region were found for a supercell of
25x6x3 for pyrl,tbu-D1A1 (900 molecules in total) and a supercell of 2x18x9 for nbu,tbu-D1A1 (2592
molecules in toal), with an active region of 25x3x1 times the unit cell (150 molecules) and 0.5x18x9
times the unit cell (648 molecules) respectively.

6.1.2 Internal Reorganization Energy

The internal reorganization energy 𝜆𝑖 arises from the energy required to charge a molecule, i.e.,
distorting its nuclear coordinates to accompany the extra charge. Within FOB-SH, the nuclear motions
are treated classically and the energy differences between neutral and charged geometry, i.e., the
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Figure 6.2: (a) 10x6x3 cut-out of the converged supercell of pyrl,tbu-D1A1 and (b) 2x10x9 cut-out of the
converged supercell of nbu,tbu-D1A1, with active regions during FOB-SH simulations highlighted in red.
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internal reorganization energy, are calculated with the classical force field. In order to perform as
accurate as possible simulations, it is desirable to obtain 𝜆𝑖 values from MD simulations, that coincide
with values as obtained from C-DFT calculations (Chapter 4). In a first approximation, equilibrium
bond lengths of the ground neutral and charged geometry from C-DFT calculations (Chapter 4) were
taken as the equilibrium bond lengths in the force field for the neutral and charged species respectively.
With these, 𝜆𝑖 is recalculated via the adiabatic four point method, as previously discussed (Chapter 4
and Eq. (3.24)).

In order to match the reorganization energies as obtained with the classical force field, bonds
with a significant bond lengths variation Δ𝑟𝑄𝑀 = 𝑟

𝑐ℎ𝑎𝑟𝑔𝑒𝑑

𝑄𝑀
− 𝑟𝑛𝑒𝑢𝑡𝑟𝑎𝑙𝑄𝑀 between the neutral and

charged optimized C-DFT geometries were identified (see Fig. 6.3a and b, blue bonds in chemical
structure) and the equilibrium bond lengths of the neutral structure within the classical force field
𝑟
𝑛𝑒𝑢𝑡𝑟𝑎𝑙
𝑐𝑙𝑎𝑠𝑠 were set to be equal to the bond lengths from the neutral, ground state from C-DFT

calculations (𝑟𝑛𝑒𝑢𝑡𝑟𝑎𝑙𝑐𝑙𝑎𝑠𝑠 = 𝑟
𝑛𝑒𝑢𝑡𝑟𝑎𝑙
𝑄𝑀 ). The equilibrium bond lengths of the charged species within the

classical force field were then systematically varied through an adjustable parameter 𝛽 and Δ𝑟𝑄𝑀

(𝑟𝑐ℎ𝑎𝑟𝑔𝑒𝑑
𝑐𝑙𝑎𝑠𝑠

= 𝑟
𝑛𝑒𝑢𝑡𝑟𝑎𝑙
𝑐𝑙𝑎𝑠𝑠 + 𝛽 · Δ𝑟𝑄𝑀).

For a series of different 𝛽 values, 𝜆𝑖 was calculated in order to match the energy values as obtained
with the classical force field (blue points Fig. 6.3c and d) to the internal reorganization energies as
obtained from C-DFT calculations (dotted horizontal lines in Fig. 6.3c and d). For pyrl,tbu-D1A1 a
perfect match was found for 𝛽 = 1.0 (Fig. 6.3a) and for nbu,tbu-D1A1 a match was found for 𝛽 = 1.1
(Fig. 6.3b). Equilibrium bond lengths for the charged species in the classical force field were then set
accordingly to these 𝛽 values.

Figure 6.3: Molecular structure of pyrl,tbu- (a) and nbu,tbu-D1A1 (b) with bond lengths that show significant
variation between the neutral and charged optimized structures highlighted in blue. Internal reorganization
energies 𝜆𝑖 upon variation of the adjustable parameter 𝛽 (c, d). The dotted lines mark the values of 𝜆𝑖 as
calculated via C-DFT calculation and the 𝛽 parameter that reproduces such values within the classical force
field.
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6.1.3 Transfer Integrals via Analytical Overlap Method (AOM)

The transfer integral 𝐽𝑖 𝑗 needs to be calculated for every possible nearest neighbour pair within the
active region of the simulation cell per each MD time step, leading to overall several thousand 𝐽𝑖 𝑗
calculations. In order to be able to perform the simulations within reasonable time and resources,
there is the need for a very fast, but yet still sufficiently accurate method to asses the transfer integrals.
Such a method is the analytical overlap method (AOM) that affords 𝐽𝐴𝑂𝑀𝑖 𝑗 , which has been developed
by Gajdos et al.[64] and is implemented within the FOB-SH framework.
Within AOM, one single reference calculation on a single monomer is performed in order to obtain
the frontier molecular orbitals (FMOs) at the DFT level (PBE/DZVP-GTH),[141, 142] which are
then projected onto Slater-type p-orbitals (STOs). The latter are used to calculate the overlap integral
𝑆
𝐴𝑂𝑀
𝑖 𝑗 of the FMOs (HOMO or LUMO, for either hole or electron transport respectively). The overlap

integral calculation on the basis of STO orbitals is analytical and leads to a speed-up of 6 orders of
magnitude with respect to reference DFT calculations. The transfer integral 𝐽𝑖 𝑗 is proportional to the
overlap integral 𝑆𝑖 𝑗 , via a constant of proportion 𝐶 (𝐽𝑖 𝑗 = 𝐶 · 𝑆𝑖 𝑗). Therefore, the transfer integrals are
not explicitly calculated during the FOB-SH simulation, but are obtained from scaled overlap integrals
via a parametrized scaling factor 𝐶.

Figure 6.4: 𝑆𝐴𝑂𝑀𝑖 𝑗 parametrization against scaled electronic couplings 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 in meV (as calculated with the
POD method and scaled by a factor of 1.282 as recommended in Ref. [143]) between neighbouring molecules of
the crystal structure (as highlighted in Fig. 6.1) along equilibrated MD trajectories. The constant of proportion
𝐶 was obtained from linear regression.

In order to parametrize 𝐶, dimers were extracted each 100 fs of an equilibrated 1 ps MD run, and their
transfer integral was calculated at the DFT level via the POD method (𝐽𝑃𝑂𝐷𝑖 𝑗 ) at the PBE/DZVP-GTH
minimal level of theory as implemented in CP2K.[72] Furthermore, 𝐽𝑃𝑂𝐷𝑖 𝑗 values were scaled by
a factor of 1.282, to increase accuracy. A recent benchmark study has compared transfer integrals
for a variety of small organic molecules as calculated with the POD method and with ab initio
values obtained at the minimal active space CASSCF/NEVPT2 level of theory. They have found
that by scaling 𝐽𝑃𝑂𝐷𝑖 𝑗 values by a factor of 1.282, they are in good agreement with the reference
calculations.[143] Therefore, the same scaling factor has been applied here, affording 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 values,
that function as a reference for the parametrization of 𝐶. 𝑆𝐴𝑂𝑀𝑖 𝑗 values were calculated as explained
above and in Section 3.2.1.4 for the same dimers. By then plotting 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 over 𝑆𝐴𝑂𝑀𝑖 𝑗 a linear
relationship could be found and the scaling factor 𝐶 could be calculated via linear regression (Fig. 6.4).
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Table 6.1: Electronic couplings 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 for pyrl,tbu- and nbu,tbu-D1A1 as calculated with the POD method
and scaled according to Ref. [143] for different dimers as extracted from XRD structures and equilibrated MD
simulations.

pyrl,tbu-D1A1 nbu,tbu-D1A1
Dimer A A B
XRD 78 meV 17 meV -30 meV
MD 73±76 meV𝑎 34±24 meV𝑏 -66±28 meV𝑏
𝑎100 dimers 𝑏111 dimers

The scaling factor 𝐶 and the mean absolute error (MAE) as well as the maximal error (MAX) of the
linear fit between 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 and 𝑆𝐴𝑂𝑀𝑖 𝑗 are depicted in Table 6.2. MAEs are with 10 meV for pyrl,tbu-
and 13 meV for nbu,tbu-D1A1 similar for both molecules. MAX is with 52 meV for nbu,tbu- larger
than for pyrl,tbu-D1A1 with 39 meV.
With the scaling factor 𝐶 at hand, only the fast overlap integrals 𝑆𝐴𝑂𝑀𝑖 𝑗 need to be calculated during
the FOB-SH simulations leading to a speed-up of 6 orders.[64]

Table 6.2: AOM linear scaling factor 𝐶, as well as the mean absolute error (MAE) and the maximal error (MAX)
of the linear fit for pyrl,tbu- and nbu,tbu-D1A1.

pyrl,tbu-D1A1 nbu,tbu-D1A1
C (eV) -7.6404 -7.1461

MAE (meV) 10 13
MAX (meV) 39 52

Another important point to notice, is that as of now the FOB-SH method is restricted concerning
the inclusion atomic point charges, which can only be set to zero. Therefore, a detailed analysis of
MD simulations with i) atomic point charges as obtained from C-DFT calculations and the restrained
electrostatic potential (RESP) fitting approach and with ii) atomic point charges set to zero, have
been compared concerning several different intra- and intermolecular geometrical parameters, and
a good agreement has been found between them. As transfer integrals are very sensitive to the
intermolecular displacements between dimer pairs, they have been considered as a good parameter
to test the similarities between MD simulations with different atomic point charges. 𝐽, 𝑆 and the
constant of proportion 𝐶 have been evaluated for dimers from both MD simulations in the presence
and absence of atomic point charges and a good agreement has been found (see Appendix A.3.1),
strengthening the validity of running FOB-SH NAMD simulations with atomic point charges set to
zero.

6.2 Inverse Participation Ratio and Mobility

After parametrization of the transfer integrals and the internal reorganization energy, FOB-SH
simulations were performed and the inverse participation ratios (IPRs), a measure for the delocalization
of the charge carrier wavefunction Eq. (3.60), and mobilities were consequently analysed for both
molecules.
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For both cases it was found that the charge carrier wavefunction delocalizes over 3 to 4 molecules on
average, as indicated by an IPR of 3.68 for pyrl,tbu- and 3.08 nbu,tbu-D1A1 (Fig. 6.5a), confirming
earlier assumptions of a medium polaron propagating via diffusion within the intermediate regime.
For a localized charge carrier and hopping transport, IPR values would range between 1 and 2.[76]
For single mobility trajectories, the IPR can even reach values of up to 13. Fig. 6.6 shows a qualitative
analysis of the IPR of a single trajectory for pyrl,tbu-D1A1 (a-f) and nbu,tbu-D1A1 (g-l) exemplary
over a time range of 100 fs, as extracted from the full simulation (1000 fs). For several snapshots, the
delocalization of the charge carrier wavefunction is shown. It can be seen that the polaron moves
through the crystal via delocalization over several molecules followed by a relocalization on a single
or few molecules again. For pyrl,tbu-D1A1 the polaron spreads only along the 𝜋-stacked 1D column
(x-direction, Fig. 6.6c-e), whereas for nbu,tbu-D1A1 the polaron delocalizes in y and z direction
(Fig. 6.6i and k), reflecting the 1D and 2D characters of charge transport for both cases respectively.
Mobilities (𝜇𝐹𝑂𝐵−𝑆𝐻) have been calculated from the MSD (Fig. 6.5) via the diffusion coefficient
(Eq. (3.5)) and the Einstein-Schmoluchowski relation (Eq. (3.4)). For pyrl,tbu-D1A1 𝜇𝐹𝑂𝐵−𝑆𝐻 is
with 2.3 cm2/Vs highest along the 1D column (dimer A, x direction, Fig. 6.1 and Table 6.3) and for
nbu,tbu-D1A1 highest along the brickwork network of slipped dimers (dimer A, y direction, Fig. 6.1)
with 5.9 cm2/Vs (Fig. 6.5 and Table 6.3). The same main charge transport pathways were predicted
with kMC simulations for frozen crystals in Chapter 4.

Figure 6.5: Averaged IPR (a) and MSD in Å2 (b) for pyrl,tbu-D1A1 (blue) and nbu,tbu-D1A1 (orange and
green). In (b) the calculated charge mobility 𝜇 along high mobility axes is depicted as well.

Furthermore, 𝜇 has been reevaluated analogous to Chapter 4, by considering the scaled POD transfer
integrals of the thermal average (Table 6.1).
The overall order of magnitude of 𝜇 remains the same for both modelling schemes and 𝜇𝐹𝑂𝐵−𝑆𝐻

is with 2.3 cm2/Vs comparable to 𝜇ℎ𝑜𝑝⟨𝐽𝑖 𝑗 ⟩
with 3.2 cm2/Vs. For nbu,tbu-D1A1 𝜇𝐹𝑂𝐵−𝑆𝐻 increases

by a factor of 3 to 5.9 cm2/Vs along slipped 𝜋-stacked molecules (y direction), and remains with
1.4 cm2/Vs comparable to 𝜇ℎ𝑜𝑝⟨𝐽𝑖 𝑗 ⟩

along the z direction (Table 6.3).
Similar results have been reported by Giannini et al. for oligoacenes.[76] They have shown that
mobilities obtained within the hopping model and applying kMC simulations are in good agreement
with values obtained via FOB-SH simulations – if mobilities range from 1 to 5 cm2/Vs and the polaron
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delocalizes over 2-5 molecules on average according to the FOB-SH simulations. Nevertheless, they
have noted, that the agreement between mobility values appears to be coincidental, as the small
polaron hopping model bears no resemblance with the actual mechanism obtained from FOB-SH, i.e.
delocalization of the polaron over several molecular sites.

Table 6.3: Internal hole reorganization energies 𝜆𝑖 , thermal average of the scaled electronic couplings 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 ,
IPR and charge mobility values 𝜇 along the maximal mobility direction from FOB-SH (𝜇𝐹𝑂𝐵−𝑆𝐻 ) and hopping
simulations, considering the thermal average of transfer integrals (𝜇ℎ𝑜𝑝⟨𝐽𝑖 𝑗 ⟩

). The error of the IPR and 𝜇 are the
standard errors averaged over five blocks.

𝜆𝑖 ⟨𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 ⟩ ±𝜎 IPR 𝜇
𝐹𝑂𝐵−𝑆𝐻

𝜇
ℎ𝑜𝑝

⟨𝐽𝑖 𝑗 ⟩
(meV) (meV) (meV) (cm2/Vs) (cm2/Vs)

pyrl,tbu-D1A1 127 73 ±76 3.68±0.04 2.3±0.5 (x) 3.2±0.2 (x)
nbu,tbu-D1A1 126 34 (A) ±24 (A) 3.08±0.05 5.9±1.0 (y) 2.0±0.1 (y)

-66 (B) ±28 (B) 1.4±0.1 (z) 1.9±0.1 (z)

The most important result of the FOB-SH simulations is the existence of a polaron, that delocalizes
over more than one molecule on average within a defect-free crystal of merocyanines. Thus, the
underlying physical processes for charge transport are not properly described by a hopping model,
when including electron-phonon couplings. Interestingly, the IPR is slightly smaller for nbu,tbu-
than for pyrl,tbu-D1A1, however 𝜇𝐹𝑂𝐵−𝑆𝐻 is larger for nbu,tbu-D1A1, because distances 𝑑𝑖 𝑗 for
hops along dimer A are almost double for nbu,tbu-D1A1. Similar behaviour was observed for the
kMC simulations. Furthermore, especially nbu,tbu-D1A1, shows theoretical mobilities that are
competitive with state of the art semiconducting materials, such as tetracene (3.5 cm2/Vs) and perylene
(2.4 cm2/Vs) within the FOB-SH framework.[19, 76] While, these values have not been obtained
for molecules of class D1A1 yet experimentally (2 · 10−3 cm2/Vs for both cases),[13, 127] they can
be seen as an upper theoretical limit for hole mobility in defect-free single crystals, which suggest
possible design and crystal-growth guidelines to boost the charge mobility by up to four orders of
magnitude.
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Figure 6.6: Temporal evolution of the charge carrier wavefunction in the time interval 550-650 fs for pyrl,tbu-
D1A1 and 250-350 fs for nbu,tbu-D1A1. IPR (a and g) for a single trajectory of pyrl,tbu-D1A1 and nbu,tbu-D1A1
respectively. (b-f) and (h-l) show snapshots of the hole carrier wavefunction, taken at times as indicated by the
vertical dotted lines with different colours in (a and g).
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Conclusion

The current PhD thesis reports a systematic study of charge transport properties of various merocyanines.
Different Donor/Acceptor (D/A) moieties with varying lateral groups, resulting in varying crystal
packing, have been investigated and clear structure-property relationships have been drawn.
Charge transport has been investigated merging different levels of theory and across various transport
regimes, ranging from non-adiabatic (hopping) transport to intermediate polaron transfer. Furthermore,
within the non-adiabatic regime, the impact of static (electrostatic and polarization effects) and thermal
(electron-phonon coupling) disorder have been modelled and rationalised in details, thus providing a
unified description of hole transport in merocyanine single crystals.
The strategy followed to model the charge transport processes, which are intrinsically a multi-scale
property, was a bottom-up approach. At first, intramolecular (single molecule) properties were
computed, encompassing the evaluation of the neutral and charged equilibrium molecular structures,
the intramolecular reorganization energies and the Huang-Rhys factors contributing to the local
electron-phonon coupling parameters.
It was possible to correctly model the neutral ground state structures of merocyanines via C-DFT,
by mimicking the electron pushing and withdrawing effects of the donor and acceptor moieties,
achieving a multiresonant geometry close to the cyanine limit in the solid state and in agreement with
experimental XRD data. In such a way the correct assessment of the internal reorganization energy
was possible, revealing that merocyanines are competitive with state-of the art organic semiconductors,
such as oligoacenes (𝜆𝑖 = 90–100 meV). Two D/A combinations have been identified as ideal cases
(D1A1 and D2A1) with minimized 𝜆𝑖 values (120-140 meV for D1A1 and 170-180 meV for D2A1).
Within the C-DFT framework it was also possible to asses the external reorganization energy via a
cluster approach (e.g., trimer), leading to values around 25 meV, which are also in this case comparable
to values computed for oligoacenes (𝜆0 ≈ 10 meV) via QM/MM approaches.
For both D/A backbones the impact of different lateral groups onto the packing structure, and
consequently transfer integrals, charge transfer pathways and mobilities has been investigated. D1A1
showed a wide variety of different packing motifs, moving from centrosymmetric antiparallel 𝜋-stacked
1D columns (small and rigid side groups, e.g., pyrrolidine ring) to slipped 𝜋-stacked arrangements
leading to 2D interconnected networks (medium long alkyl chains, e.g., n-butyl) or to isolated dimers
(large alkyl chains, e.g., hexyl). While isolated dimers are detrimental for charge transport, 1D
columns and 2D brickwork arrangements lead to highest mobilities, with 1D and 2D charge transport
pathways. D2A1 on the other hand, mainly packs in shifted 1D columns regardless of the lateral

83



Chapter 7 Conclusion

groups. Depending on the amount of sliding between molecules within a column, interactions between
neighbouring columns can be established, thus creating a 2D layer like packing. However, the sliding
between molecules is for D2A1 not as large as for nbu,tbu-D1A1, for which the columnar arrangement
of molecules vanishes completely.
D2A1 is an excellent example about the sensitivity of the transfer integrals (𝐽) with respect to the
packing motifs. While all cases pack in shifted 1D columns, 𝐽 values within the columns can span
over an order of magnitude (6 to 80 meV) depending on the amount of sliding between neighbouring
molecules. Predominant large intracolumnar transfer integrals lead to clear 1D transport networks.
However, if there is also significant interaction across columns (e.g., me,tbu-D2A1, 16 meV) a 2D
transport network is observed. For medium to small intracolumnar transfer integrals (𝐽 < 40 meV),
interactions across columns become even more pronounced and lead to isotropic 3D transport.
For both D/A combinations it could be seen that mobility maximizes for 1D and 2D transport topologies,
with highest values of 0.343 cm2/Vs for pyrl,tbu-D1A1 (1D), 0.379 cm2/Vs for nbu,tbu-D1A1 (2D)
and 0.402 cm2/Vs for me,tbu-D2A1 (2D) in the thermalized non-adiabatic Marcus regime, and in
absence of any disorder.

For pyrl,tbu-D1A1 and all D2A1 cases, the theoretical model has been refined by including static
(energetic) and dynamic (thermal) disorder. Electrostatic interactions and polarization effects impact
the site energy differences Δ𝐸𝑖 𝑗 and consequently the transfer rates, the charge mobility and the
shape of the transport network. Distributions of the site energy differences range from ±0.100 eV
(hex,tbu-D2A1) up to ±0.680 eV (nbu,tbu-D2A1). As the site energies enter into the rate constants
via the term (𝜆𝑡𝑜𝑡 + Δ𝐸𝑖 𝑗)

2 they have to be assessed in relation to the total reorganization energy
𝜆𝑡𝑜𝑡 to comprehend their impact onto charge transport. When the site energy distribution is slightly
smaller or equal to the total reorganization energy (Δ𝐸𝑖 𝑗 ≤ 𝜆𝑡𝑜𝑡 ), rate constants remain prevalently
ruled by the transfer integrals, and the topology of the charge transport network remains similar in
presence and absence of static disorder. Large site energy distributions (Δ𝐸𝑖 𝑗 ≤ 𝜆𝑡𝑜𝑡 ), on the other
hand can dramatically change the transfer rates by orders of magnitude and change the topology of the
transport network. The latter has been observed for the 3D transport networks, where charge transfer
was confined along few directions leading to 1D topologies. Globally, hole mobility decreases for all
cases, as can be expected, e.g., from Bässler’s Gaussian disorder model.

Furthermore, dynamic disorder, which arises mainly from the intra- and intermolecular vibrations (e.g.,
phonons in case of a crystal), impacts transfer integrals the most amongst charge transport parameters.
Three cases have been studied in detail, by analysing the time evolution and thermal average of
transfer integrals for dimers with most significant 𝜋𝜋-contact (i.e., intracolumnar). The merocyanines
investigated to tackle the thermal effects have been selected on the basis of their different charge
transport directionalities (as previously screened with the frozen crystal approach). pyrl,tbu-D1A1 has
a 1D transport network, due to centrosymmetric 1D columns with high coupling (𝐽 > 50 meV), and
only very small interactions across columns (𝐽 < 4 meV). me,tbu-D2A1 shows transport along two
directions, namely along the 1D column of slipped molecules with high transfer integrals (𝐽 > 50 meV)
and across columns with medium transfer integrals (𝐽 = 16 meV). nbu,tbu-D2A1 packs in the same
slipped 1D columns as me,tbu-D2A1, however has medium to low transfer integrals (𝐽 ≤ 16 meV) in
all spatial dimensions, leading to isotropic 3D transport. Overall, for all three cases the thermal average
of 𝐽 increased compared to the frozen crystal and the thermal motions connected to the distribution of
transfer integrals could be correlated to intermolecular vibrations via analysis of the Fourier transform
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of the coupling autocorrelation function. Reevaluation of the mobility – within the non-adiabatic
Marcus approach – by considering the thermal average couplings, enhanced intracolumnar transport
for all cases, and lead to an increase of the anisotropy of the hole transport network. The impact of
thermal motions onto the global transfer rates and mobility, has been taken into account via ⟨𝐽⟩ and
the standard deviation 𝜎, revealing that for pyrl,tbu-D1A1 and me,tbu-D2A1 the thermally averaged
coupling integral is a good approximation to be used for the calculation of transfer rates, whereas for
nbu,tbu-D2A1 transfer rates will globally slightly increase when considering thermal motions.
The increase in coupling integrals, as induced by thermal disorder, might question the validity of the
non-adiabatic hopping regime and indeed the adiabaticity factor 𝜁 (𝜁 = 2|𝐽 |/𝜆) increases for all three
cases, placing them – especially pyrl,tbu-D1A1 with a value of 1.2 – closer within the intermediate
transport regime.

In order to refine the description of the charge transport in single crystals, by including a time-dependent
description of the charge carrier wavefunction as well as the electron-phonon coupling effects, the
fragment-orbital based surface hopping method (FOB-SH) has been applied for two molecules of
D1A1, namely pyrl,tbu- and nbu,tbu-. FOB-SH does not assume any a priori transfer regime and
the time-dependent Schrödinger equation for the charge carrier wavefunction is solved within the
semi-classical approximation. pyrl,tbu-D1A1 was chosen, because our simulations, which include
the thermal disorder, suggest the absence of an energy barrier between localized sites, challenging
the idea of a small localized polaron. nbu,tbu-D1A1 has been selected, due to similar mobilities as
pyrl,tbu-D1A1 in the absence of disorder, but has 2D charge transfer channels. Examples of classes
D1A1 were examined first over structures of D2A1 due to their lower reorganization energies and
higher mobilities within the frozen crystal, as well as when considering thermal averages of transfer
integrals.
FOB-SH simulations showed, that the charge polaron is not localized at one single molecular unit,
but does span over three to four molecules on average. Interestingly, for very few trajectories not
statistically significant, the polaron delocalizes over up to 13 molecules for short bursts around few
femtoseconds, leading to charge transport via delocalization of the charge carrier wavefunction over
many sites, followed by relocalization on a single molecule.
Mobilities were computed along the high mobility directions of the crystals and are with 2.3 cm2/Vs for
pyrl,tbu-D1A1 and 5.9 cm2/Vs for nbu,tbu-D1A1 relatively high in the context of small molecule single
crystals, being competitive with the best compounds, such as oligoacenes (e.g., rubrene, pentacene).
So far these values have not been achieved experimentally, but can be seen as an upper theoretical
limit, proposing molecules of D1A1 to be able to surpass measured mobilities of D2A1, as well as
suggesting possible design and crystal-growth guidelines.

Possible design rules are, for instance, the nature of the donor and acceptor influence the internal
reorganization energy and the combination with minimized 𝜆𝑖 values is D1A1. Furthermore, the
lateral alkyl chains, attached at the D/A moieties influence the solid state packing and short alkyl side
chains favour 2D packing, rings (e.g., pyrrolidine) favour 1D arrangements and longer alkyl chains 3D
packing. Charge transport is maximised for cases with 1D and 2D transport networks in absence of
energetic disorder. Electrostatic disorder is highest for merocyanines with isotropic charge transport
and mobility decreases the most. The impact on 1D and 2D networks was small concerning the
topology of the transport network and the mobility values. Thermal disorder on the other hand seems
to enhance and improve charge mobility overall. Nevertheless, cases with 2D transport networks are
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most resilient to both static and dynamic, disorder effects.

Overall, this study is the first computational investigation modelling all aspects concerning charge
transport, from intra- to intermolecular properties for the class of merocyanines, as well as modelling
charge transport across regimes, while analysing the impact of static and thermal disorder effects.
The screening of various D/A combinations of merocyanines identified D1A1 and D2A1 to be the most
favourable combinations, with slightly superior charge transport properties in D1A1. Charge transport
has been modelled for single crystals at frozen geometries in the hopping regime, and disorder effects
such as electrostatic and thermal disorder have been included, emphasizing the importance of such
effects for the modelling scheme. Electrostatic contributions are central in merocyanines, and limit
the mobility, whereas thermal motions may facilitate and increase charge transport.
The magnitude of the computed thermally averaged transfer integrals, as compared to the reorganiz-
ation energy, suggested a transition for the charge transport from the non-adiabatic hopping to the
intermediate model. Therefore, a direct wavefunction propagation method via a surface hopping
approach has been applied, in order to model charge transport within an intermediate regime. For the
first time, mobility has been evaluated for merocyanines with such an approach. Importantly, it was
discovered, that by directly including the charge carrier wave function propagation, coupled with the
nuclear oscillations, the underlying mechanisms of charge transport fall more into an intermediate
regime, in which the polaron moves via short bursts of delocalization over many molecules and
relocalization of the carrier wavefunction.

Outlook The atomistic and microscopic description of the charge transport mechanisms in merocyanine
crystals will be extended and refined. On the one-hand side, within the non-adiabatic approach, the
impact of dynamic disorder effects will be extended to all the charge transfer directions and not only
those with the highest coupling integrals. Furthermore, the combination of both static and dynamic,
disorder effects will be included in the simulation of charge mobility. This can be achieved by
averaging the electrostatic disorder over multiple snapshots from MD simulations to obtain a thermal
average site energy distriution, analogous to the thermal average of transfer integrals. For the direct
propagation of the charge carrier wavefunction, electrostatic effects have to be included. Ultimately,
the impact of nanoscale morphology over the charge carrier delocalization and mobility could be
studied by modelling different thin film architectures, ranging from amorphous, to semi-crystalline
and crystalline morphologies, going beyond the current MD simulations, by applying for instance
coarse-grained (CG) techniques coupled with meta-dynamics simulations.
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 Bond Length Alternation Pattern Analysis 

 

 

Figure S1: Molecular structures of merocyanines investigated in the study. Red and blue 

domains indicate the region where positive and negative partial charges were 

constrained during the C-DFT calculations (see main text). 
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Figure S2: Computed BLA patterns (as defined by bond numbering in Figure S1) for 

different values of the partial charges (|| = 0.0q - 1.0q, q is the electronic charge) as 

constrained on pyrl-D1A1 (C-DFT calculations, CAM-B3LYP-D3/6-311G*). Red line 

represents the BLA pattern as derived from the crystal structure. 

 

Table S1: dBLA values (see main text) of the neutral ground state, as defined by the 

difference between the average of single and double bonds (dBLAaverage) and as defined by 

the difference between the central bonds (dBLAcentral), for different values of the 

constrained partial charges (C-DFT: CAM-B3LYP-D3/6-311G*). 

Molecule D/A dBLAaverage 

Å 

dBLA central 

Å 

pyrl-D1A1 ±0.0q 0.039 0.056 

±0.1q 0.064 0.078 

±0.2q 0.052 0.069 

±0.3q 0.039 0.056 

±0.4q 0.024 0.042 

±0.5q 0.007 0.025 

±0.6q -0.010 0.007 

±0.7q -0.028 -0.011 

±0.8q -0.046 -0.029 

±0.9q -0.062 -0.046 

±1.0q -0.076 -0.060 

nbu-D1A2 ±0.4q 0.004 0.012 

±0.5q -0.011 -0.005 

±0.6q -0.025 -0.022 

±0.7q -0.039 -0.039 

et-D1A3 ±0.4q 0.006 0.016 
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±0.5q -0.011 -0.005 

±0.6q -0.028 -0.026 

±0.7q -0.043 -0.046 

nhex-D2A1 ±0.5q 0.019 0.010 

±0.6q 0.003 -0.007 

±0.7q -0.014 -0.024 

me/nbu-D2A2 ±0.0q 0.040 0.032 

±0.1q 0.057 0.054 

±0.2q 0.048 0.041 

±0.3q 0.038 0.027 

±0.4q 0.027 0.012 

±0.5q 0.015 -0.003 

±0.6q 0.004 -0.018 

±0.7q -0.008 -0.033 

±0.8q -0.020 -0.048 

±0.9q -0.030 -0.062 

±1.0q -0.040 -0.074 

nbu-D2A3 ±0.4q 0.023 0.007 

±0.5q 0.008 -0.013 

±0.6q -0.008 -0.034 

±0.7q -0.024 -0.054 

±0.8q -0.038 -0.072 

 

 

  

Appendix A Appendix

92



 S6 

To note that differences amongst strategies (i-iii) (see main text) in the prediction of the 

BLAs in the charged state are negligible (see Table S2 and S4). Regardless the method and 

approach adopted, the computed 𝑑𝐵𝐿𝐴  in the cationic state are always negative, reflecting 

a zwitterionic- or cyanine-like character of the charged state. Such feature is almost 

independent by the choice of the 𝛿𝐷/𝐴  in C-DFT, or the solvent in DFT/PCM. For such 

reason, we primarily referred the numerical variations of 𝜆𝑖
ℎ to the displacement of the 

neutral ground state PES rather than that occurring on the charged state. 

 

Table S2: dBLA values of the neutral and charged ground states, as defined by the 

difference between the average of single and double bonds (dBLAaverage) and as defined by 

the difference between the central bonds (dBLAcentral), for different values of the 

constrained partial charges (C-DFT: CAM-B3LYP-D3/6-311G*). 

Molecule D/A dBLAaverage 

neutral GS 

Å 

dBLAaverage 

charged GS 

Å 

dBLA central 

neutral GS 

Å 

dBLA central 

charged GS 

Å 

pyrl-D1A1 ±0.0q 0.039 -0.018 0.056 -0.026 

±0.1q 0.064 -0.010 0.078 -0.026 

±0.2q 0.052 -0.018 0.069 -0.026 

±0.3q 0.039 -0.018 0.056 -0.026 

±0.4q 0.024 -0.018 0.042 -0.026 

±0.5q 0.007 -0.017 0.025 -0.025 

±0.6q -0.010 -0.018 0.007 -0.026 

±0.7q -0.028 -0.018 -0.011 -0.026 

±0.8q -0.046 -0.018 -0.029 -0.026 

±0.9q -0.062 -0.018 -0.046 -0.026 

±1.0q -0.076 -0.018 -0.060 -0.015 

me/nbu-D2A2 ±0.0q 0.040 -0.013 0.032 -0.037 

±0.1q 0.057 -0.013 0.054 -0.037 

±0.2q 0.048 -0.013 0.041 -0.037 

±0.3q 0.038 -0.013 0.027 -0.037 

±0.4q 0.027 -0.013 0.012 -0.037 

±0.5q 0.015 -0.013 -0.003 -0.037 

±0.6q 0.004 -0.014 -0.018 -0.038 

±0.7q -0.008 -0.014 -0.033 -0.039 

±0.8q -0.020 -0.015 -0.048 -0.039 
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±0.9q -0.030 -0.015 -0.062 -0.040 

±1.0q -0.040 -0.014 -0.074 -0.040 
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Figure S3: BLA patterns (as defined by bond numbering in S1) for all investigated 

merocyanines. Bond lengths (Å) from X-Ray single crystal data (red lines), DFT 

(B97X-D3/6-311G**, gas phase, blue lines), C-DFT (CAM-B3LYP-D3/6-311G**, 

D/A=±0.6q, gas phase, black lines), DFT (B97X-D/6-311G**, PCM (DMSO), green lines) 

and DFT (B2PLYP/def2-TZVP, gas phase, orange lines). 
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Table S3: dBLA values of the neutral ground state as derived from X-Ray single crystal data, 

DFT (B97X-D3/6-311G**, gas), C-DFT (CAM-B3LYP-D3/6-311G**, D/A = ±0.6q) and 

DFT/PCM (B97X-D3/6-311G**, a = chloroform, b = THF, c = acetone, d = DMSO). 

 dBLAaverage 

Å 

dBLA central 

Å 

class side chain X-Ray DFT 

gas 

C-DFT 

gas 

DFT 

solvent 

X-Ray DFT 

gas 

C-DFT 

gas 

DFT 

solvent 

D1A1 pyrl -0.009 0.038 

0.022e 

 

-0.010 0.007a 

0.000b 

-0.011c 

-0.015 d 

-0.023 0.056 

0.033e 

0.007 0.020 a 

0.011 b 

-0.003 c 

-0.008 d        

et/bu -0.012 0.039 

0.022e 

-0.010 0.007a 

0.000b 

-0.011c 

-0.013 d 

-0.011 0.055 

0.032e 

0.005 0.020 a 

0.011 b 

-0.003 c 

-0.006 d 

nbu-P1 -0.003 0.038 -0.010 0.009a 

0.002b 

-0.009c 

-0.013 d 

-0.004 0.056 

0.031e 

0.007 0.021 a 

0.012 b 

-0.001 c 

-0.006 d 

nbu-P2 -0.010 0.022e  -0.014 

nbu-P3 -0.023   -0.021 

nhex -0.017 0.039 

0.020e 

-0.010 0.009a 

0.002b 

-0.009c 

-0.013d 

-0.011 0.055 

0.030e 

0.005 0.021 a 

0.012 b 

-0.001 c 

-0.006 d 

D1A2 nhex/mePh -0.016 0.016 -0.025 -0.006 a 

-0.010 b 

-0.016c 

-0.018d 

-0.022 0.024 -0.022 -0.005 a 

-0.011 b 

-0.018 c 

-0.021 d 

    

    

D1A3 et -0.017 0.017 -0.028 -0.002 a 

-0.005 b 

-0.009 c 

-0.011d 

-0.014 0.027 -0.026 0.003 a 

-0.001 b 

-0.006 c 

-0.008 d 

    

    

D2A1 nhex -0.002 0.054 0.003 0.013a 

0.006b 

-0.004c 

-0.007d 

-0.011 0.052 -0.007 0.010 a 

0.002 b 

-0.009 c 

-0.014 d 
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nbu 0.001 0.047 0.002 0.013 a 

0.006 b 

-0.004 c 

-0.008d 

-0.015 0.047 -0.008 0.009 a 

0.001 b 

-0.010 c 

-0.014 d 

D2A2 me/nhex -0.003 0.039 0.004 0.016 a 

0.012 b 

0.007 c 

0.005d 

-0.024 0.032 -0.018 0.003 a 

-0.002 b 

-0.008 c 

-0.010 d 

D2A3 nbu 0.014 0.030 -0.008 0.014a 

0.011b 

0.007c 

0.006d 

-0.004 0.019 -0.034 -0.001 a 

-0.004 b 

-0.008 c 

-0.010 d 

nbu(O) 0.005 0.033 -0.014 0.012 a 

0.009 b 

0.004 c 

0.003d 

-0.020 0.021 -0.045 -0.005 a 

-0.009 b 

-0.015 c 

-0.016 d 

nbu(S) 0.002 0.030 -0.018 0.010 a 

0.007 b 

0.002 c 

0.001d 

-0.025 0.015 -0.051 -0.010 a 

-0.014 b 

-0.019 c 

-0.021 d 

eB2PLYP/def2-TZVP 
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Table S4: dBLA values of the charged ground state as derived from DFT 

(B97X-D/36-311G**, gas), C-DFT (CAM-B3LYP-D3/6-311G**, D/A=±0.6q) and 

DFT/PCM (B97X-D/6-311G**, a = chloroform, b = THF, c = acetone, d = DMSO). 

 dBLAaverage 

Å 

dBLA central 

Å 

class side chain 0: DFT 

gas 

+1: (U)DFT 

gas 

0: C-DFT 

gas 

+1: C-DFT 

gas 

0: DFT 

PCM 

+1: (U)DFT 

PCM 

0: DFT 

gas 

+1 :(U)DFT 

gas 

0: C-DFT 

gas 

+1: C-DFT 

gas 

0: DFT 

PCM 

+1: (U)DFT 

PCM 

D1A1 pyrl -0.019 -0.018 -0.015 a 

-0.014 b 

-0.014 c 

-0.028 -0.026 -0.021 a 

-0.019 b 

-0.016 c 

   -0.013 d   -0.015 d 

et/bu -0.018 -0.017 -0.012 d -0.027 -0.025 -0.015 d 

nbu-P1 -0.019 -0.018 -0.012 d -0.028 -0.026 -0.015 d 

nbu-P2   

nbu-P3   

nhex -0.018 -0.017 -0.011 d -0.027 -0.025 -0.014 d 

D1A2 nhex/mePh -0.019 -0.020 -0.013 d 0.007 0.004 0.021 d 

D1A3 et -0.002 -0.003 -0.003 d 0.038 0.036 0.043 d 

D2A1 nhex -0.017 -0.027 -0.019 d -0.052 -0.056 -0.063 d 

nbu -0.030 -0.027 -0.020 d -0.059 -0.057 -0.064 d 

D2A2 me/nhex -0.015 -0.014 -0.009 a 

-0.008 b 

-0.007 c 

-0.006 d 

-0.040 -0.038 -0.036 a 

-0.035 b 

-0.034 c 

-0.033 d 

D2A3 nbu 0.011 0.012 0.013 a 

0.013 b 

0.013 c 

0.013 d 

-0.012 -0.010 -0.009 a 

-0.009 b 

-0.009 c 

-0.009 d 

nbu(O) 0.001 0.002 0.004 d -0.028 -0.026 -0.024 d 

nbu(S) 0.005 0.006 0.008 d -0.025 -0.023 -0.022 d 
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Table S5: dBLA values of the neutral and charged ground state as derived from C-DFT 

(CAM-B3LYP-D3/6-311G**, D/A=±0.6q) and DFT/PCM (B97X-D/6-311G**/DMSO). 

 dBLAaverage dBLAaverage  

neutral GS  

Å 

dBLAaverage  

charged GS  

Å 

class side chain X-Ray C-DFT 

gas 

DFT 

DMSO 

C-DFT 

gas 

DFT 

DMSO 

D1A1 pyrl -0.009 -0.010 -0.015  -0.018 -0.013 

et/bu -0.012 -0.010 -0.013 -0.017 

 

-0.012 

nbu-P1 -0.003 -0.010 -0.013  -0.018 

 

-0.012 

nbu-P2 -0.010   

nbu-P3 -0.023   

nhex -0.017 -0.010 -0.013 -0.017 -0.011 

D1A2 nhex/mePh -0.016 -0.025 -0.018 -0.020 -0.013 

D1A3 et -0.017 -0.028 -0.011 -0.003 -0.003 

D2A1 nhex -0.002 0.003 -0.007 -0.027 -0.019 

nbu 0.001 0.002 -0.008 -0.027 -0.020 

D2A2 me/nhex -0.003 0.004 0.005 -0.014 -0.006 

D2A3 nbu 0.014 -0.008 0.006 0.012 0.013 

nbu(O) 0.005 -0.014 0.003 0.002 0.004 

nbu(S) 0.002 -0.018 0.001 0.006 0.008 
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 Crystal Supercell Analysis 

 

 

Figure S4: Different views of a supercell of the crystal structure of pyrl-D1A1. The central 

molecule (black) and nearest neighbours (red) showing large Vij (i.e., Vij >10 meV). 

Further nearest neighbors considered in the kinetic Monte Carlo simulations are labelled 

B – F. 

 

Table S6: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to pyrl-

D1A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 56 3.64 2.2 x 1013 4.7 x 1013 

B 2 9.15 3.3 x 1010 6.9 x 1010 

C 2 9.25 3.0 x 1010 6.3 x 1010 

D 2 9.87 2.8 x 1010 5.8 x 1010 

E 4 11.66 9.3 x 1010 1.9 x 1011 

F 3 11.73 7.4 x 1010 1.5 x 1011 
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Figure S5: Different views of a supercell of the crystal structure of etbu-D1A1. The central 

molecule (black) and nearest neighbours (red) showing large Vij (i.e., Vij >10 meV). 

Further nearest neighbors considered in the kinetic Monte Carlo simulations are labelled 

C – J. 

 

Table S7: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to etbu-

D1A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 14 8.43 1.3 x 1012 9.6 x 1011 

B 18 8.70 2.0 x 1012 1.5 x 1012 

C 2 8.38 2.2 x 1010 1.7 x 1010 

D 4 11.72 8.1 x 1010 6.2 x 1010 

E 6 11.41 2.4 x 1011 1.9 x 1011 

F 3 12.41 6.6 x 1010 5.0 x 1010 

G 5 11.42 1.4 x 1011 1.1 x 1011 

H 8 14.41 3.6 x 1011 2.8 x 1011 

I 5 12.11 1.3 x 1011 9.9 x 1010 

J 3 8.412 6.1 x 1010 4.6 x 1010 
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Figure S6: Different views of a supercell of the crystal structure of nhex-D1A1. The 

central molecule (black) and nearest neighbours (red) showing large Vij (i.e., Vij >10 meV). 

Further nearest neighbors considered in the kinetic Monte Carlo simulations are labelled 

B – F. 

 

Table S8: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to nhex-

D1A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 23 6.35 3.9 x 1012 9.1 x 1012 

B 3 8.26 6.7 x 1010 1.6 x 1011 

C 8 13.41 5.1 x 1011 1.2 x 1012 

D 4 10.74 9.4 x 1010 2.2 x 1011 

E 6 12.52 2.4 x 1011 5.6 x 1011 

F 3 9.78 6.3 x 1010 1.5 x 1011 
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Figure S7: Different views of a supercell of the crystal structure of nbu-P1-D1A1. The 

central molecule (black) and nearest neighbours (red and blue) showing large Vij (i.e., Vij 

>10 meV). Further nearest neighbors considered in the kinetic Monte Carlo simulations 

are labelled D – F. 

 

Table 9: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to nbu-P1-

D1A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 14 5.09 1.5 x 1012 2.3 x 1012 

B 2 11.85 2.7 x 1010 4.2 x 1010 

C 10 10.44 6.6 x 1011 1.0 x 1012 

D 1 12.42 1.1 x 1010 1.8 x 1010 

E 3 12.90 8.0 x 1010 1.3 x 1011 

F 2 13.19 4.0 x 1010 6.2 x 1010 
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Figure S8: Different views of a supercell of the crystal structure of nbu-P2-D1A1. The 

central molecule (black) and nearest neighbours (red) showing large Vij (i.e., Vij >10 meV). 

Further nearest neighbors considered in the kinetic Monte Carlo simulations are labelled 

D – G. 

 

Table S10: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to nbu-P2-

D1A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 20 4.95 3.0 x 1012 4.4 x 1012 

B 15 5.05 1.7 x 1012 2.6 x 1012 

C 50 10.27 1.9 x 1013 2.7 x 1013 

D 4 11.70 1.0 x 1011 1.5 x 1011 

E 3 13.41 6.8 x 1010 1.0 x 1011 

F 5 10.03 1.5 x 1011 2.2 x 1011 

G 5 11.67 2.1 x 1011 3.2 x 1011 
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Figure S9: Different views of a supercell of the crystal structure of nbu-P3-D1A1. The 

central molecule (black) and nearest neighbours (red) showing large Vij (i.e., Vij >10 meV). 

Further nearest neighbors considered in the kinetic Monte Carlo simulations are labelled 

B – E. 

 

Table S11: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to nbu-P3-

D1A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 35 6.60 9.0 x 1012 1.5 x 1012 

B 6 10.07 2.8 x 1011 4.5 x 1011 

C 7 12.66 3.4 x 1011 5.4 x 1011 

D 8 4.80 4.7 x 1011 7.5 x 1011 

E 5 9.40 2.0 x 1011 3.2 x 1011 
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Figure S10: Different views of a supercell of the crystal structure of nbu-P2-D2A1. The 

central molecule (black) and nearest neighbours (red) showing large Vij (i.e., Vij >10 meV). 

Further nearest neighbors considered in the kinetic Monte Carlo simulations are labelled 

C – D. 

 

Table S12: Computed (B97X-D3/6-311G**) charge transfer integrals (Vij), distances 

between the centre of mass (CoM) and Brownian transfer rates (keT) as calculated with 

the Marcus and Marcus-Levich-Jortner (MLJ) theory for each dimer belonging to nbu-

D2A1.  

dimer |Vij| 

(meV) 

CoM 

(Å) 

keT 

(s-1) 

Marcus 

keT 

(s-1) 

MLJ 

A 16 6.26 1.0 x 1012 1.0 x 1012 

B 11 6.26 4.9 x 1011 2.2 x 1011 

C 3 14.78 3.6 x 1010 7.5 x 1010 

D 4 12.63 7.3 x 1010 1.6 x 1011 
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 Crystallographic Data 

 

Table S13: Crystallographic Parameters of the different unit cells of nbu-Pn-D1A1. 

 nbu-Pn-D1A1 

P1 P2 P3 

Temp. (K) 300 100 100 

CCDC 2073437 2073438 2073461 

a (Å) 13.09 13.94 38.07 

b (Å) 19.30 18.85 10.07 

c (Å) 9.84 9.08 13.71 

 () 90.00 90.00 90.00 

 () 101.70 105.60 102.30 

 () 90.00 90.00 90.00 

Z 4 4 8 

Space Group P21/c P21/c C2/c 

 

 Huang Rhys Factor Analysis 

 

Table S14: Huang Rhys factor analysis of D1A1 and D2A1 based on the geometries 

obtained by C-DFT (CAM-B3LYP-D3/6-311G**, D/A=±0.6q) calculations. 

class side chain iAP 

meV 

cutoff  

cm-1 

iHR 

 meV 

Seff eff   

cm-1 

D1A1 pyrl 127 0 127 1.449 901 

et/bu 140 0 

200 

168 

161 

3.2528 

1.2359 

416 

1053 

nbu-P1 126 0 125 1.4582 692 

nbu-P2 126 0 125 1.5356 656 

nbu-P3 125 0 125 1.4157 715 

nhex 123 0 123 0.9503 1043 

D2A1 nbu 177 0 176 1.7541 807 
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 Validity of non-adiabatic transfer model 

 

The validity of the non-adiabatic transfer model was verified by computing the 

adiabaticity factor , defined as  = 2Vij/tot. For the majority of the merocyanines 

here investigated,  lies between 0.01 and 0.2, thus supporting a non-adiabatic (or 

small polaron hopping) transport regime.S5 Only for the case of pyrl-D1A1 we 

obtained  = 0.63 considering the highest Vij = 56 meV and a tot ~177 meV. This 

value may possibly lead to a deviation from the small polaron model, however, as 

well documented in literature for similar cases, the non-adiabatic scheme can still 

be reasonably applied resulting in charge mobility values approaching the 

experimental data.  

 Preliminary evaluation of the impact of thermal effects onto the 

electronic couplings 

 

 

Figure S11: Dimers showing the highest coupling for pyrl-D1A1 (left) and nbu-

D2A1 (right). The orange molecule was translated along the long axes in steps of 

0.1 Å. Computed absolute Vij values (purple) for each translating step, as well as 

site energy differences (E) (green), as compared to the crystal equilibrium 
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position at 0 Å. Dotted horizontal grey line sets the value for the thermal energy 

(kBT = 25 meV). 

 Charge mobilities as calculated by the Marcus approach 

 

Table S15: Computed charge mobilities evaluated by assuming a Brownian 

diffusion mechanisms via the Einstein-Smoluchowski equation (0), and an 

application of an electric field ((E), E = 105 V cm-1). Reported is the Marcus 

approach. 

class side chain 0  

(cm2V-1s-1) 

Marcus 

(E)b 

(cm2V-1s-1) 

Marcus 

D1A1 pyrl 0.343 0.978 

 et/bu 0.167 0.296 

nbu-P1 0.104 0.147 

nbu-P2 0.355 0.755 

nbu-P3 0.379 1.097 

nhex 0.153 0.343 

D2A1 nbu 0.041 0.056 
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 Directionality of the computed charge mobilities (kMC trajectories). 

 

 
Figure S12: Plot of 1000 kMC trajectories (each consisting of 105 steps) for D1A1 

class (from top to bottom: et/bu-, nbu-P1 and nhex-D1A1). Trajectories are 

reported for the three Cartesian planes, namely yx, zy and zx.  

 
 

 
Figure S13: Charge mobility (E) (E = 105 V cm-1) within the Marcus theory along 

the electric field vector, which is rotated within the xy, xz and yz plane in steps of 

15°. Top: pyrl-D1A1 Bottom: nbu-P3-D1A1. 
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Table S16: Computed charge mobilities (hole, ) of D1A1 and D2A1 evaluated by 

assuming a Brownian diffusion mechanisms (0) and an application of an electric 

field ((E) E = 105 V cm-1). The charge mobility is reported for the 3 cartesian 

directions x, y and z, as well as the average mobility overall and for (E) 

simulations the average of the different planes is reported as well.  

a(E) for the electric field vector along (100)a, (010)b and (001)c. Averaged (E) for the electric 

field vector along (100) and (010)d, (100) and (001)e, (010) and (001)f, (100), (010) and (001)g. 

  

  

direction  

  

D1A1 D2A1 

pyrl et/bu 
nbu-

P1 

nbu-

P2 

nbu-

P3 
nhex nbu 

0 

(cm2V-1s-1) 

Marcus 

  

x 0.975 0.106 0.034 0.221 0.004 0.102 0.055 

y 0.054 0.109 0.134 0.761 1.051 0.046 0.037 

z 0.000 0.287 0.143 0.083 0.083 0.311 0.032 

average_xyz 0.343 0.167 0.104 0.355 0.379 0.153 0.041 

0 

(cm2V-1s-1) 

MLJ 

  

x 2.041 0.083 0.055 0.312 0.006 0.248 0.121 

y 0.113 0.083 0.205 1.078 1.727 0.106 0.077 

z 0.000 0.228 0.226 0.128 0.136 0.743 0.075 

average_xyz 0.718 0.131 0.162 0.506 0.623 0.366 0.091 

(E) 

(cm2V-1s-1) 

Marcus 

  

xa 0.978 0.103 0.034 0.213 0.004 0.105 0.056 

yb 0.054 0.109 0.136 0.756 1.097 0.046 0.036 

zc 0.004 0.296 0.142 0.086 0.084 0.317 0.035 

average_xyd 0.516 0.106 0.085 0.485 0.551 0.075 0.046 

average_xze 0.491 0.199 0.088 0.149 0.044 0.211 0.045 

average_yzf 0.029 0.202 0.139 0.421 0.591 0.181 0.035 

average_xyzg 0.345 0.169 0.104 0.352 0.395 0.156 0.042 

(E) 

(cm2V-1s-1) 

MLJ 

  

xa 2.075 0.079 0.060 0.356 0.007 0.247 0.125 

yb 0.113 0.083 0.235 1.263 1.936 0.109 0.082 

zc 0.009 0.226 0.245 0.143 0.149 0.743 0.075 

average_xyd 1.094 0.081 0.147 0.810 0.971 0.178 0.103 

average_xze 1.042 0.152 0.153 0.250 0.078 0.495 0.100 

average_yzf 0.061 0.155 0.240 0.703 1.042 0.426 0.078 

average_xyzg 0.732 0.129 0.180 0.588 0.697 0.366 0.094 
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 Parameter variation in charge mobility simulations. 

 

 

 

Figure S14: Dependency of (E) (as computed at the Marcus level) by varying 

the electric field , for pyrl-D1A1 and nbu-P3-D1A1. 

 

 

Figure S15: Dependency of the zero field mobility 0 (left) and (E) (right, 

E = 105 V cm-1) (as computed at the Marcus level) with respect to the variation of 

the outer reorganization energy 0, for pyrl-D1A1 and nbu-P3-D1A1. 
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 Evaluation of nbu-P4-D1A1 
 
Table S17: Computed (B97X-D3/6-311G**) charge transfer integral (Vij), 
distance between the centre of mass (CoM) and Brownian transfer rate (keT) as 
calculated with the Marcus-Levich-Jortner (MLJ) theory for polymorph 
nbu-P4-DA1.  

 
 
 

 
Figure S16: Plot of 1000 kMC trajectories (each consisting of 105 steps) for nbu-

P4-D1A1. Trajectories are reported for the three Cartesian planes, namely yx, zy 

and zx.  

  

dimer |Vij| 

(meV) 

CoM 

(Å) 

𝑘𝑒𝑇 
(s-1) 
MLJ 

𝜇0 
(cm2V-1s-1) 

MLJ 
A 36 10.23 1.7 x 1013 1.728 
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 Experimental Details 
 

Sample fabrication. nbu-D1A1 was dissolved in chloroform (Fisher Chemicals, 

HPLC grade) with a concentration of C = 1 ∙ 10−2 mol/l. A volume of 0.1 ml of the 

solution was spin coated on commercially available OFET substrates 

(Fraunhofer IPMS), which were ozonized for ten minutes before use, to enhance 

the surface polarity and thus improve nbu-D1A1 film coverage. The spin coating 

process was performed under static dispense with 3000 rpm speed, 3000 rpm/s 

acceleration, and 60 seconds spinning time. With these parameters film 

thicknesses of approximately 20 nm were obtained. The subsequent annealing 

was performed by placing the substrates on a preheated hot-plate directly after 

the spin coating process and removing them after 10 minutes. The set 

temperatures are mentioned in the main text. 

 

Electrical characterization. Transistor measurements were conducted with a 

Keithley, 4200A-SCS Parameter Analyzer. In this study, for every sample usually 

four, but if a device showed shortcuts, at least three devices with a channel-length 

of 20 µm were used for evaluation. The charge carrier mobility was determined 

from transfer characteristics in the linear regime using the formula µ𝑙𝑖𝑛𝑒𝑎𝑟 =

𝜕𝐼𝐷

𝜕𝑉𝐺

𝐿

𝑊𝐶𝑆𝑖𝑂2𝑉𝐷
 , where µ𝑙𝑖𝑛𝑒𝑎𝑟  is the hole mobility in the linear regime, 𝐼𝐷 is the drain-

current, 𝑉𝐺  is the gate-voltage, 𝐿 and 𝑊 are the channel-length and –width, 𝐶𝑆𝑖𝑂2  

is the gate-dielectric capacitance per unit area, and 𝑉𝐷  is the drain-voltage. The 

derivative was evaluated by linear fitting of plots of the drain-current in 

dependence on the gate-voltage in the linear regime (fitting range: 

VG: (−20 V) – (−50 V)). The corresponding transfer characteristics were recorded 

from +10 V to -50 V gate-voltage, at a constant drain voltage of -10 V. 

 Computational Methods 

All DFT calculations were performed within the Gaussian16 program version 

C.01.S3 The constrained DFT (C-DFT) calculations were performed with NWChem 

version 6.8,S4 using the CAM-B3LYP functional with D3 dispersion and the 6-

311G** basis set. 
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S2 
 

1. Bond Length Alternation Patterns and Reorganization 

Energy 
For BLA patterns of pyrl,tbu-D1A1, nbu,tbu- and hex,tbu-D2A1 see Ref. 1. 

 
Figure S1: Bond lengths in Å from XRD data (red lines) and C-DFT (CAM-B3LYP-D3/6-311G**, gas phase, blue lines, 
𝜹𝑫/𝑨 = ±𝟎. 𝟔q) for a) nbu,nbu- and b) oct,tbu-D2A1. 

 
Table S1: 𝐝𝐁𝐋𝐀 (Å) values as derived from XRD data and calculated via C-DFT (CAM-B3LYP-D3/6-311G**, 𝜹𝑫/𝑨 =
±𝟎. 𝟔𝒒) for the neutral ground state (GS) and with C-DFT (CAM-B3LYP-D3/6-311G**, 𝜹𝑫/𝑨 = ±𝟎. 𝟎𝒒) for the charged 
ground state (GS). 

R1,R2-D2A1 𝒅𝑩𝑳𝑨 (XRD) 
 

Å 

𝒅𝑩𝑳𝑨 (C-DFT) 
Neutral GS 

Å 

𝒅𝑩𝑳𝑨 
Charged GS 

Å 
me,tbu- -0.003 0.009 -0.018 

bPr,tbu - -0.002 0.009 -0.019 

nbu,tbu - 0.0011 0.0021 -0.0271 

nbu,nbu- -0.003 0.010 -0.013 

hex,tbu - -0.0021 0.0031 -0.0271 

oct,tbu - 0.000 0.008 -0.020 

pyrl,tbu-D1A1 -0.0091 -0.0101 -0.0181 

 
 
Table S2: Internal hole reorganization energies (𝝀𝒊

𝑨𝑷/𝑯𝑹
, 𝐦𝐞𝐕) as computed at the C-DFT (CAM-B3LYP-D3/6-311G**, 

𝜹𝑫/𝑨 = ±𝟎. 𝟔𝒒) level.  

R1,R2-D2A1 𝛌𝐢
𝐀𝐏 

me,tbu- 167 

bPr,tbu - 179 

nbu,tbu - 1781 

nbu,nbu- 167 

hex,tbu - 1771 

oct,tbu - 175 

pyrl,tbu-D1A1 1271 
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2. Crystal Supercell Analysis 
 

 

Figure S2: Different views of a supercell of the crystal structure of me,tbu-D2A1. The central molecule (black) and 
nearest neighbours considered in the kinetic Monte Carlo simulations. 
 

Table S3: Computed (ωB97X-D3/6-311G**) charge transfer integrals (𝑱𝒊𝒋) and Brownian transfer rates (𝒌𝑬𝑻) as 

calculated with the Marcus theory for each dimer belonging to me,tbu-D2A1. 

Dimer 𝐽/meV 𝑘𝐸𝑇/s-1 
A 59 1.5 x 1013 
B 14 8.9 x 1011 
C 4 7.4 x 1010 

 
 

 

Figure S3: Different views of a supercell of the crystal structure of bPr,tbu-D2A1. The central molecule (black) and 
nearest neighbours considered in the kinetic Monte Carlo simulations. 

 
Table S4: Computed (ωB97X-D3/6-311G**) charge transfer integrals (𝑱𝒊𝒋) and Brownian transfer rates (𝒌𝑬𝑻) as 

calculated with the Marcus theory for each dimer belonging to bPr,tbu-D2A1. 

Dimer 𝐽𝑖𝑗/meV 𝑘𝐸𝑇/s-1 

A 34 4.4 x 1013 
A’ 8 2.7 x 1011 
B 16 1.0 x 1012 
C 3 4.5 x 1010 
D 1 3.7 x 109 
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S4 
 

 

Figure S4: Different views of a supercell of the crystal structure of nbu,nbu-D2A1. The central molecule (black) and 
nearest neighbours considered in the kinetic Monte Carlo simulations. 

 
Table S5: Computed (ωB97X-D3/6-311G**) charge transfer integrals (𝑱𝒊𝒋) and Brownian transfer rates (𝒌𝑬𝑻) as 

calculated with the Marcus theory for each dimer belonging to nbu,nbu-D2A1. 

Dimer 𝐽𝑖𝑗/meV 𝑘𝐸𝑇/s-1 

A 6 1.5 x 1011 
B 8 2.7 x 1011 

B’ 6 1.3 x 1011 

C 6 1.3 x 1011 

D 3 3.5 x1010 
 

 

Figure S5: Different views of a supercell of the crystal structure of hex,tbu-D2A1. The central molecule (black) and 
nearest neighbours considered in the kinetic Monte Carlo simulations. 

 
Table S6: Computed (ωB97X-D3/6-311G**) charge transfer integrals (𝑱𝒊𝒋) and Brownian transfer rates (𝒌𝑬𝑻) as 

calculated with the Marcus theory for each dimer belonging to hex,tbu-D2A1. 

Dimer 𝐽𝑖𝑗/meV 𝑘𝐸𝑇/s-1 

A 46 1.5x1013 

A’ 64 2.9 x1013 
B 3 2.6 x1010 

C 2 9.3x109 

D 4 9.3x1010 
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Figure S6: Different views of a supercell of the crystal structure of oct,tbu-D2A1. The central molecule (black) and 
nearest neighbours considered in the kinetic Monte Carlo simulations. 

 

Table S7: Computed (ωB97X-D3/6-311G**) charge transfer integrals (𝑱𝒊𝒋) and Brownian transfer rates (𝒌𝑬𝑻) as 

calculated with the Marcus theory for each dimer belonging to oct,tbu-D2A1. 

Dimer 𝐽𝑖𝑗/meV 𝑘𝐸𝑇/s-1 

A 80 2.6 x1013 
A’ 31 3.8 x1012 
B 4 5.7 x1010 

C 3 3.5 x1010 

3. Supercell of pyrl,tbu-D1A1 
 

 

Figure S7: Different views of a supercell of the crystal structure of pyrl,tbu-D1A1. The central molecule (black) and 
nearest neighbour with transfer integral of 56 meV in blue and transfer integrals below or equal to 4 meV in grey. 
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4. Crystallographic Data of oct,tbu-D2A1 
 

Table S8: Crystallographic Parameters of oct,tbu-D2A1. 

a (Å) 7.3149 
b (Å) 14.8933 
c (Å) 15.519 
α (°) 105.826 
β (°) 90.588 
γ (°) 91.263 

 

5. Site Energy Difference Distributions 

Figure S8:  Site energy difference distributions 𝜟𝑬𝒊𝒋 of a) me,tbu-, b) bPr,tbu-, c) nbu,tbu-, d) nbu,nbu-, e) hex,tbu- and f) 

oct,tbu-D2A1 and g) pyrl,tbu-D1A1. 
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6. Impact of Static Disorder onto Rate Constants 
 

Table S9: Computed transfer rates 𝒌𝒆𝑻 (s-1) for intra- and inter-columnar dimers (long axis), when static disorder is 
included. → indicating a hop from site 𝒊 to 𝒋, and  the reversed hop from site 𝒋 to 𝒊 showcasing the asymmetry of 
transfer rates. 

 Intra-columnar Inter-columnar 

R1,R2-D2A1 Dimer Sites 𝑘𝑒𝑇  → 𝑘𝑒𝑇   Dimer Sites 𝑘𝑒𝑇  → 𝑘𝑒𝑇   

me,tbu- A 1 – 2 1.5 x 1013 1.5 x 1013 B 1 – 4  8.6 x 1011 8.6 x 1011 

bPr,tbu- A 
A‘ 

1 – 3 
1 – 3 

2.8 x 1013 
1.6 x 1012 

1.1 x 108 
7.8 x 106 

B 1 – 2 1.2 x 1012 8.1 x 1011 

nbu,tbu- A 
A‘ 

1 – 2  
1 – 2 

2.4 x 1012 

4.7 x 1012 

3.6 x 106 

3.6 x 106 

B 
B’ 
C 

1 – 2  
1 – 2 
1 – 1  

9.3 x1010 

3.1 x1011 

2.9 x1011 

 2.2 x109 

1.9 x109 

2.5 x108 

nbu,nbu- A 1 – 2  4.4 x 1010 3.9 x 1011 B 
B’ 
C 

1 – 3  
1 – 3  
1 – 4  

1.5 x 1012 

1.0 x 1012 

5.2 x 1011 

 8.0 x 106 

6.4 x 107 

8.0 x 105 

hex,tbu- A 
A‘ 

3 – 4 
3 – 4 

6.9 x 1013 
3.7 x 1013 

1.7 x 1012 
8.0 x 1011 

B 
 

3 – 1 
 

3.3 x 1010 3.7 x 1010 

oct,tbu- A 
A‘ 

1 – 2 
1 – 2  

9.9 x1013 

1.5 x1013 

3.5 x1012 

4.8 x1011 

B 
C 

1 – 2  
1 – 1  

2.7 x1011 

5.0 x1010 

4.5 x109 

2.5 x1010 
pyrl,tbu-

D1A1 
A 1 – 2  1.2x1014 1.2x1011 B 1 – 2   5.9x1011 1.6x108 
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7. Impact of Static and Thermal Disorder onto the Mobility 

Tensor 

 

 

Figure S9: Plot of 1000 kMC trajectories (each consisting of 105 steps) for me,tbu-D2A1, a) without and b) with static 
disorder effects (middle panels) included, and c) when considering the thermal average of transfer integrals along the 
1D column without static disorder.  Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. For 
clarity, the three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules long 
axis, ii) the top view and iii) the side view onto the molecule’s short axis. 
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Figure S10: Plot of 1000 kMC trajectories (each consisting of 105 steps) for bPr,tbu-D2A1, a) without and b) with static 
disorder effects (lower panels) included.  Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. 
For clarity, the three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules 
long axis, ii) the top view and iii) the side view onto the molecule’s short axis. 

Appendix A Appendix

126



 

S10 
 

 

Figure S11: Plot of 1000 kMC trajectories (each consisting of 105 steps) for nbu,tbu-D2A1, a) without and b) with static 
disorder effects (middle panels) included, and c) when considering the thermal average of transfer integrals along the 
1D column without static disorder. Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. For 
clarity, the three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules long 
axis, ii) the top view and iii) the side view onto the molecule’s short axis. 
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Figure S12: Plot of 1000 kMC trajectories (each consisting of 105 steps) for nbu,nbu-D2A1, a9 without and b) with static 
disorder effects (lower panels) included.  Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. 
For clarity, the three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules 
long axis, ii) the top view and iii) the side view onto the molecule’s short axis. 

 

 

Figure S13: Plot of 1000 kMC trajectories (each consisting of 105 steps) for hex,nbu-D2A1, a) without and b) with static 
disorder effects included.  Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. For clarity, the 
three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules long axis, ii) the 
top view and iii) the side view onto the molecule’s short axis. 
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Figure S14: Plot of 1000 kMC trajectories (each consisting of 105 steps) for oct,tbu-D2A1, a) without and b) with static 
disorder effects included.  Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. For clarity, the 
three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules long axis, ii) the 
top view and iii) the side view onto the molecule’s short axis. 
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Figure S15: Plot of 1000 kMC trajectories (each consisting of 105 steps) for pyrl,tbu-D1A1, a) without and b) with static 
disorder effects (middle panels) included, and c) when considering the thermal average of transfer integrals along the 
1D column without static disorder. Trajectories are reported for the three Cartesian planes, namely xy, xz and yz. For 
clarity, the three Cartesian planes were ordered in such a way to correspond to i) the side view onto the molecules long 
axis, ii) the top view and iii) the side view onto the molecule’s short axis. 
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8. Thermal Disorder  

 

Figure S17: Dynamic disorder effects on dimer A of the crystals of pyrl,tbu-D1A1 showing the distribution of the 
coupling integral 𝑱𝒊𝒋 with a Gaussian git (black line), its mean value < 𝑱𝒊𝒋 > and standard deviation 𝝈, as well as 𝝀/𝟐 

(green dotted lines) (left) and fluctuations of 𝑱𝒊𝒋 over 100 ps MD simulations, computed of snapshots every 30 fs for 

(middle) and the fourier transform of the autocorrelation function of the coupling integral, showing the activity of low-
frequency intermolecular phonons (right). 

  

Figure S16: Dynamic disorder effects on dimer A of the crystals of a) pyrl,tbu-D1A1, b) me,tbu- and c) nbu,tbu-D2A1, 
showing the distribution of the coupling integral 𝑱𝒊𝒋 with a Gaussian git (black line), its mean value 〈𝑱𝒊𝒋〉 and standard 

deviation 𝝈, as well as 𝝀/𝟐 (green dotted lines) (left), and fluctuations of 𝑱𝒊𝒋 over 21 ps MD simulations, computed of 

snapshots every 30 fs for (middle), and the fourier transform of the autocorrelation function of the coupling integral, 
showing the activity of low-frequency intermolecular phonons (right). 
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9. Thermal correction to the calculation of the non-

adiabatic transfer rates 
Considering the time dependent fluctuation of the transfer integral 𝐽(𝑡) in the non-adiabatic limit, 

the expression for the rate constant can be expressed in a series extension 

𝑘 = 𝑘(0) + 𝑘(1) + 𝑘(2) +  … (1) 

where 𝑘(0) is the semi-classical Marcus equation 

𝑘(0) =
〈𝐽2〉

ħ
√

𝜋

𝜆𝑘𝐵𝑇
𝑒𝑥𝑝 (−

(𝜆 + 𝛥𝐸0)2

4𝜆𝑘𝐵𝑇
) 

 

 
(2) 

and 𝑘(1), 𝑘(2), etc. are the corrections due to the fluctuations of 𝐽. If nuclear modes are treated 

classically, the first non-zero correction is2 

  

𝑘(2) = 𝑘(0)2
ħ2

𝜏𝐶
2  [

(𝜆 + 𝛥𝐸0)2 − 2𝜆𝑘𝐵𝑇

(4𝜆𝑘𝐵𝑇)2
] (1 −

〈𝐽〉2

〈𝐽2〉
) 

 

 
(2) 
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10. Directionality of Computed Charge Mobilities 
 

Table S10: Computed charge mobilities hole (𝝁 (cm2/Vs)) evaluated by assuming a Brownian diffusion mechanism 
via the Einstein-Smoluchowski equation. The charge mobility is reported for the 3 cartesian directions x, y and z, as 
well as the average mobility overall (average_xyz) for different cases of disorder (i) no disorder, ii) static disorder and 
iii) thermal disorder. 

 𝝁 / cm2/Vs 
no disorder static disorder thermal disorder 

average 
R1,R2-D2A1 direction    

me,tbu- average_xyz 0.402 0.206 0.585 
x 0.000 0.013 0.000 
y 0.509 0.243 0.527 
z 0.695 0.370 1.214 

bPr,tbu- average_xyz 0.314 0.007 - 
x 0.087 0.001 - 
y 0.069 0.020 - 
z 0.793 0.000 - 

nbu,tbu- average_xyz 0.041 0.002 0.136 
x 0.055 0.006 0.056 
y 0.037 0.000 0.317 
z 0.032 0.000 0.036 

nbu,nbu- average_xyz 0.066 0.004 - 
x 0.058 0.010 - 
y 0.020 0.002 - 
z 0.121 0.000 - 

hex,tbu- average_xyz 0.120 0.018 - 
x 0.326 0.044 - 
y 0.014 0.007 - 
z 0.019 0.004 - 

oct,tbu- average_xyz 0.130 / 0.134 0.017 - 
x 0.348 0.034 - 
y 0.054 0.016 - 
z 0.000 0.001 - 

pyrl,tbu-D1A1 average_xyz 0.343 0.042 1.203 
x 0.975 0.117 3.556 
y 0.054 0.010 0.055 
z 0.000 0.001 0.000 

 

11. References 
1 N. Gildemeister, G. Ricci, L. Böhner, J. M. Neudörfl, D. Hertel, F. Würthner, F. Negri, K. Meerholz 

and D. Fazzi, J. Mater. Chem. C, 2021, 9, 10851–10864. 

2 A. Troisi, Mol Simul, 2006, 32, 707–716. 
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A.3 Supporting Information for FOB-SH simulations

A.3.1 Influence of Atomic Point Charges during MD Simulations

During the NAMD simulations within the FOB-SH method it is only possible to set the atomic point
charges equal to zero, as of now. The development of including atomic point charges unequal to zero
into the in-house non-adiabatic MD module is an ongoing project. However, MD simulations that
include the atomic point charges as obtained from C-DFT calculations and the restrained electrostatic
potential (RESP) fitting approach (charges) and MD simulations with atomic point charges set to
zero (without charges) have been compared concerning several different intra- and intermolecular
geometrical parameters and a good agreement has been found between them Fig. A.1-Fig. A.6.

Figure A.1: Radial distribution function g(r) of the center of mass distances 𝑟𝐶𝑂𝑀 between nearest neighbours,
as obtained from XRD measurements (blue), the optimized structure with (dashed grey) and without charges
(red), as well as from MD simulations with (dashed black) and without charges (green) for (a) pyrl,tbu-D1A1
and (b) nbu,tbu-D1A1.
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A.3 Supporting Information for FOB-SH simulations

Figure A.2: Angle between nearest neighbours as a measure of intermolecular rotation, as obtained from XRD
measurements (blue), the optimized structure with (dashed grey) and without charges (red), as well as from MD
simulations with (dashed black) and without charges (green) for (a) pyrl,tbu-D1A1 and (b) nbu,tbu-D1A1.

Figure A.3: Dihedral angle between nearest neighbours as a measure of rotation, as obtained from XRD
measurements (blue), the optimized structure with (dashed grey) and without charges (red), as well as from MD
simulations with (dashed black) and without charges (green) for (a) pyrl,tbu-D1A1 and (b) nbu,tbu-D1A1.
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Figure A.4: Intramolecular dihedral angle concerning the lateral chains, as obtained from XRD measurements
(blue), the optimized structure with (dashed grey) and without charges (red), as well as from MD simulations
with (dashed black) and without charges (green) for (a) pyrl,tbu-D1A1 and (b) nbu,tbu-D1A1.

Figure A.5: Intramolecular dihedral angle as a measure of planarity, as obtained from XRD measurements
(blue), the optimized structure with (dashed grey) and without charges (red), as well as from MD simulations
with (dashed black) and without charges (green) for (a) pyrl,tbu-D1A1 and (b) nbu,tbu-D1A1.
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Figure A.6: Intramolecular dihedral angle as a measure of planarity, as obtained from XRD measurements
(blue), the optimized structure with (dashed grey) and without charges (red), as well as from MD simulations
with (dashed black) and without charges (green) for (a) pyrl,tbu-D1A1 and (b) nbu,tbu-D1A1.
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Transfer integrals are very sensitive to the intermolecular displacements between dimer pair. Therefore,,
they have been considered as a good parameter to test the similarities between MD simulations with
different atomic point charges. 𝐽, 𝑆 and the constant of proportion 𝐶 have been evaluated for dimers
from both MD simulations in the presence and absence of electrostatics and a good agreement has
been found (see Fig. A.7), strengthening the validity of the FOB-SH NAMD simulations in the absence
of atomic point charges.

Figure A.7: 𝑆𝐴𝑂𝑀𝑖 𝑗 parametrization against scaled electronic couplings 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 in meV as calculated with the
POD method and scaled by a factor of 1.282 as recommended in Ref.[143] between neighbouring molecules in
the crystal structure (as highlighted in Fig. 6.1) along equilibrated MD trajectories with atomic point charges
equal to 0 (a and b), and atomic point charges as obtained from C-DFT calculations adn the RESP fitting
approach (c and d). The constant of proportion 𝐶 was obtained from linear regression for pyrl,tbu-D1A1 (a)
and nbu,tbu-D2A1 (b).

When atomic point charges are set to zero, the scaling factor is with -7.6404 eV for pyrl,tbu- larger in
absolute value than for nbu,tbu- with -7.1461 eV. The values for the simulation with atomic charges
differ slightly with approximately 0.2 eV larger value for nbu,tbu- and an approximately 0.7 eV smaller
value for pyrl,tbu-D1A1.
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Table A.1: Electronic couplings 𝐽𝑠𝑃𝑂𝐷𝑖 𝑗 for pyrl,tbu- and nbu,tbu-D1A1 as calculated with the POD method
and scaled according to Ref.[143] for different dimers as extracted from XRD structures and equilibrated MD
simulations.

pyrl,tbu-D1A1 nbu,tbu-D1A1
Dimer A A B
XRD 78 meV 17 meV -30 meV

MD𝑛𝑜𝑐ℎ𝑎𝑟𝑔𝑒𝑠 74±76 meV𝑎 34±24 meV𝑏 -66±28 meV𝑏

MDcharges 64±68 meV𝑎 30±24 meV𝑎 -68±26 meV𝑐
𝑎100 dimers 𝑏111 dimers 𝑐69 dimers

Table A.2: AOM linear scaling factor 𝐶, as well as the mean absolute error (MAE) and the maximal error
(MAX) of the linear fit for pyrl,tbu- and nbu,tbu-D1A1.

pyrl,tbu-D1A1 nbu,tbu-D1A1
no charges

C -7.6404 eV -7.1461 eV
MAE 10 meV 13 meV
MAX 39 meV 52 meV
Charges

C -6.8826 eV -7.3492 eV
MAE 10 meV 13 meV
MAX 36 meV 43 meV

A.3.2 Time Step Convergence during FOB-SH

When the MD time step is decreased from 0.05 fs to 0.025 fs, as well as the electronic time step from
0.01 f to 0.005 fs, there is no significant change in obtained mobility values, and the respective values
are within the standard errors of corresponding simulations.

Table A.3: Charge mobility values 𝜇𝐹𝑂𝐵−𝑆𝐻 along the maximal mobility direction from FOB-SH simulations
with standard error averaged over five blocks for different MD time steps Δ𝑡.

𝜇
𝐹𝑂𝐵−𝑆𝐻 (cm2/Vs)

Δ𝑡 0.05 fs 0.025 fs
pyrl,tbu-D1A1 2.3±0.5 (x) 2.5±0.4 (x)
nbu,tbu-D1A1 5.9±1.0 (y) 5.5±1.0 (y)

1.4±0.1 (z) 1.3±0.3 (z)

139



Appendix A Appendix

A.3.3 Influence of Outer Reorganization Energy onto Charge Mobility

Charge mobilities 𝜇ℎ𝑜𝑝
⟨𝐽𝑠𝑃𝑂𝐷

𝑖 𝑗 ⟩
increase with decreasing 𝜆0, as is expected. Nevertheless, mobility values

remain in the same order of magnitude and the proportion of 𝜇 between different molecules, as well as
between different directions for the same molecule, remain approximately the same.

Table A.4: Charge mobility values 𝜇ℎ𝑜𝑝
⟨𝐽𝑠𝑃𝑂𝐷

𝑖 𝑗 ⟩
along the maximal mobility direction with standard errors averaged

over five blocks for different outer reorganization energies 𝜆0.
𝜇
𝐹𝑂𝐵−𝑆𝐻 (cm2/Vs)

𝜆0 (eV) pyrl,tbu-D1A1 nbu,tbu-D1A1
0.050 1.7±0.1 (x) 1.1±0.1 (y)

1.0±0.1 (z)
0.025 2.3±0.1 (x) 1.4±0.1 (y)

1.3±0.1
0.000 3.2±0.2 (x) 2.0±0.1 (y)

1.9±0.1 (z)
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ABSTRACT
Designing organic semiconductors for practical applications in organic solar cells, organic field-effect transistors, and organic light-emitting
diodes requires understanding charge transfer mechanisms across different length and time scales. The underlying electron transfer mech-
anisms can be efficiently explored using semiempirical quantum mechanical (SQM) methods. The dimer projection (DIPRO) method
combined with the recently introduced non-self-consistent density matrix tight-binding potential (PTB) [Grimme et al., J. Chem. Phys. 158,
124111 (2023)] is used in this study to evaluate charge transfer integrals important for understanding charge transport mechanisms. PTB,
parameterized for the entire Periodic Table up to Z = 86, incorporates approximate non-local exchange, allowing for efficient and accurate
calculations for large hetero-organic compounds. Benchmarking against established databases, such as Blumberger’s HAB sets, or our newly
introduced JAB69 set and comparing with high-level reference data from ωB97X-D4 calculations confirm that DIPRO@PTB consistently
performs well among the tested SQM approaches for calculating coupling integrals. DIPRO@PTB yields reasonably accurate results
at low computational cost, making it suitable for screening purposes and applications to large systems, such as metal-organic frameworks
and cyanine-based molecular aggregates further discussed in this work.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0167484

I. INTRODUCTION

To develop new functional semiconducting materials for opto-
electronic applications, a comprehensive understanding of the
electron transfer mechanisms is indispensable. Electron transfer
processes are subject to extensive computational studies since the
early 1970s and are still a strongly evolving topic.1 Today, semiem-
pirical methods (SQMs) enable the investigation of reasonably
large systems to test their suitability for high-performance con-
ductive materials.2 This is especially important for the design of
molecular and polymeric organic semiconductors, with the increas-
ing application in organic solar cells (OSCs),3 organic field effect
transistors (OFETs),4 organic light-emitting diodes (OLEDs),5 and
other organic electronics (OEs).6–8 In contrast to metallic conduc-
tors, which exhibit band transport, organic semiconductors mostly

exhibit different variations of hopping transport.9,10 Researchers
have developed various methods to measure and model electron and
hole mobilities in recent years.11–13 The most common approaches
utilize Marcus’ theory and subsequently employ Monte Carlo simu-
lations to evaluate the charge mobility.14–17 In this approach, the first
step involves calculating electron transfer integrals, also known as
coupling integrals (Hab or Jab), between different fragments or local-
ized states. Fragmentation of the investigated chemical space can be
carried out using a wide range of theories, most of which can be
combined with any available orbital localization method.18 Several
methods for calculating coupling integrals exist, including charge
constrained density functional theory (CDFT),19 fragment orbital
DFT (FODFT) or fragment orbital density functional tight binding
(FODFTB),20 projection-operator diabatization (POD),21–23 frozen
density embedding (FDE),24 generalized Mulliken–Hush (GMH),25
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multistate DFT (MSDFT),26 analytic overlap method (AOM),27

machine-learning (ML) approaches,28,29 and the dimer projection
(DIPRO) method.30

Compounds for OE are often many hundreds of atoms large,
have complicated intra- and intermolecular structure, or exhibit a
wide conformational variety making the exploration of all three-
dimensional coupling possibilities, charge carrier pathways, and
their corresponding integrals time-consuming. Additionally, for
charge mobility calculations in solids, either crystalline or amor-
phous, thermal fluctuations have to be accounted for. To achieve
that, extensive molecular dynamic simulations (MDs) are required
and coupling integrals are evaluated several thousands to tens of
thousands of times along a single trajectory. By using SQM, com-
putation times can be significantly reduced, while still reasonably
accurate results can be obtained, enabling large length- and time-
scale investigations, such as those involving DNA,31,32 complex
fullerene-based acceptors for organic photovoltaics (OPV) applica-
tions,33 materials design and screening for new OE compounds,34

impact of thermal disorder effects on charge mobility,35 charge
transport in covalent organic frameworks,36 piezo-effect,37 and poly-
mer crystals38 to become feasible. POD methods22 can be considered
as valuable and effective alternatives to DIPRO; however, such meth-
ods can be affected by delocalization of the diabatic states over the
fragments, thus leading to incomplete diabats. The latter problem
has been recently mitigated by Ghan et al.,21 showing that modified-
POD and DIPRO methods, indeed, lead to very similar results,
even though the mutual polarization effects between fragments are
treated differently. In this paper, we decided to focus our develop-
ment and benchmarking on the DIPRO approach, given its consoli-
dated use in literature. The advantages of DIPRO compared to other
coupling integral methods are that it is a post-processing method
and can, in principle, be used with any existing code and mean-field
theory level. Furthermore, the mathematics behind DIPRO are easily
understandable, accessible, and implementable.

In the following, we use the recently introduced semiem-
pirical non-self-consistent tight-binding potential PTB39 together
with DIPRO to calculate coupling integrals for a wide range
of hetero-organic compounds. We transfer our approach to the
investigation of challenging systems, such as merocyanines, whose
resonant electronic structure remains challenging due to their strong
intramolecular charge transfer, and large metal-organic frameworks
(MOFs), which due to their extended and highly delocalized elec-
tronic structure are computationally demanding. We benchmark the
results against ωB97X-D4/TZ2P reference DFT data and compare
them to other SQM methods using common benchmarks, such as
Blumberger’s HAB7,40 HAB11,41 and HAB7942 sets.

II. THEORY
The dimer projection method, known as DIPRO30 and origi-

nally introduced by Refs. 43 and 44, enables the calculation of the
coupling integrals between pairs of molecules (each molecule usu-
ally defined as fragment). Such a method is often reported in the
literature under the name of fragment orbital DFT (FO-DFT),41 and
different “flavors” have been developed over the years. Each “flavor”
is mainly related to the choice of the molecular orbitals belonging
to each fragment, specifically whether they reflect the neutral or
the charged electronic state of the molecule. For a critical review

concerning FO-DFT, DIPRO, and other diabatization procedures
(e.g., POD23), we refer the reader to Refs. 6 and 41. DIPRO necessi-
tates three quantum mechanical single-point calculations from any
source (e.g., SQM, HF, and DFT): one for each monomer (A, B)
and another for the dimer (AB), whereas the optimized monomer
structures are used in the unrelaxed dimer geometry. The relevant
equations are as follows:

γi
1 = Ci

A ⋅ SAB ⋅ CAB, (1)

γ j
2 = C j

B ⋅ SAB ⋅ CAB, (2)

Si j
ab = γi

1 ⋅ γ j
2, (3)

Ji j
ab = γi

1 ⋅ EAB ⋅ γ j
2, (4)

Ji j
ab,eff =

RRRRRRRRRRR

Ji j
ab − 0.5 ⋅ (Ei

A + E j
B) ⋅ Si j

ab

1 − (Si j
ab)

2

RRRRRRRRRRR
. (5)

Here, C are the orbital coefficients, S is the AO overlap matrix, E are
the orbital energies, and i and j denote the molecular orbitals that
are considered for the electron or hole transfer. In this work, i and j
always correspond to the HOMOs of the coupled molecules.

The DIPRO approach is limited, as it is not valid for very
large overlaps (i.e., short intermolecular distances) or for Ji j

ab ⪅ 0.5
⋅ (Ei

A + E j
B) ⋅ Si j

ab in the case of a local non-trivial non-linear rela-
tionship between Jab and Jab,eff . One way to address the first limita-
tion is by focusing solely on physically meaningful, i.e., equilibrium,
distances. The latter issue is commonly resolved by introducing
method-specific scaling factors.42,45 These aspects will be thoroughly
discussed in Sec. V A.

The variation between different approaches for calculating cou-
pling integrals is relatively small, typically around 1%, as long as
the considered transfer states and orbitals are similar.42 Thus, the
accuracy of coupling integrals is not limited by the electron trans-
fer (ET) approach but instead heavily relies on the chosen quantum
mechanical level of theory. Multi-reference configuration inter-
action (MRCI) and n-electron valence state perturbation theory
(NEVPT2) are generally regarded as the “gold standard” for calculat-
ing coupling integrals.46 Density functional theory (DFT) methods
exhibit reduced accuracy along Jacob’s ladder, with range-separated
hybrids or hybrids with ∼50% Fock exchange performing the best.
Different implementations of the same functional can yield up to
a 35 meV deviation in Jab,eff , corresponding to a typical relative
error of 10%. Moving down the ladder toward generalized gradient
approximations (GGAs) results in an accuracy decrease of about
10% compared to range-separated hybrid (RSH) methods. Descend-
ing further to semiempirical methods leads to a deviation from the
reference values in the range of 100–120 meV (around 40%).47 These
trends are also depicted in Fig. S1 of the supplementary material.
However, this methodical deviation can be significantly reduced by
applying a scaling factor to Jab,eff , resulting in improvements of up to
one order of magnitude.
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III. FIT AND TEST SET
The co-planar dimers, with 3.5 Å intermolecular distance, of

the HAB79 benchmark by Ziogos et al.42 serve as a fit set to
obtain the empirical scaling factors for the PTB coupling integrals.
Here, we introduce a new test set called JAB69, which includes the
HAB740 and HAB1141 benchmarks and enhances it by 51 chemically
comparable, but larger dimers.

The JAB69 benchmark consists of 69 mostly medium-sized,
conjugated, parallel, planar, perfectly eclipsed-stacked, homo-
dimers with a distance of 3.5 Å between their centers of mass. The
set is sorted by element composition, i.e., 20 purely carbon- and

hydrogen-containing molecules (CH subset), 27 molecules that
additionally contain nitrogen and oxygen (CHNO subset), 16
residues furthermore containing sulfur (CHNOS subset), and six
residues with other elements (CHNOSE subset). Figure 1 depicts the
Lewis structures of the monomers (optimized Cartesian coordinates
are available in the supplementary material).

IV. COMPUTATIONAL DETAILS
We computed coupling integrals at the ωB97X-D4/TZ2P,48–50

Perdew–Burke–Ernzerhof (PBE)-D4/TZ2P,51 PTB,39 ZINDO

FIG. 1. Monomers of the JAB69 test set sorted by element composition.
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(Zerner’s Intermediate Neglect of Differential Overlap),52 GFN1-
xTB (Geometries Frequencies Non-Covalent Interactions Extended
TIght-Binding), and DFTB3(3ob-3-1 parameter set)53,54 levels
of theory. We calculated PTB single points with the ptb 3.7
standalone program55 using a customized more verbose output
and subsequent post-processing with the development version of
our DIPRO in-house code.55 ZINDO single points were calculated
within Gaussian16 program version C.0156 followed by a custom
DIPRO post-processing script.57 ωB97X-D4, PBE-D4, and DFTB3
coupling integrals were calculated using ADF V.2020.102.58,59 We
took GMH@NEVPT2 reference data for Fig. S1 and geometries of
the HAB79 test set from Ref. 42, but used our own DIPRO@ωB97X-
D4 references for both test sets, HAB79 and JAB69. The range
separated hybrid ωB97X-D4/TZ2P proved to be robust and good
performing and is widely used for the calculation of electronic
coupling integrals for larger molecules as a kind of silver standard.42

A comparison of DIPRO@ωB97X-D4 and GMH@NEVPT2 is
available in SI.xlsx.

For the statistical evaluation, we used the mean deviation (MD)
and relative mean deviation (relMD), the mean absolute deviation
(MAD) and relative mean absolute deviation (relMAD), the stan-
dard deviation (SD) and relative standard deviation (relSD), the
root mean square deviation (RMSD), the Pearson correlation coef-
ficient (ρP), and the Spearman rank coefficient (ρS). The respective
equations are provided in the supplementary material.

V. RESULTS
In general, coupling integrals calculated at the SQM level are

smaller than at the DFT level. This is a direct consequence of the
minimal basis set used by most SQM methods, thus leading to over-
localization of the coupled states and too fast exponential decay
of ∣Jab,eff ∣ with the distance. As PTB uses a larger vDZP basis set,
this trend is less pronounced here compared to, e.g., GFN-xTB
or ZINDO. Additionally, most SQM methods underestimate elec-
tronic gaps, which also directly affects the coupling. The DIPRO
formula for ∣Jab,eff ∣ [see Eq. (5)] exhibits some shortcomings (e.g.,
it is not valid for very large overlaps, and it can exhibit a non-trivial
non-linear relationship in certain areas). This can be corrected for
by applying a uniform scaling factor f = 1.921 to the PTB orbital
energies of the dimer, according to the following equation:

γi
1 ⋅ (EAB ⋅ f ) ⋅ γ j

2 = Ji j
ab ⋅ f , (6)

Ji j
ab,ef f =

RRRRRRRRRRR

Ji j
ab ⋅ f − 0.5 ⋅ (Ei

A + E j
B) ⋅ Si j

ab

1 − (Si j
ab)

2

RRRRRRRRRRR
. (7)

The scaling factor f is determined by

f = ∑
n
i=1∣J

i j
ab(ωB97X −D4)∣/∣Ji j

ab(method)∣
n

, (8)

whereas n denotes the total number of considered systems. We
determined the scaling factor on the HAB79 set and then applied
it to all other calculations. There are two drawbacks of this pro-
cedure. First, the scaling of all values leads to increased SD and
RMSD compared to unscaled SQM methods. Second, the scaling
can accidently introduce huge errors and thus biases the statistical

evaluation. Although the calculated scaling factor is not overly
sensitive to the underlying test set, it is sensitive to the elemental
composition and the dimer distance. The transfer of this scaling
factor to less common elements, especially metals and metalloids,
is not encouraged. We advise to determine a new scaling factor for
these special purposes. No such scaling factors were applied to the
other methods, either because it was not necessary (i.e., approxi-
mately linear dependency of ∣Jab,eff ∣ on Jab) or because the chosen
program package did not allow user intervention.

A. HAB79
Figure 2 depicts the correlation between different SQM meth-

ods and ωB97X-D4/TZ2P reference coupling integrals Jab for the
HAB79 set and relates the structure motifs of the outliers.

FIG. 2. (a) Correlation plot of different tested methods against ωB97X-D4/TZ2P
references for unscaled Jab in eV of the HAB79 benchmark. The black line denotes
perfect correlation with the reference. (b) Structure motifs of different types of
outliers for different methods.
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Except for ZINDO, all examined methods exhibit a signifi-
cant correlation with the reference values. Among them, PBE-D4
best reproduces the absolute values, followed by PTB. GFN1-xTB
and DFTB3 perform equally, but less well than PTB. According
to Fig. 2(b), we identified three classes of outliers, which can be
assigned to distinct structure motifs. A forth type, mainly repre-
sented by molecules 2 and 3, is not explained by a certain structure
motif but could arise from a non-trivial interplay between the
orbital coefficients C and orbital energies E of the dimer. PBE-D4,
GFN1-xTB, and DFTB3 exhibit a notable number of structural
outliers of class I that result in couplings near zero. On the other
hand, PTB structural outliers of classes II and III yield systemati-
cally under- and overestimated results that are still meaningful, in
contrast to the outliers near zero. The two outliers of class IV
yield zero couplings for all examined methods except ωB97X-D4.
Anyhow, correcting the performance of the identified structure
motifs either in PTB or the other methods is very challenging as
it necessitates an intrinsic change of the method, i.e., a modified
parameterization. Overall, PTB shows the greatest resilience of elec-
tronic couplings from the underlying structure motif and can thus
be considered as the most robust among the tested methods.

We will delve into the statistical evaluation extensively in
Table I. Generally, PTB and other TB methods adequately describe
Jab to derive meaningful ∣Jab,eff ∣ without sacrificing information,
following the aforementioned global scaling with f .

In analogy to Ref. 42, we applied a linear regression to ∣Jab,eff ∣ for
all examined methods. Notably, this statistical scaling differs from
the f = 1.921 scaling factor introduced above due to physical reasons.
The scaling as proposed in Ref. 42 is based on the inverse of the slope
of linear fit functions (b denotes the y-axis intersect and m denotes
the slope),

Xscaled = (Xunscaled − b) ⋅ 1
m

. (9)

The linear fit functions of all examined methods and test sets are
given in the supplementary material. Figure 3 and Table I depict the
resulting statistical measures.

For the full HAB79 set, PTB yields the best results of all exam-
ined methods, even better than PBE, closely followed by GFN1-xTB.
As noted above, ZINDO performs worst. Another big advantage

TABLE I. Statistical measures, according to Eqs. (1)–(8) in the supplementary
material, of ∣Jab,eff ∣ values calculated at different levels of theory for the HAB79 bench-
mark and compared to ωB97X-D4/TZ2P references. Absolute values are given in
meV; relative ones are in %. The set does not exclude any outliers. ZINDO values
could not be scaled due to missing correlation.

PBE-D4 GFN1-xTB DFTB3 PTB ZINDO

MD −0.046 −0.020 −0.043 −0.004 0.208
MAD 0.051 0.032 0.053 0.033 0.392
SD 0.112 0.060 0.084 0.049 0.928
relMD −11.9 −4.8 −10.8 −0.9 59.3
relMAD 13.2 8.0 13.4 7.8 102.3
relSD 28.4 13.9 20.7 11.1 247.3
ρS 0.808 0.779 0.699 0.794 −0.175
ρP 0.451 0.637 0.55 0.762 −0.139

FIG. 3. Statistical measures of different tested methods against ωB97X-D4/TZ2P
references for scaled ∣Jab,eff ∣ in eV of the HAB79 benchmark with no outliers
excluded. The results for ZINDO should be interpreted with care due to the very
strong scattering and low correlation with the reference.

of PTB, besides its performance, is its robustness. There are only
two 2σ-outliers among 79 systems, whereas GFN1-xTB features 11
outliers, PBE features 12 outliers, and DFTB3 features even 18 out-
liers. The underlying structural features that cause these outliers
are already discussed in Fig. 2(b). Further sources for outliers may
be inaccurate orbital energies, an altered orbital order, or a wrong
sign of Jab (that may depend on very small contributions of the
overlap matrix).

The linear scaling improves the tested methods by up to 65%
in relMAD or up to 30% in relSD. In general, SQM methods expe-
rience a much stronger improvement than PBE, rendering them
competitive to GGA DFT, but at a much lower computational cost.
Additional statistics for the unscaled values are given in SI.xlsx.

B. JAB69
Statistical results for the JAB69 benchmark are presented in

Fig. 4 and Table II.
PBE performs best on the JAB69 benchmark, followed by

PTB. ZINDO yields again the worst results, but in contrast to the

FIG. 4. Statistical measures of different tested methods against ωB97X-D4/TZ2P
references for scaled ∣Jab,eff ∣ in eV of the JAB69 benchmark with some out-
liers (e.g., due to convergence issues) or elements excluded due to missing
parameterization as mentioned in Table II.
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TABLE II. Statistical measures, according to Eqs. (1)–(8) in the supplementary
material, of ∣Jab,eff ∣ values calculated at different levels of theory for the JAB69 bench-
mark compared to ωB97X-D4/TZ2P references. Absolute values are given in meV;
relative ones are in %. No. 15 did not converge with PBE, and No. 19 did not con-
verge with ZINDO. There were no parameters available for various residues from the
CHNOSE subset in DFTB3 (Nos. 65, 66, and 69) and ZINDO (Nos. 64, 65, 66, 68,
and 69; see Fig. 1). Accordingly, the respective part of the statistics excludes the
mentioned molecules.

PBE-D4 GFN1-xTB DFTB3 PTB ZINDO

MD −0.015 −0.002 −0.018 −0.002 0.031
MAD 0.022 0.059 0.061 0.039 0.109
SD 0.064 0.077 0.095 0.055 0.168
relMD −2.865 9.531 −0.242 6.338 55.681
relMAD 8.528 25.147 20.558 17.385 74.368
relSD 22.18 55.94 35.47 38.28 273.05
ρS 0.972 0.858 0.819 0.904 0.381
ρP 0.879 0.821 0.763 0.896 0.315

No. of
molecules 68 69 66 69 63

HAB79 set, the observed correlation allows for linear regression.
This benchmark shows a significantly reduced number of structural
outliers close to zero compared to the HAB79 benchmark. There are
four outliers for PBE, one each for GFN1-xTB and PTB, seven for
DFTB3, and nine for ZINDO. Again, outliers share the commonal-
ities mentioned in Fig. 2(b), except for Nos. 15, 16, and 17, which
we will discuss in detail. Excluding the outliers from the statistical
evaluation has fewer effects than in the HAB79 benchmark; PBE
experiences the strongest improvement with 4% in relMAD and 12%
in relSD.

The advantage of employing a uniform scaling factor (f ) act-
ing on the PTB dimer orbital energies is a significant improvement
in many results with minimal additional effort. However, there is
a drawback when it comes to certain molecules that are poorly
described by such a simplified approach. This applies specifically
to ethyne, ethylene, and cyclopropene (15, 16, and 17 in Fig. 1),
respectively. The scaling factor of 1.921, as described in Eqs. (6)–(8),
derived primarily from medium-sized molecules, proves to be too
large for these small systems. This scaling factor is size- and distance-
dependent due to the spatial behavior of molecular orbitals and their
overlap.

By increasing the system size of molecules such as ethylene and
benzene, for instance, through the expansion into homologous rows
of polyenes and acenes, the scaling factor converges as the system
size grows. Larger systems exhibit optimum scaling factors closer to
2, resulting in smaller final values of ∣Jab,eff ∣, which arises from the
asymptotically decreasing electronic gap. Additional information on
this topic can be found in the supplementary material.

The scaling factor is not ideally transferable to non-organic
elements, such as heavier main group elements or transition met-
als. Another drawback is the distance dependence of the scaling
factor. There are inherent differences in the decrease of ∣Jab,eff ∣
between SQM and DFT methods due to the minimal basis set
of SQM methods lacking long-ranged diffuse functions. As the
distance between coupling fragments increases, the scaling factor
also increases approximately linearly. The scaling factor does not

exhibit any angular dependency. Accordingly, the work in progress
in our lab includes implementing not only a simple scaling fac-
tor but also a more accurate and versatile scaling function for an
improved description of distance, size, and system dependencies.
Further details can be found in the supplementary material.

Presently, our DIPRO implementation only considers sin-
gle orbitals for the calculation of coupling integrals, specifically
the HOMO/LUMO of each monomer if we are interested in
hole/electron couplings and transport properties. This may result in
significant deviations in ∣Jab,eff ∣ when dealing with near-degenerate
orbitals or cases where the orbital order has been altered. Addition-
ally, in special linear high-symmetry situations, such as for ethyne,
the local coordinate systems assigned to the individual fragments
may differ from the local coordinate system of the less symmetric
dimer. There are two possible pathways of how to account for near-
degeneracy in the future: first, the root mean square over the sum
of all possible couplings within a certain energy range as it is done
in ADF or, second, the transformation of the degenerate orbitals
using a symmetry adapted basis to obtain a new orthogonalized
Hamiltonian with a unique set of couplings as it is done in Ref. 41.

C. Challenging systems
Relevant molecules for organic electronic applications (e.g.,

OFETs, photodetectors, and OPVs) are merocyanines. Those have
been studied and named in the late 1940s60 as dyes and photo-
agents, and from the early 1980s61 to today,62 they have been
utilized and extensively investigated as OSC materials.63,64 Recently,
merocyanines have been studied for applications in the field of bio-
imaging;65,66 optical sensors for temperature,67 pH,68 or chemicals;69

photosensitizers in nanomedicine and cancer therapy;70,71 and
antimicrobial drugs.72,73 The computational investigation of mero-
cyanines is challenging due to their electronic structure, namely,
the resonance between zwitterionic and neutral structures, and
thus strong electron correlation effects. Additionally, most often, a
single-molecule approach, in contrast to a cluster-aggregate or nano-
crystalline approach, is not sufficient to describe all properties of
interest. Typically, range-separated hybrid (RSH) functionals and
high-level wave function methods, such as complete active space
self-consistent field (CASSCF)/NEVPT2 or coupled-cluster singles,
doubles, and pertubative triples [CCSD(T)], are employed for accu-
rate examinations.74–76 Notably, the PTB method emulates such
RSH behavior and is additionally parameterized to yield good hyper-
polarizabilities, which are crucial for describing merocyanines.77–79

Figure 5 shows the molecular structures of some merocyanines as
well as packing motifs and ∣Jab,eff ∣ for various SQM methods.

Among the tested SQM methods, ZINDO and PTB show best
agreement with the reference ωB97X-D4/TZ2P, reproducing the
order of magnitude as well as the relative order of couplings. Note-
worthily, the average coupling of the investigated merocyanines is
almost by factor 0.5 lower than the estimated target accuracy of
the SQM methods as determined for the HAB79 and JAB69 bench-
marks. The very good performance of PTB and ZINDO for the
merocyanines is rather surprising. First, merocyanines are dipolar
molecules with significant charge delocalization, which is generally
challenging for SQM methods to describe accurately. Second, the
diverse dimer packing motifs, ranging from eclipsed stacking to in-
plane coupling and various close dimers [see Fig. 5(c)], pose a high
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FIG. 5. (a) Different kinds of merocyanines (1–4) as derived by a combination of various donor (d) and acceptor (a) groups. (b) Molecular structures of donor and acceptor
groups, with indication of different substituents, namely, methyl (me), normal-butyl (nBu), octyl (oct), and pyrrolidine (pyrl). (c) Sketches of possible intermolecular packing
motifs. (d) Coupling integrals ∣Jab,eff ∣ in eV for different merocyanine dimers at different levels of theory.

challenge for SQM to achieve a uniform treatment. Third, the uni-
versal scaling factor used in PTB is not tailored to merocyanines.
Finally, the methods perform reasonably over a coupling range of
four orders of magnitude, i.e., spanning from 10−3 eV to over 100 eV,
for most of which they have not been benchmarked. Considering
these factors, the remarkable correlation between PTB and ZINDO
is exceptional, particularly because ZINDO has previously shown
less favorable results in our JAB69 and HAB79 benchmark study,
and PTB has occasionally suffered from overscaling (notably, only
merocyanine 3a is overscaled). So far, we were not able to exploit
the exact reasons for the good performance of ZINDO for the mero-
cyanines, which is in contrast to the rather poor performance for
the benchmarks sets discussed above. Overall, these findings high-
light the favorable transferability of the DIPRO@PTB approach to
molecular materials with complex/challenging electronic structure
and conformational flexibility.

MOFs are relevant and emerging materials in the develop-
ment of modern organic electronics.80–82 They are independent
supramolecular building blocks that exhibit a high degree of order
and can easily be customized for special applications. Furthermore,
MOFs use the advantageous electronic properties of metals while
only containing a minimal amount of them, whereas merocyanines
are purely organic. In the following, we show the calculation of cou-
pling integrals for a large metal organic cage (MOC) with PTB.
MOCs are the one-dimensional variant of MOFs. Our test case is
shown in Fig. 6.

The examined MOC is an organic cage constituted of Pd-linked
anthracene panels encapsulating a C60 fullerene. Such host–guest
systems are dominated by non-covalent interactions (NCIs), which
are, in general, difficult to describe as they rely on electron

FIG. 6. GFN2-xTB/ALPB(CHCl3) optimized structure of the examined MOC.83

Hydrogens are omitted for clarity; the two displayed metal atoms are palladium.

correlation effects. Dispersion corrected DFT and the GFN-xTB
methods are able to describe NCI systems with a reasonable
accuracy. The ∣Jab,eff ∣ results for different methods are given in
Table III.

The coupling integrals computed with the low-level methods
exhibit good agreement with the ωB97X-D4 reference, both qualita-
tively and in terms of magnitude. Unfortunately, it was not possible
to test ZINDO due to the absence of parameters for Pd. As previ-
ously mentioned, the scaling factor of 1.921 for PTB may not be
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TABLE III. ∣Jab,eff ∣ in meV for different methods and different combinations of molec-
ular orbitals. h corresponds to the HOMO, h-1 corresponds to HOMO-1, and l
corresponds to LUMO.

Orbitals

Cage C60 ωB97X-D4 PBE-D4 GFN1-xTB PTB PTBunscaled

h-1 h-1 22 10 13 12 5
h h-1 60 24 56 79 36
h-1 h 3 8 8 7 3
h h 23 21 38 57 24
h-1 l 40 155 86 72 33
h l 434 73 55 639 292
l l 20 18 68 10 4

suitable for extremely large or small systems. Consequently, we also
present the unscaled values in this study. It is important to note that
the comparability of coupling integrals between different methods
relies on the similarity of the underlying molecular orbitals. The
degree of orbital delocalization and degeneracy increases with the
extension of the π-system. To address this issue, we conducted a
manual inspection of the molecular orbitals near the active space
and arranged the couplings to maximize the similarity of transfer
orbitals. Orbital visualizations are available in the supplementary
material (Fig. S5). In terms of describing charge transfer integrals,
PTB outperforms GFN1-xTB and PBE-D4 due to its partial RSH
character. Despite the inherent challenges associated with merocya-
nines as well as MOCs, such as high correlation effects, large system
size, intricate electronics, inclusion of metals, orbital ordering, and
near-degeneracy, PTB performs well in describing them.

Approximate computation times on a quadruple core computer
range from ∼1 min for GFN1-xTB, around 6 min for PTB, and
30 h for PBE-D4/TZ2P to over five days for the ωB97X-D4/TZ2P
reference.

VI. CONCLUSION AND OUTLOOK
We utilized the recently developed semiempirical PTB method

in combination with the dimer projection (DIPRO) method to
compute intermolecular charge transfer coupling integrals, denoted
as ∣Jab,eff ∣. To enhance the correlation with the reference method
ωB97X-D4/TZ2P, we determined a basic scaling factor for PTB,
resulting in an improvement of up to 60% for the computed cou-
pling values. Our study involved testing several SQM methods on
Blumberger’s HAB79 benchmark as well as our newly compiled
JAB69 benchmark. The performance of all methods based on tight-
binding models was highly satisfactory after scaling, with PTB even
surpassing the previously assumed accuracy limit of 100–120 meV
in MAD for the JAB69 set. Specifically, PTB achieved a MAD of
76 meV, while other tight-binding methods exhibited MAD values
around 260 meV and ZINDO showed a MAD of 317 meV. PTB
exhibited general robustness against outliers, even slightly outper-
forming GGA-DFT in this aspect. Additionally, PTB demonstrated
the ability to handle heavier main-group elements and transition
metals due to its comprehensive parameterization covering all ele-
ments. On the other hand, a major drawback of PTB is its need

for a system and distance dependent empirical scaling factor. Fur-
thermore, we demonstrated the transferability of our approach to
medium-sized merocyanines and large-sized MOCs, both of which
are prominent examples in organic electronics. The computational
speedup of PTB achieved in calculating ∣Jab,eff ∣ for a MOC system
with 446 atoms, compared to GGA-DFT, is ∼300-fold. Yet, the PTB
results are in good agreement with the hybrid-DFT reference. Fur-
ther improvements for a better treatment of nearly degenerate and
partially occupied orbitals with the DIPRO approach are already in
preparation in our lab.

SUPPLEMENTARY MATERIAL

The supplementary material include (i) the molecular struc-
tures of the HAB79 and JAB69 test set and the investigated mero-
cyanines and MOFs as xyz coordinate files in HAB79.zip, JAB69.zip,
merocyanines.zip, and MOF.xyz; (ii) the raw data for the genera-
tion of statistics and pictures as the SI.xlsx table; (iii) the SI.pdf
with additional figures, tables, and investigations useful for under-
standing and more in-depth knowledge; and (iv) the Gaussian
post-processing scripts explained with a minimal working example.
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c: Dipartimento di Chimica ”Giacomo Ciamician”, Via Selmi 2, 40126 Bologna, Italy.

https://www.unibo.it/sitoweb/daniele.fazzi/en

‡: corresponding author, hansen@thch.uni-bonn.de, daniele.fazzi@unibo.it

S1

Appendix A Appendix

154



List of Abbreviations

ALPB Analytical Linearized Poisson-Boltzmann
AOM Analytical Overlap Method
CASSCF Complete Active Space Self-Consistent Field
CC Coupled Cluster
CCSD(T) Coupled Cluster Singles Doubles and Pertubative Triples
CDFT Constrained Density Functional Theory
DFTB Density Functional Tight Binding
DFT Density Functional Theory
DIPRO Dimer Projection Method
ET Electron Transfer
FDE Frozen Density Embedding
FO Fragment Orbital
GFN-xTB Geometries Frequencies Non-Covalent Interactions Extended Tight-Binding
GGA Generalized Gradient Approximation
GMH Generalized Mulliken-Hush method
HOMO Highest Occupied Molecular Orbital
LUMO Lowest Unoccupied Molecular Orbital
MAD Mean Absolute Deviation
MD Mean Deviation
MD Molecular Dynamics
ML Machine Learning
MOC Metal Organic Cage
MOF Metal organic Framework
MRCI Multi Reference Configuration Interaction
MS Multi State
NCI Non-Covalent Interaction
NEVPT2 n-Electron Valence Pertubation Theory 2nd Order
OE Organic Electronics
OFET Organic Field Effect Transistor
OLED Organic Light Emitting Diode
OPV Organic Photovoltaics
OSC Organic Solar Cell
POD Projector Operator Diabatization method
PTB non-selfconsistent Density Matrix Tight-Binding Potential
RMSD Root Mean Square Deviation
RSH Range-Separated Hybrid
SD Standard Deviation
SI Supporting INformation
SQM Semiempirical Quantum Mechanical method
ZINDO Zerner’s Intermediate Neglect of Differential Overlap
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Statistical Measures

R denotes Jab,eff (ref) and T denotes Jab,eff (test):

MD =

∑n
i=1 Ti −Ri

n
(1)

relMD =
MD

R
(2)

MAD =

∑n
i=1 |Ti −Ri|

n
(3)

relMAD =
MAD

R
(4)

SD =

√√√√1

i

n∑

i=1

(Ti − T )2 (5)

relSD =
SD

T
(6)

ρP =

∑n
i=1(Ti − T )(Ri −R)√∑n

i=1(Ti − T )2
∑n

i=1(Ri −R)2
(7)

ρS = ρP (rank(T ), rank(R)) (8)

Accuracy of Methods for Coupling Integrals

Figure S1: Decrease of accuracy in Jab,eff for different methods compared to
MRCI/NEVPT2 references.
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Dependencies of the Scaling Factor

The scaling factor f = 1.921 for PTB was obtained by averaging |Jab(ωB97XD4)| / |Jab(PTB)|
over the HAB79 test set. Averaging can be a good option for broad applicability but specific
subsets may not be described adequately. The angular and distance dependency of this scal-
ing factor are shown in Fig. S2 at the example of ethylene. The size dependency is presented
in Tab. S1 to S3.

Figure S2: Angular and distance dependency of |Jab| of PTB for the example of ethylene.

The angular dependency of the scaling factor is very small, showing that the relative shape of
the overlapping orbitals is described correctly by PTB. On the other hand, the dependence on
the distance between the coupling fragments is high, spanning from around 1.5 at a distance
of 3.5Å as chosen for the JAB69 benchmark to 2.5 at 6Å. PTB couplings decay faster with the
distance than the reference values (identified by a logarithmic plot). This can be explained
by the minimal basis set used by most SQM methods whose extension into space is naturally
limited due to the neglect of diffuse and polarizing basis functions.

Table S1: Scaling factors for PTB |Jab| couplings in eV for the homologous row of polyenes.

molecule |Jab(ωB97X −D4)| |Jab(PTB)| f =

ethylene 1.338 0.880 1.521
butadiene 1.190 0.675 1.763
hexatriene 1.076 0.572 1.880
octatetraene 1.022 0.526 1.944
decapentaene 0.976 0.488 1.999

Table S2: Scaling factors for PTB |Jab| couplings in eV for the homologous row of polyacenes.

molecule |Jab(ωB97XD4)| |Jab(PTB)| f =

benzene 1.149 0.681 1.687
naphthalene 1.013 0.543 1.867
anthracene 0.931 0.478 1.948
tetracene 0.875 0.441 1.984
pentacene 0.836 0.418 1.997
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Table S3: Scaling factors for PTB |Jab| couplings in eV for the homologous row of polyenyls.

molecule |Jab(ωB97XD4)| |Jab(PTB)| f =

propylenyl+ 0.579 0.731 0.792
pentadienyl+ 0.613 0.571 1.074
heptatrienyl+ 0.620 0.485 1.280
nonatetraenyl+ 0.619 0.431 1.435

The longer the homologous rows become the more the theoretical scaling factor increases.
This effect is more pronounced when charged systems are regarded and less pronounced when
the systems are already relatively large in their ”monomer” form. A scaling factor that almost
asymptotically approaches 2 means, that PTB describes larger and more delocalized systems
less accurate than medium sized systems but on the other hand more consistently which in
turn can easier be corrected for. A similar phenomenon can be observed for properties of
the step wise transition from the molecular to the columnar to the bulk phase. This may
be an artifact of PTB approximating RSH densities but not being able to reproduce the
range-separation.

Additional Correlation Plots

In analogy to Fig. 2 from the main manuscript, Fig. S3 shows the correlation of |Jab| for
different methods on the JAB69 benchmark. Compared to the HAB79 benchmark, there
are much less outliers close to zero and the overall correlation, even for ZINDO, is higher.
Notably, the sign of Jab deviates much more often from the reference but anyway only the
absolute values are comparable and meaningful for the final comparison.

Figure S3: Correlation of different tested methods against ωB97X-D4/TZ2P references, for
unscaled |Jab| in eV of the JAB69 benchmark. The black line denotes perfect
correlation with the reference.
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Fit Functions

The linear fit functions used for the inverse slope fitting as described in eq. 9 in the main
manuscript are tabulated in Tab. S4 and S5.

Table S4: Linear fit functions in eV for different methods tested at the JAB69 benchmark.
Outliers close to zero were excluded.

method f(x)=

PBE-D4 0.7964x - 0.006
GFN1-xTB 0.3406x - 0.026
DFTB3 0.4269x - 0.019
PTB 1.3643x - 0.075
ZINDO 1.4476x + 0.096

Table S5: Linear fit functions in eV for different methods tested at the HAB79 benchmark.
Outliers close to zero were excluded.

method f(x)=

PBE-D4 0.8776x - 0.038
GFN1-xTB 0.6943x - 0.158
DFTB3 0.7756x - 0.148
PTB 3.2741x - 0.7672
ZINDO -

Figure S4: Correlation of different tested methods against ωB97X-D4/TZ2P references, for
|Jab,eff | in eV of the JAB69 and HAB79 benchmarks. The black line denotes
perfect correlation with the reference, the colored lines represent the fit functions
used for scaling as given in Tab. S4 and S5.
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JAB69 Subset Statistics

The JAB69 benchmark consists of four subsets, organized based on their elemental composi-
tion. For three of these subsets, a separate statistical evaluation is possible. We present the
trends of scaled |Jab,eff | for these subsets. The CH subset exhibits remarkable uniformity,
leading to low values of relMAD and relSD. However, this uniformity poses a challenge for
SQM methods in terms of correlation, as the values are closely packed, making them difficult
to distinguish from each other. In contrast, the CHNO subset showcases high diversity, with
coupling values spanning a range of 500meV at the ωB97X-D4 level of theory. This diversity
contributes to excellent distinguishability and high correlation. However, the relMAD and
relSD values for this subset are slightly worse compared to the other subsets. As for the
CHNOS subset, it displays no distinct characteristics but falls in between the CH and CHNO
subsets in terms of performance.

Table S6: Statistical measures for |Jab,eff | in eV and % for the CH subset of the JAB69
benchmark.

CH MD MAD SD relMD relMAD relSD Spearman Pearson #
in eV in %

PBE-D4 -0.002 0.005 0.007 -0.60 1.11 1.43 0.991 0.987 19
GFN1-xTB -0.040 0.056 0.059 -9.52 12.60 12.20 0.663 0.689 20
DFTB3 -0.030 0.047 0.054 -7.32 10.50 10.87 0.598 0.741 20
PTB -0.003 0.042 0.062 -1.22 9.29 13.37 0.774 0.770 20
ZINDO 0.014 0.131 0.206 1.53 28.99 43.69 0.567 0.664 19

Table S7: Statistical measures for |Jab,eff | in eV and % for the CHNO subset of the JAB69
benchmark.

CHNO MD MAD SD relMD relMAD relSD Spearman Pearson #
in eV in %

PBE-D4 -0.017 0.024 0.066 -0.801 12.867 27.48 0.978 0.905 27
GFN1-xTB -0.003 0.053 0.066 26.286 42.447 84.83 0.882 0.888 27
DFTB3 -0.029 0.066 0.102 3.447 30.92 49.58 0.79 0.776 27
PTB -0.002 0.036 0.049 18.834 29.042 56.74 0.92 0.937 27
ZINDO 0.084 0.118 0.169 133.715 142.913 406.4 0.265 0.285 27

Table S8: Statistical measures for |Jab,eff | in eV and % for the CHNOS subset of the JAB69
benchmark.

CHNOS MD MAD SD relMD relMAD relSD Spearman Pearson #
in eV in %

PBE-D4 -0.017 0.032 0.094 -4.603 7.67 23.01 0.915 0.678 16
GFN1-xTB 0.054 0.084 0.093 11.062 18.335 19.77 0.797 0.834 16
DFTB3 0.019 0.076 0.123 4.091 17.745 29.92 0.624 0.55 16
PTB 0.014 0.04 0.055 2.436 8.605 11.25 0.862 0.871 16
ZINDO -0.028 0.066 0.079 -6.201 15.218 18.26 0.703 0.568 16
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MOF Orbital Pictures

Coupling integrals between different methods may only be compared when the underlying
orbitals are similar. Fig. S5 compares the frontier orbitals of PTB and ωB97X-D4. Consid-
ering that the basis of PTB is almost minimal and the examined system is very challenging,
it shows good qualitative agreement with the DFT reference.

Figure S5: Visualization of the frontier orbitals of the investigated metal organic cage at
different levels of theory.
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F. Belleflamme, G. Tabacchi, A. Glöß, M. Lass, I. Bethune, C. J. Mundy, C. Plessl, M. Watkins,
J. VandeVondele, M. Krack, J. Hutter, J. Chem. Phys. 2020, 152, 194103.

[131] J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman, D. A. Case, J. Comp. Chem. 2004, 25,
1157–1174.

[132] J. Wang, W. Wang, P. A. Kollman, D. A. Case, J. Mol. Graph. 2006, 25, 247–260.
[133] J.-D. Chai, M. Head-Gordon, Phys. Chem. Chem. Phys. 2008, 10, 6615–6620.
[134] B. P. Pritchard, D. Altarawy, B. Didier, T. D. Gibson, T. L. Windus, JCIM 2019, 59, 4814–4820.
[135] A. Liess, A. Lv, A. Arjona-Esteban, D. Bialas, A.-M. Krause, V. Stepanenko, M. Stolte,

F. Würthner, Nano Lett. 2017, 17, 1719–1726.
[136] R. H. Byrd, P. Lu, J. Nocedal, C. Zhu, SISC 1995, 16, 1190–1208.
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hiermit, dass ich die Ordnung zur Sicherung guter wissenschaftlicher Praxis und zum Umgang mit
wissenschaftlichem Fehlverhalten der Universität zu Köln gelesen und sie bei der Durchführung der
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