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“Since all models are wrong the scientist must be alert to what is importantly wrong.
It is inappropriate to be concerned about mice when there are tigers abroad.”

Box, G.E.P. 1976.
Science and Statistics. Journal of the American Statistical Association. 71:791-99.

“Good reporting is not an optional extra; it is an essential component of research.”

Altman D.G., Simera I., Hoey J., Moher D., Schulz K. 2008.
EQUATOR: reporting guidelines for health research. Open Medicine. 2(2):e49-50.
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1. Zusammenfassung

Time-to-event Analysen, oder Ereigniszeitanalysen, sind methodologisch anspruchsvoll, un-
terliegen spezifischen Grundannahmen und ihre Effektschatzer, insbesondere das Hazard Ra-
dio (HR), sind nicht immer einfach zu interpretieren. Frihere Untersuchungen wiesen auf deut-
liche Einschrankungen bei der Berichterstattung zu Ereigniszeitanalysen in Studienpublikatio-
nen hin. Autoren von Evidenzsynthesen stehen also vor besonderen Herausforderungen,
wenn sie Ereigniszeitendpunkte aus randomisierten Studien (RCTs) in Meta-Analysen ein-
schliel3en. Ziel dieses Promotionsprojekts war es, diese Herausforderungen anhand von drei
meta-epidemiologischen Studien erstmalig zu charakterisieren und gezielte Handlungsanlei-
tungen zu entwickeln, um den Umgang mit ihnen zu erleichtern.

Eine meta-epidemiologische Studie demonstrierte deutliche Unterschiede in den Eigenschaf-
ten, Methoden und der Berichterstattung von 217 Meta-Analysen von Ereigniszeitendpunkten
in den insgesamt 100 eingeschlossenen systematischen Reviews. GrofRe Einschrankungen
zeigten sich bei der Berichterstattung zu den untersuchten Endpunkten sowie zu allgemeiner
und Ereigniszeit-spezifischer Reviewmethodik. Besonders selten bertcksichtigten die Revie-
wautoren jene RCT-Merkmale, welche Einfluss auf die Zuverlassigkeit von Ereigniszeitanaly-
sen nehmen kénnen, etwa die informative Zensierung und nicht-proportionale Hazards.

Eine zweite meta-epidemiologische Studie untersuchte systematisch die Eigenschaften, Me-
thoden und Berichterstattung von 315 Ereigniszeitanalysen in 235 RCTs, die in Meta-Analysen
von Ereigniszeitendpunkten eingeschlossen gewesen sind. Diese Arbeit demonstrierte erheb-
liche Variabilitat in der Methodik der RCTs, zum Beispiel bei den verfligbaren Ereigniszeitda-
ten, wie HRs, Plots und P-Werten. Besonders grof3e Einschrankungen wurden hier zum Bei-
spiel bei der Berichterstattung zu Endpunkten, Zensierung und dem Follow-Up deutlich. Auch
in den RCT-Publikationen selbst wurden Studieneigenschaften mit Einfluss auf die Zuverlas-
sigkeit der Ereigniszeitanalysen nur selten bertcksichtigt.

SchlieBlich untersuchte eine dritte meta-epidemiologische Studie die Berechnung absoluter
Effektmalle (z.B. naturliche Haufigkeiten oder die Number-needed-to-treat) von Meta-Analy-
sen zu Ereigniszeitendpunkten in 96 Cochrane Reviews. Sie zeigte, dass diese Schatzer hau-
fig falsch bezeichnet und teilweise so berechnet wurden, dass sich die Effektrichtung des zu-
grundeliegenden, gepoolten HRs umkehrte.

Um den identifizierten Problemen entgegenzuwirken, wurden zwei systematische Leitlinien
nach den Standards der Grading of Recommendations Assessment, Development and Evalu-
ation (GRADE) Working Group entwickelt. Eine dieser Leitlinien befasst sich mit dem Umgang
mit informativer Zensierung in Evidenzsynthesen, stellt Methoden zur Erkennung eines ent-
sprechen Verzerrungsrisikos in Studienpublikationen vor und erklart, wie die Beurteilungen flr
einzeln Studien in einen Evidenzkoérper Ubersetzt werden kénnen. Die zweite GRADE Leitlinie
erortert Alternativen zur Berechnung absoluter Effekte fir Time-to-event Endpunkte und dis-
kutiert die Auswahl geeigneter Variablen sowie mogliche Einschrankungen der einzelnen Be-
rechnungsansatze.

Die Arbeiten dieser Dissertation zeigen erhebliche Probleme in Meta-Analysen von Ereignis-
zeitendpunkten, den Publikationen ihrer eingeschlossenen RCTs und der Kommunikation ihrer
Ergebnisse. Gezielte Leitlinien sollen nun einigen der festgestellten Mangel entgegenwirken,
um so die Durchfihrung und die Berichterstattung von Evidenzsynthesen zu Ereigniszeitend-
punkten und schlieBlich auch die Entscheidungen, die auf ihnen basieren, zu verbessern.



2. Summary

Time-to-event analyses are methodologically challenging, subject to distinct assumptions and
their associated effect estimators, in particular the hazard ratio (HR), are not always straight-
forward to interpret. Previous studies suggest considerable limitations in the reporting of time-
to-event analyses in study publications. Authors of evidence syntheses therefore face certain
challenges when they include time-to-event analyses from randomized trials (RCTs) in their
meta-analyses.

The aim of the projects composing this dissertation was to characterize these challenges for
the first time by means of three meta-epidemiological studies and to develop targeted meth-
odological guidance to support authors of evidence syntheses in dealing with them.

A meta-epidemiological study of 217 meta-analyses in 100 systematic reviews revealed sig-
nificant differences in the characteristics, methods and reporting of time-to-event outcomes
between the assessed reviews. Major limitations were found, for example, in the reporting of
outcome definitions as well as general and time-to-event specific review methods. Review au-
thors rarely considered characteristics of their included RCTs that may affect the reliability of
time-to-event analyses, for example, informative censoring and non-proportional hazards.

A second meta-epidemiological study systematically assessed the characteristics, methods
and reporting of 315 time-to-event analyses in 235 RCTs included in meta-analyses of time-
to-event outcomes. It demonstrated considerable variability in the methodology of the RCTs,
for example, in the available types of time-to-event data, such as HRs, plots and P-values.
Major limitations were evident, for instance, in the reporting of outcome definitions, censoring
and follow-up data. In the RCT publications, trial characteristics affecting the reliability of time-
to-event analyses were rarely considered and discussed.

A third meta-epidemiological study examined the calculation of absolute effects (e.g., natural
frequencies, number-needed-to-treat) to present the results of meta-analyses of time-to-event
outcomes from a total of 96 Cochrane reviews. The study revealed that the corresponding
estimates were often mislabeled and frequently calculated in a way that the direction of the
effect of the underlying pooled HR was reversed.

To address the identified problems, two systematic guidelines were developed according to
the standards of the Grading of Recommendations Assessment, Development and Evaluation
(GRADE) Working Group.

One of these guidelines illustrates how to deal with informative censoring in evidence synthe-
ses, presents methods for determining a corresponding risk of bias in trial publications and
explains how judgements for individual trials can be translated to a body of evidence.

The second GRADE guideline presents alternatives for calculating absolute effects for time-
to-event outcomes, discusses the selection of appropriate variables and possible limitations of
each calculation approach.

Based on three meta-epidemiological studies, this dissertation revealed significant problems
with time-to-event analyses in meta-analyses of current evidence syntheses, in the publica-
tions of their included RCTs and in the communication of their results. Targeted guidance
should now counteract some of the identified shortcomings in order to improve the conduct
and reporting of meta-analyses of time-to-event outcomes in the future and thus ultimately the
decisions based on them.



3. Introduction

3.1. Time-to-event outcomes

3.1.1.  Time-to-event outcomes and analyses

For researchers interested in the effect of an intervention on a dichotomous outcome, such as
the occurrence of a certain event, outcome analysis using time-to-event methods offers signif-
icant advantages over binary outcome analysis. Unsurprisingly, the number of clinical research
articles addressing time-to-event outcomes has steadily increased over the last years (1).
Binary outcomes, such as relative risks, compare how often an event (e.g., death) or composite
of events (e.g., death or relapse) occurs within a defined period of time. Time-to-event out-
comes in addition consider the time from a given starting point until the respective events occur
(2-5).

Consider, for example, a comparison of two treatments for individuals suffering from a highly
fatal disease. All study participants might have died after a follow-up period of 10 years. Com-
paring the outcome all-cause death by binary analysis as crude rates after ten years will show
no difference between the treatment groups (e.g., there are 100 individuals in each arm:
(100/100)/(100/100) = 1). Comparing all-cause death as a time-to-event outcome, however,
reveals a number of early deaths in the control group and that only few, if any, individuals lived
close to the end of follow-up, whereas in the experimental group the overall probability of dying
was lower throughout the entire follow-up period. Even though in both groups all individuals
deceased after ten years, treatment in the experimental group appears justifiably beneficial
with time-to-event analysis.

With limited observation times in most clinical trials, it is rarely possible to observe the occur-
rence of a defined outcome event in the entire enrolled population. For some study partici-
pants, the exact time point of the event of interest will be unknown. Data from individuals with
unknown event times, referred to as censored data, are included by time-to-event analysis by
default (2, 6, 7). If, for instance, the outcome under study is death, then time-to-event analysis
allows to include the information that some individuals were still alive at the end of follow-up.
Through incorporating censored data, time-to-event analysis makes use of all available follow-
up data and so increases the power of statistical analyses. It enables trialists to compare data
of participants with variable follow-up times in a fair manner, which is particularly relevant for
clinical trials with often staggered recruiting times (2, 3, 5, 8, 9).

Although they are often referred to as survival analyses, the target outcome events of time-to-
event analyses are not limited to death or its absence. Any dichotomous event or combination
of events, negative and positive, constitutes a possible outcome (3). It is critical, however, to
consider whether a given time-to-event analysis addresses the occurrence of an event, for
example, the probability for an event P, or its absence (1-P) (10, 11).

" The type of censoring most relevant in clinical trials, with a defined starting point of allocation, is right
censoring, which | will describe by “censoring” in this dissertation. Right censoring occurs when the
exact time point of the event of interest is unknown because the observation has ended (“the event is
to occur on the right side of a plot”). Left censoring, referring to unclarity when exactly and whether the
event has occurred before an individual’s observation has begun, and interval-censoring, that is unclarity
when an event has occurred exactly within a defined interval (e.g., between two points of a clinical
assessment) are well elaborated by Kleinbaum and Klein 2012 (3) and Lagakos 1979 (6).

3
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Figure 1: Exemplary Kaplan-Meier plot. Survival curve from a RCT comparing the outcome invasive disease-free
survival with neratinib or placebo in individuals with advanced renal cell carcinoma. The authors present survival
probabilities at different time points and show the number of individuals at risk and the total number of censored
individuals up to given follow-up time point below the plot (adapted from Martin et al. 2017 (12), p. 1694, with
permission (granted in June 2024), and presented in Goldkuhle et al. 2019 (2), p. 134).

3.1.2.  Kaplan-Meier method and statistical tests

Amongst the manifold methods available to draw statistical inference from time-to-event data,
the method by Kaplan and Meier is particularly popular (5, 9, 13, 14). It allows to calculate
median event times and time point specific event probabilities as well as the presentation of
event probabilities over time in form of Kaplan-Meier plots (see figure 1 for an example) (2,
14).

Event probabilities for individuals are defined by the conditional probability of experiencing the
event of interest at a certain time or within a time interval, given that the event has not yet
occurred (see exemplary equation for a survival function in equation 1) (3, 5, 9, 14). Time-
intervals give Kaplan-Meier plots their typical step wise appearance and their property as a
“step function”. Each drop represents the occurrence of an event in one or more (resulting in
a steeper drop) individuals at risk, while the steps represent the event probability within each
interval.?2 The population at risk excludes those who experienced the event or ceased from the
observation and were censored up to the time-interval. The intervals continue until no individ-
uals remain under risk, thereby creating a continuous curve (3, 5, 9, 15).

2 If the outcome of interest is the probability of the absence of an event at a given time, e.g., survival or
progression-free survival, the occurrence of an event, e.g., death or disease progression, is indicated
by a drop in the curve. This is common, e.g., in oncology research (figure 1). Whereas, if the outcome
of interest is the probability of an event at a given time, e.g., mortality or disease progression, the oc-
currence of events is indicated by a rise. This is common, e.g., in cardiology (see also equation 1).
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lllustration of the Kaplan-Meier survival function

T = Survival time

t = Specific value for T

S(t) = Survival function = P(T>f) = Probability of being alive at time t, e.g., probability to survive
10 years is T>t =10

S(t-1) = Probability of being alive at time t-1

n = Number of individuals known to be event-free before time point ¢, excluding individuals who
experienced events or were censored = number of individuals at risk to experience the event
at time ¢

d = Number of events at time ¢

S(®) = S(t—1) (1 _ g)

For illustration, the formulation of the Kaplan-Meier function presented here represents a sur-
vival function where S(t=0) = 1 and the probability of not having experienced the event up to a
certain time point t is of interest.

The Kaplan-Meier function can also be expressed for the cumulation of events with a rising
probability of experiencing an event of interest and S(t=0) = 0, e.g., the probability of having
experienced a relapse of disease up to time t.

Equation 1: Kaplan-Meier survival function (adapted from Kleinbaum and Klein 2012 (3) and Clark et al. 2003 (9)).

The Kaplan-Meier method is non-parametrical and does not require any assumptions about
the underlying distributions of the event times, for example, the survival times, in the analyzed
groups. Even though adjustment is technically possible, it is predominately performed in a
univariate fashion (4). This flexibility makes it attractive for a wide range of situations, particu-
larly for those with unknown or unpredictable event distributions in the population of interest.
Kaplan-Meier estimates can be extended by confidence intervals (Cl), which grow wider as
the observation time increases, because the sample size, the individuals at risk, continuously
reduces through events and censoring (5, 16).

Extending the descriptive nature of Kaplan-Meier estimates, multiple statistical tests allow to
compare event time distributions between groups. Particularly common is the log-rank test,
which, like the Kaplan-Meier method, is non-parametrical and predominately performed in a
univariate fashion (see p-value in figure 1 for an example) (4, 5).

It compares between two or more Kaplan-Meier event time distributions the number of statis-
tically expected events, if there were no difference between the groups, to the number of ac-
tually observed events summed over time (5, 9).2

Manifold alterations of the log-rank test are available, for example, with adaptive weights or
higher weighting of events during earlier or later follow-up (17). The application of such tests
depends on the analytical context, but the standard log-rank test is most popular in trial publi-
cations and most relevant to meta-analysis authors (9).

3 The total observed (O) and expected events (E) per group g are, in form of (Og-E4)%/Eg, added over all
compared groups and compared to a 2 distribution with g-1 degrees of freedom (5, 9).
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3.1.3.  Cox proportional hazards regression model and other methods

If adjustment for covariates is required, researchers commonly lean to the Cox proportional
hazards regression model (18). In clinical trials, the exposure to treatment and its impact on
the distribution of event times, e.g., survival times, is often the most important covariate. Other
relevant covariates, such as age, disease stage or performance status, can be included in the
model depending on the question of interest (19).

The Cox model’s central advantage for between group comparisons is that it allows to produce
a quantitative estimate of the difference in effects between two groups in form of the HR (see
figure 1) (3, 4).

The HR expresses the ratio of the hazard functions of the compared groups. Hazard functions
can be derived from survival functions (see equation 2). They can be interpreted as the mo-
mentaneous probability of a defined event given that the event has not yet occurred up to that
time point or time-interval, e.g., death right at a certain time point in individuals who are still
alive at that time. Although their precise interpretation is rather probabilistic, for simplicity, haz-
ard rates have been explained as incidence rates or as velocities, which represent the mo-
mentaneous speed of the rate at which the outcome events occur (3, 8, 20).*

Definition of the hazard function and its relation to the Kaplan-Meier survival function
T = Survival time

t = Specific value for T

S(t) = Survival function

h(t) = Hazard function = Hazard at time interval t = Momentaneous probability to experience
the event at time ¢, if it has not occurred to that time point

PE<T<t+At|T=>1t) d

RO = fim 710850

Note that d in this equation does not represent the number of events at time ¢ (as in equation
1), but that d/dt represents the derivative of logS(t) with regard to time t.

Equation 2: Definition of the hazard function (adapted from Kleinbaum and Klein 2012 (3) and Clark et al. 2003 (9)).

The HR is interpreted as the relative difference in the momentaneous probability to experience
the event of interest throughout follow-up. If a HR < 1 expresses a larger rate of events in the
comparator group in the denominator, a HR of 0.5, for example, represents a reduction of the
risk of the event throughout follow-up in the experimental group by half (21).

The HR is not always straightforward to interpret and often simplified as a risk ratio (9). Hazard
ratios and risk ratios are equal only when the event times and the censoring rates are not
included in the calculation of the HR. This would be the case, for example, in a trial situation
where all individuals begin their observation interval at the same point in time and provide
complete follow-up data for their foreseen observation period (2).

4 The correct interpretation of hazards, according to Spruance et al. 2004 (8), is not one of velocity or
“speed’, as distance per time, but rather the “rate of events per person-time” (8) which “can only be
inferred in a probabilistic sense from the occurrence of events in a population of at-risk individuals during
a follow-up time interval’ (8). Accordingly, HRs are not directly interpretable as a relative difference in
the velocity of an event occurring after or at a time point, but rather as the odds that an event will occur
in one group before it will occur in the other group. A HR of 2 is thereafter interpreted as a 67% chance
that the event will first occur in group in the numerator of the HR, rather than in the group in the denom-
inator of the HR (8).




By its properties, the Cox model is semiparametric and consists of a baseline hazard that does
not follow a fixed distribution of event times in the compared groups (3-5). This allows to derive
HRs, as log HRs, from the model’s coefficients without the necessity to determine the baseline
hazard function, as visible in equations 3 (4, 22).

This flexibility makes the Cox model the predominant choice of regression analysis in current
clinical trials to address time-to-event outcomes (8, 23-25). Alternative regressions models that
produce HRs, namely the regression model proposed by Fine and Gray (26), are relevant
under certain situations and are mentioned in chapter 3.2.3 of this dissertation.

Cox proportional hazards regression model structure, example and proportional haz-
ards assumption

h(t) = Hazard function

ho as baseline hazard = Hazard if all covariates (X)=0,

b1, by, ... bi = Coefficients measuring the effect of the covariates

Xi, Xo, ..., X; = Covariates, e.g., treatment groups, age groups, etc.

6 = Constant over t

1. Definition of the Cox model for a single individual or group:
h(t) — ho(t) X epr1X1+b2X2+~--+b,-XL-
2. Definition of the Cox model hazard ratio (HR) for two individuals or groups X* and X:

_h(t,X")

— by (X —X1) + by (X3 —X2) + ... + bi(X{ —X;)
h(t,X)

= exp

3. Example with two treatment groups (X* = experimental, X = comparator) and a single binary
predictor variable, e.qg., a treatment indicator (experimental with X;* = 1, comparator with X; =
0):

hex erimental(t) i
HR = p — epr(experlmental—comparator)

hcomparator (t)
4. Definition of the proportional hazards assumption of the Cox model HR

h(t,Xx*)
h(t,X)

0

And
h(t, X*) = 0h(t, X)

Equations 3: Definition of the Cox model, the Cox model hazard ratio, example and definition of the proportional
hazards assumption (adapted from Kleinbaum and Klein 2012 (3), Bradburn et al. 2003 (19) and Clark et al. 2003

(9)-

Finally, besides non-parametric methods and the semi-parametric Cox model, time-to-event
outcome analysis can be conducted in a parametrical fashion, using models which also allow
to calculate HRs. In such cases, the hazard functions are assumed to follow a defined statisti-
cal distribution (4, 19, 27, 28).°

5 Prominent distributions in the parametrical modelling of event functions include, for example, expo-
nential distributions and log-Normal distributions as well as the Weibull and the Gompertz distributions,
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Possible, alternative analysis options for time-to-event data that do not produce HRs are ac-
celerated failure time models or the estimation of the restricted mean survival time (RMST) (4,
28, 30, 31).° Their estimates are not frequently presented in current clinical trials and available
meta-analyses are based, almost univocally, on Cox model HRs. Particularly the RMST might
become increasingly relevant in meta-analyses for certain situations, as discussed later in this
dissertation.

3.2. Methodological challenges of time-to-event analyses

Despite their attractiveness in terms of statistical power and flexibility as well as their wide-
spread application clinical research, time-to-event analyses are associated with methodologi-
cal difficulties.

3.2.1.  Censoring
The central assumption to consider censored data in time-to-event analytic methods is that

censoring occurs non-informative. Non-informative describes that the censoring time point of
an individual must not hold any information regarding her or his event time (3, 6, 7, 32, 33).
More practically relevant are the assumptions of random and independent censoring (3).” Cen-
soring is considered random and independent when the ideal, but hypothetical distribution
function of event times, if all individuals were observed until their events, and the hypothetical
censoring distribution, if all individuals were censored, are independent (2, 3, 6).

Potentially more straightforward: censoring must occur in such a way that the event probability
of those whose observation time is censored is representative for those who remain under
observation until the event of interest or until administrative closure of the trial (2).

which incorporate characteristics that make them particularly attractive for modelling survival times (4,
9, 29). Parametrical modelling of time-to-event outcomes is not further discussed in this dissertation for
several reasons: first, because it is of lesser importance in clinical trials, e.g., because of limited flexibility
(parametrical models require assumptions about the underlying distributions and endanger misspecifi-
cation) as well as a lack of standardisation and routine in clinical trial methodology (13, 27). Second,
because pooling of estimates from parametrical survival models in meta-analyses is not common prac-
tice. Nevertheless, if the chosen distribution for a parametrical model well fits the target distributions,
the resulting estimates are more informative, precise and more powerful than corresponding non-para-
metrical estimates (4).

6 The restricted mean survival time (RMST) uses the area under a Kaplan-Meier curve, from beginning
of the observation time up to a defined time point, the “restriction time”, as estimate (28). For a survival
curve, where the outcome is death, e.g., the RMST presents the cumulative survival of a group from
beginning of an observation to the restriction time point. A difference between groups can be presented
as difference in RMST, which is interpretable as the cumulative duration of expected survival that is
gained (or lost) with one treatment or the other.

7 The three assumptions of censoring are conceptually challenging and their interpretation as well as
their relation differ in the literature. Very often the terms are used interchangeably. Kleinbaum and Klein
(3) provide definitions and examples in their book. Clark et al. 2003 (32) describe informative censoring
simply as “(...) when individuals are lost to follow-up for reasons that may relate to their (unknown)
outcome”.



End of study

Participant 1 @, J Experienced event
Participant 2 O -9 End of study censored
Participant 3 O - End of study censored
Participant 4 @) * -—F-- Loss to follow-up censored
Participant 5 O—’ Competing event

t (months)

| @ = Event of interest x= Censored (= Enrollment/ Beginning of observation ‘= Competing event

Figure 2: Different mechanisms of censoring. Individuals enter trial follow-up at different time points due to stag-
gered trial recruiting. “End-of-study censored” individuals might or might not experience the outcome event of inter-
est beyond their observations. “Loss to follow-up censored” individuals are censored before the administratively set
end of study follow-up. A competing event precludes the observation of the outcome event of interest (adapted from
Goldkuhle et al. 2019 (2), p. 130).

Non-problematic censoring can almost ever be assumed in case of administrative censoring,
for example, with an administratively defined end of follow-up due to trial closure. Staggered
enrollment of trial participants leads to variable observation times between individuals and var-
iable censoring times of those who did not experience the outcome event during the observa-
tion period (2). Such censoring is often regarded as end of study censoring (see figure 2) and
will not result in bias, because there is no association between censoring and the probability
of the outcome event (7, 33).

Loss to follow-up censoring, on the other hand, introduces a potential risk for biased trial results
(2, 7, 33-35). Loss to follow-up censoring summarizes the manyfold reasons for censoring that
occur before the administratively set ending of trial follow-up (2, 7). That is because censoring
for withdrawal or exclusion is more likely related to the censored individual’s risk of the outcome
event (35).

Consider, for example, individuals who experienced severe side effects during a clinical trial.
It can be reasonably assumed that individuals with a serious adverse event are generally more
susceptible to the event death, for example, because of general frailty or age. Censoring indi-
viduals for severe side effects in an analysis of all-cause death is therefore associated with an
individual’s increased probability to experience the event of interest, death.

Such censoring constitutes a potential source of bias and will, for example, if occurring to a
considerable degree in one trial arm, lead to overestimation of the survival in the respective
arm (2). Similar problems arise if trial participants become so severely ill that they are no longer
able to attend follow-up appointments, drop out from the trial and are censored (36).

On the other hand, individuals who benefit substantially from a treatment may decide to dis-
continue relevant follow-up dates and withdraw. In this case, the probability of events such as
death will likely be decreased for censored individuals, resulting in bias towards the opposite
trial arm (2, 35).

Informative censoring has been classified as a form of selection bias that occurs when the
individuals included in the analysis differ from the eligible population. In case of informative
censoring, selection takes place after random allocation, e.g., because of differential loss to
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follow-up between trial arms (36). Unfortunately, as censoring results from absence of outcome
data and the event time of affected individuals is effectively non-detectable, the actual impact
of censoring on outcome analyses remains unobservable (2, 7). Simulation studies have, how-
ever, demonstrated the potential bias through informative censoring on outcome estimates and
that the extend of bias depends primarily on the overall degree and early time points for cen-
soring (2, 35, 37-39).

3.2.2.  Proportional hazards

Another peculiarity of time-to-event analysis results from the properties of the HR (see chapter
3.1.3). Hazard ratios do not include a function of time. As relative effect measures, they con-
stitute an average ratio of the hazard rates of the compared groups over the entire follow-up
duration (4, 40). Consequently, they do not account for the distribution of outcome events within
the assessed treatment arms (3, 20).

To draw valid conclusions, the relation of the hazard functions that comprise the HR are re-
quired to be proportional and constant over time — an assumption referred to as the propor-
tional hazards assumption of the HR (see equation 3.4) (5, 41). The Cox model is generally
referred to as the Cox proportional hazards model (5).

h treatment( t )

h chemotherapy

h immunotherapy

t (months)

himmunotherapy(t =1) himmunotherapy(t =2) N

<1 =~
hchemotherapy (t=1) hchemotherapy (t=2)

Figure 3: lllustrative example of non-proportional hazards. Non-proportional and not constant relationship of the
hazard function of two hypothetical treatment groups, chemotherapy and immunotherapy, in comparison. Note
that the curves represent the hazard (h) of each treatment arm over time t (roughly adapted from Kleinbaum and
Klein 2012 (3), p. 125).

Common situations in clinical trials that leave the proportional hazards assumption in question
occur, for example, when intervention effects change over time (13, 17, 21, 41).

Consider, as a hypothetical example, two oncological treatments, chemotherapy and a novel
immunotherapy, that are compared in their effects on overall survival (see figure 3). Suppose
that chemotherapy is associated with earlier, treatment-associated side effects and mortality,
while it leads to constant survival of some individuals. The hazard function, the momentaneous
probability to die at a time point for individuals alive up to that time point, of the chemotherapy
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group will change over time. The hazard will be larger right after treatment due to treatment
associated and potentially fatal side effects but will then decrease and eventually reach a con-
stant rate in later follow-up because treatment leads to constant survival of a subpopulation of
individuals. Immunotherapy, on the other hand, is not associated with immediate, potentially
fatal adverse events, but with a linear distribution of the event death. With immunotherapy, the
hazard rate remains fixed throughout follow-up.

The relation of both hazard rates is not by any means constant and changes depending on the
time point of follow-up. While comparing treatments after a short follow-up period (time point 1
in figure 3) might show a large benefit with immunotherapy, a later comparison (time point 2 in
figure 3) might indicate a lesser difference or even no difference at all (17).

In general, possible deviations from the proportional hazards assumption frequently occur
when treatments with different therapeutic mechanisms are compared, for example, surgical
versus non-surgical interventions (13, 42, 43). Yet, they might also arise simply from post-
baseline selection, for instance, when high-risk individuals in one treatment arm remain free of
a negative event due to the efficacy of the treatment, while in the arm with less efficacious
treatment they experience the event early during follow-up (40, 41, 43). Other factors that are
associated with non-proportional hazards emphasized in the literature include factors related
to trial design, such as the duration of follow-up and the use of composite outcomes (13, 44,
45).

The consequence of a deviation from the proportional hazards assumption is primarily the time
dependency of the HR (20, 43, 44, 46). Since the HR is most straightforwardly interpreted as
an average over a follow-up period, it is strongly depending on the length of this period (20,
44, 47, 48). Although its interpretation and transferability are difficult, a HR under non-propor-
tional hazards can still be useful for comparisons strictly considering its time-dependency (20,
47)8

There are several methods available to assess the proportional hazards assumption, differing
in their complexity (3). The simplest assessment is by visual inspection of available survival
curves. Crossing curves at early or mid-follow-up, when a considerable proportion of the pop-
ulation remains under risk, will inevitably show that the relation of the hazard rates between
the compared groups changes over time and that the HR is not constant (HR >1 > HR < 1).
Statistical assessments of proportional hazards, including log-log event plots and tests based
on Schoenfeld residuals, are limited to situations where individual participant data is available
(44, 50).

For clinical trials with outcomes disagreeing with the proportional hazards assumption, alter-
native analysis strategies have been suggested, including the RMST, alterations of the Cox
model, for example, with time-dependent covariates, and splitting of follow-up into individual
segments during which the assumption holds (3, 45-48).

8 Because the log-rank test is conceptually testing the null hypothesis that the HR between the compared
groups indicates no difference (Ho: HR = 1), it also requires proportionality of hazards and loses in power
in case of deviations (9, 17, 43, 44, 47, 49).
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3.2.3. Competing events

The methodological issues that are previously discussed can be considered entirely specific
to time-to-event analysis. Yet, there are several problems with influence on the validity of time-
to-event estimates that are not limited to, but particularly relevant for time-to-event outcomes.
That is, inter alia, because the longitudinal nature of time-to-event data allows specific analyt-
ical procedures, for example, alternative models or sensitivity analyses, which are not available
for other types of outcome analyses.

Such an issue are competing events, or competing risks. Competing events preclude or se-
verely alter the probability of the occurrence of the outcome event(s) under study (see figure
2) (3, 28, 51-53). As a consequence, individuals cannot experience only the event of interest
alone but might experience one of multiple different events: the event of interest or one or more
potential competing events (22, 53, 54).

Examples for competing events include the death of a participant in the analysis of a non-fatal
outcome event, for example, relapse of disease in oncology or myocardial infarction in cardio-
vascular research, or death from any other cause where cause-specific death is under study,
for example, cardiovascular death if cancer-related death is studied (3, 22, 52, 55). Competing
events are not always fatal, but can also involve events such as hospital discharge in surgical
trials or vaccination when time to infection is studied (56).

A frequently encountered strategy to avoid issues with competing events in clinical trials are
combined outcomes incorporating potential competing events (57). Prominent examples are
progression-free survival and time-to-treatment failure in the oncological literature or major
adverse cardiovascular events (MACE), which include all-cause death by definition (57).

Even though competing events are principally relevant for all types of outcomes, they take a
significant role in time-to-event analysis because they are often dealt with using time-to-event
analytic techniques (3, 52).

Regular Kaplan-Meier analysis allows to include individuals who experience competing events
by treating them as censored observations (3). Previous research has identified that “naive”
censoring of competing events is relatively prominent in current clinical trials, for example, in
oncology or trials in high-impact journals (52, 58-60). Recall that censoring occurs under the
presumption that the event time in an individual cannot be observed, but the event might still
occur at some point in time. Competing events are fundamentally different: an individual who
dies from a stroke cannot die from a myocardial infarction anymore, irrespective of whether
follow-up would have been extended (22, 52).°

Furthermore, since the probability of competing events such as death or a serious adverse
events is often associated with the outcome event of interest, censoring for competing events
will inevitably be informative and result in an overestimation or underestimation of relative ef-
fects, depending on the circumstances (22, 52, 54, 60)."°

% Conceptually, because of the non-informative censoring assumption, the Kaplan Meier method with
censoring individuals for competing events estimates the event probability without the possibility of the
competing event to occur (22).

0 Assuming the independence of the distribution of the event of interest and the distribution(s) of the
competing event(s), Kaplan-Meier estimates with censored competing events are sometime interpreted
as describing the probability of the event in a hypothetical world (or “population” (56)), where the com-
peting event does not exist. That is, because through censoring and its underlying assumption of inde-
pendence, individuals who are censored are theoretically still able to experience the event of interest.
Such an interpretation is seldom of use in clinical trials (56, 60). The resulting estimates of competing
event censored Kaplan-Meier analyses are sometimes referred to as marginal event (or survival) esti-
mates (60).
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The suggested alternative to the Kaplan-Meier method for estimating the absolute risk of the
event of interest at a given time point in presence of competing events are cumulative inci-
dence functions (52, 56, 60). They allow to produce the probability of the event of interest of
individuals who have, until a defined time point, not experienced the event or a competing
event and who are therefore still able to experience an event of any type (22, 52). Because
they depend on both the probability of the event of interest as well as the probability of the
competing event(s), cumulative incidence functions estimate the event probability while taking
into account the possible occurrence of competing events (22, 53). This is contrast to Kaplan-
Meier estimates, which only take into account the probability of the event of interest (53).
Cumulative incidence curves allow to present event curves similar to Kaplan-Meier curves as
well as median event times and time point specific event probabilities (3, 52, 53). As an alter-
native to the log-rank test in competing event settings, Grey’s test has been suggested to test
the “equality of cumulative incidence curves between groups” (52).

Cox models with censored competing events are referred to as cause-specific hazard models
(60). When individuals with competing events are censored, hazard functions describe the
momentaneous rate of the event of interest for those who have not yet experienced the event
of interest or the respective competing event(s), for example, the momentaneous rate of dis-
ease relapse in individuals who have, until that point in time, not yet relapsed or died (22)."

To estimate event incidences under competing events an alternative proportional hazards re-
gression model by Fine and Gray has been suggested (22, 52). Fine and Gray’s model makes
estimations on the subdistributional hazards function. While the Cox models cause-specific
hazard describes the rate of events in individuals who have neither experienced the event of
interest nor the competing events, the subdistributional hazard describes the rate of events in
individuals who have not experienced the event of interest, while still including those with com-
peting events amongst the individuals under risk (22)." The subdistributional hazard de-
scribes, for example, the momentaneous rate of the outcome event disease relapse in individ-
uals who have previously died and those have not yet relapsed from disease.

Previous research has indicated that adequate analytical techniques for the analysis of com-
peting events are underused in current clinical trials and that trial outcomes with potential com-
peting events are often not adequately interpreted (52, 56, 58-60).

3.2.4.  Treatment switching

Treatment switching describes the situation when individuals allocated to one trial arm receive
the intervention that is by randomization designated for another treatment arm. For instance,
participants receive or have access to an experimental treatment although they had been as-
signed to the control arm or vice versa (62-67). Like competing events, it is common in clinical

" A more technical explanation is provided by Koller et al. 2012 (60), who explain that, under competing
events, the Cox model constitutes a “multi state model(s) with initial state 0 and two absorbing states 1
(event of interest) and 2 (competing event), with the transition intensity from the initial state to either of
the two absorbing states determined by the cause-specific hazards (hazard):(t) and (hazard)z(t). The
cause-specific hazard for 1, the event of interest, can then be interpreted as the momentary force that
draws a subject out of state 0 into state 1” (60).

2 Due to its relation to the cumulative incidence function, which is analogous to the relation of the
Kaplan-Meier function and the Cox models cause specific hazard, subdistributional hazard functions
depend on the hazard for the event of interest as well as the hazards of potential competing events (22,
52). A technical explanation of the Fine and Gray regression model, including its relation to the cumula-
tive incidence function, is provided by Austin et al. 2016 (61).
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trials and an issue not unique to time-to-event analysis. Yet, time-to-event analysis allows for
specific adjustment and sensitivity analyses, which are possible because of the longitudinal
nature of time-to-event data.

Treatment switching can be observed in oncology (here also commonly termed “cross-over”),
where participants are offered the experimental anti-cancer drug upon disease progression
(see figure 4) (65, 67), as contamination in screening studies, where participants in the control
group might seek screening outside of the trial (68), or in surgery, where participants in the
experimental group undergo the standard procedure based on the surgeons’ decision (62, 64).
It is also transferable to the issues of rescue medication, dose (de-)escalation or alteration,
cessation from treatment and reception of third treatments in trial arms (69).

Such occurrences impose a challenge for the interpretation of trial comparisons and are some-
times interpreted as a limitation in RCT design or execution and as a risk of bias (70-72).

i.)

“IFN-alpha participants stay on treatment”

ii.)
“IFN-alpha participants receive sunitinib”

Intervention Comparator Intervention Comparator

Sunitinib Interferon-alpha Sunitinib Interferon-alpha

Disease
progression

Experimental
outcome

Comparator
outcome

Experimental
outcome

Figure 4: Example for issues with treatment switching in oncology. When interpreting a hypothetical trial comparing
sunitinib (blue) to interferon-alpha (yellow) for the treatment of renal cell carcinoma two different outcome effects
might be of interest: a comparison effect had all individuals stayed on their initially allocated treatment (i.) or a
comparison effect where individuals who relapse under interferon-alpha have the option to receive sunitinib (ii.). A
trial performed in accordance with situation ii. will not provide direct evidence for situation i., but may still provide
useful evidence under certain considerations (adapted from Goldkuhle et al. 2023 (63), p. 43).

How treatment switching in a trial affects its results depends primarily on the trialists, who,
corresponding (or eventually not corresponding) with their question of interest, select a
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principle of analysis: intention-to-treat or per protocol (63, 71, 73)."™ This question of interest
has also been described as the type of causal treatment effect of interest to those conducting
and analyzing a trial (70).

Trialists interested in the “effect of assignment to the treatments in comparison”, irrespective
of what occurs past the assignment, will lean to the intention-to-treat (or as randomized) prin-
ciple (71, 73). Trial participants are analyzed in their randomly allocated trial arms, irrespective
of their degree of adherence or which treatment they finally received throughout the trial (75,
76). Intention-to-treat is particularly relevant for those addressing the effects of treatments on
the population level and under routine conditions (75).

In a situation where individuals randomized to the control arm receive the experimental trial
intervention at some point of follow-up, for example, because of disease progression in onco-
logical trials, such individuals will be analyzed in the control arm (see situation ii. in figure 4).
The proceeding is robust, because the randomization is kept, yet the actual effect of the inter-
ventions will remain unknown. If the experimental intervention is beneficial or harmful in both
groups alike, a potentially visible group difference tends to diminish towards the null (70). An
opposing effect of the intervention in both groups, on the other hand, will result in an under- or
overestimation of the treatment effect (70).

The interpretation of trial estimates from intention-to-treat analyses depends strongly on the
course of treatment of the individuals after randomization, including alternative interventions
and the degree of adherence. The applicability of such estimates to clinical decision making
depends on the similarity of the trial treatment courses and the target situation (63, 75).

Trial authors interested in the effect of an intervention when all individuals received and ad-
hered to treatment in accordance with the foreseen treatment protocol, also referred to as the
“effect of treatment”, lean to the per protocol principle (70, 71, 73, 75, 76). More illustratively,
for an individual, per protocol analyses address the question “What effect of treatment can |,
as a patient, expect, if | take treatment perfectly according to the treatment plan?”.

Naive per protocol analyses include only trial participants that received treatment in accord-
ance with their initially allocated group and exclude individuals who deviate from the protocol
to a certain degree, for example, who received the comparator intervention (such as in situation
i. in figure 4). (75). The exclusion of participants from the analysis, however, reduces statistical
power and requires that the protocol violations leading to exclusion occur completely at ran-
dom, which is not plausible in most situations and will consequently result in biased estimates
(74, 75).

With time-to-event data, it is possible to censor observations of individuals who received a
treatment initially allocated to a comparator trial arm. Switching of participants to a different
treatment, for example, because of disease progression, will almost inevitably be associated
with their outcome probability and may lead to issues of informative censoring (74).

To address the constraints of per protocol analyses, multiple procedures are available to adjust
for prognostic factors that differ between those who complete the study in accordance with the
treatment protocol and those who don’t (65, 67, 73-75, 77-83). Such procedures can be applied
for all sources of censoring (discussed in chapter 7.4.2.2). In the context of treatment

3 For an introduction to issue of treatment switching in clinical trials, particularly oncological trials, |
suggest the article by Kohler et al. 2018 (74). For details on the interpretation of treatment switching in
clinical trials under different conditions, | recommend the article by Mansourina et al. 2017 (70) and the
elaboration of the associated questions or causal effects of interest accompanying the Risk of Bias 2.0
tool by Sterne et al. 2021 (71).
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switching, their application is particularly common, for example, in the oncological literature, to
model a relative effect that would have been observed, if all individuals had remained on their
allocated treatment (77-82, 84)." The procedures require the availability of individual partici-
pant time-to-event data and underly strong assumptions (74, 77).

3.3. Evidence syntheses, systematic reviews and meta-analyses

3.3.1.  Evidence syntheses and systematic reviews

Particularly in health sciences, with an ever-increasing body of literature, decision makers,
health care providers and patients alike depend on syntheses of the available research to
derive adequate evidence-based decisions (85, 86). Elliott et al. 2021 (87) define evidence
synthesis as the “process of identifying and combining data across studies to create a clear
understanding of a body of research’.

Evidence syntheses take a wide range of functions in health care decision making, e.g., as
ground for individual health care questions or to provide an evidence base for clinical guide-
lines, health economic evaluations and decision analyses (87, 88). The most common source
of evidence in this context are research data originating from primary studies (88, 89).

Amongst evidence syntheses, the term “systematic review” is sometimes used to characterize
an individual research design, which according to authors or the Cochrane Handbook, “[...]
collate evidence that fits pre-specified eligibility criteria in order to answer a specific research
question. They aim to minimize bias by using explicit, systematic methods documented in ad-
vance with a protocol’ (90)." To date, a diverse landscape of systematic reviews is available,
amongst which reviews addressing intervention effects are most common. Adapted methods
exist, for example, for reviews on questions of exposure, prevalence, prognosis or diagnostic
test accuracy (85, 86, 90). While standard systematic review methods synthesize RCT results,
multiple adaptations also exist for data from a range of primary study designs, including non-
randomized or observational studies, diagnostic test accuracy studies, prognostic model and
factor studies as well as preclinical studies (85, 90, 91). The methods and principles underlying
systematic reviews are generally applicable to all forms of evidence syntheses which rely on
study data (88).

This dissertation addresses time-to-event analysis specific issues that predominately arise in
systematic reviews of RCTs. Yet, many of the issues touched are transferable to other review
types which involve time-to-event outcomes, especially prognostic reviews and reviews based
on observational studies. Furthermore, many of the issues assessed in the following work are
applicable to other types of evidence syntheses which originate from systematic review meth-
ods, such as clinical guidelines, health economic evaluations and decision analytic models.

' For a detailed description of methods such as inverse probability censoring weighting, rank preserving
structural failure time and iterative parameter estimation, which are not limited to adjustment for treat-
ment switching but are available for various situations with informative censoring, please see the articles
by Ishak et al. 2014 (77), Henshall et al. 2016 (67) and Koéhler et al. 2018 (74). Otherwise, | refer to
chapter 7.4.2.2 of this dissertation.

S The Cochrane Handbook is the most renowned resource of evidence synthesis methodology.
Cochrane, formerly the Cochrane Collaboration, as an organization is considered, as of today, a leader
in methodological advancement of systematic reviews. Systematic reviews produced by Cochrane have
been acknowledged as gold standard (88). For detailed information on systematic reviews and their
methods, | suggest the Cochrane Handbook, which can be accessed through: www.train-
ing.cochrane.org/handbook (89).
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Systematic reviews of interventions address a clearly defined clinical question formulated ac-
cording to the established People/Participants-Interventions-Comparators-Outcomes (PICO)
scheme (92):

o People/ Participants: Who are the individuals that are addressed, for example, adults
suffering from early-stage Hodgkin lymphoma (93)?

¢ Interventions: What is the experimental treatment that is compared, including its way
of application and other treatment related factors, for example, radiotherapy in combi-
nation with chemotherapy (93)?

o Comparators: What is the control treatment that is compared, including its way of ap-
plication and other treatment related factors, for example, chemotherapy alone (93)?

e Outcomes: Which outcomes are of interest, including their definition, for example,
overall survival or all-cause death, progression-free survival and adverse events
(93)?

Central features of all systematic reviews are a systematic search for relevant literature from
medical databases or other data sources, clearly defined in- and-exclusion criteria, a system-
atic selection process and a summary of the identified information (86, 88). In addition, the
process involves a critical evaluation of the identified data, for instance, in form of Risk of Bias
and Grading of Recommendations Assessment, Development and Evaluation (GRADE) as-
sessments (as discussed in chapters 3.3.3 and 3.3.4).

Quantitative core of evidence syntheses are meta-analyses, which, under given circum-
stances, combine the outcome effect estimates of individual trials to a common estimate (see
the next chapter 3.3.2).

If performed rigorously and under consideration of possible restraints, systematic reviews with
meta-analyses of RCTs have frequently been considered the most reliable type of evidence
for treatment comparisons (94, 95).

A central source of systematic reviews is Cochrane, or the Cochrane Collaboration, which
publishes highly standardized and methodologically elaborate systematic reviews. Besides re-
nowned systematic reviews, Cochrane produces widely utilized guidance, such as the
Cochrane Handbook, review tools, such as the Risk of Bias tool, and continuously develops
all steps of systematic review production in various working groups of international methodol-
ogists (71, 72, 89).

Precondition for the reliability and usefulness of systematic reviews and meta-analyses is their
transparent reporting. An established and generally accepted reporting standard exists in form
of the Preferred Reporting ltems for Systematic reviews and Meta-Analyses (PRISMA) guide-
line, which comprises 27 individual items over the entire review process (85).

Multiple adaptions of the PRISMA guideline for diverse types of systematic reviews have been
developed, for example, for reviews based on diagnostic test accuracy studies, individual par-
ticipant data meta-analyses and scoping reviews (96-98). A guideline for systematic reviews
with meta-analyses of time-to-event outcomes is currently lacking (99).

3.3.2.  Meta-analysis

Meta-analyses pool data from two or more separately analyzed populations in order to draw
more confident and elaborate conclusions (85). Quantitative synthesis of trial results increases
the sample size and results in higher statistical power and precision of estimates and tests (88,
90). Furthermore, pooling data from variable populations can increase the generalizability of
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findings and allows to assess the consistency of intervention effects across populations, or
occasionally the lack thereof (88). These advances require the rigorous performance the un-
derlying systematic reviews, the meta-analyses as well as the quality and reliability of any
underlying data (90).

Meta-analysis can be performed based on individual participant data or with already aggre-
gated trial result estimates. Even though individual participant data meta-analyses are consid-
ered as the gold standard, conducting them requires access to primary study data, greater
statistical expertise and, usually, more resources (100, 101).'® This is why most meta-analyses
published today rely on aggregate data (86). Compared to meta-analyses of individual partic-
ipant data, aggregate data meta-analyses tend to favor the experimental intervention, but per-
form similar particularly with larger population sizes and/ or higher rates of outcome events
(101).

Hazard Ratio Hazard Ratio

Study or Subgroup log[Hazard Ratio] SE Weight IV, Random, 95% CI 1V, Random, 95% CI
Example trial 1 -0.4005 0.1007 9.5% 0.67 [0.55, 0.82] e —
Example trial 2 -0.2107 0.1324 5.5% 0.81[0.62, 1.05] — 1
Example trial 3 -0.2877 0.0352 77.5%  0.75[0.70, 0.80] =
Example trial 4 -0.2107 0.1126 7.6% 0.81[0.65, 1.01]
Total (95% CI) 100.0% 0.75 [0.71, 0.80] <o

. 2 _ . 2 — - C12 = 0% } } } }
Heterogeneity: Tau® = 0.00; Chi 2.06, df = 3 (P = 0.56); | 0% G 07 s 3

Test for overall effect: Z = 9.31 (P < 0.00001) Favours experimental drug Favours control drug

Figure 5: Exemplary forest-plot. Forest-plot of a meta-analysis addressing the outcome “overall survival” in a meta-
analysis. The experimental treatment is clearly favored by the pooled HR (<1), as indicated by the diamond at the
bottom of the plot. A HR <1 indicates a lower rate of deaths during follow-up in the experimental group (trial data
hypothetical; created with RevMan 5 (102)).

Aggregate data meta-analyses combine effect estimates from multiple trials to an average
weighted by the variability of the individual estimates. Trials with a lower variability, in form of
a lower variance, for instance, with larger populations and/or numbers of events, are assigned
higher weights (see the standard error of example trial 3 compared to the remaining trials in
figure 5).

Which variability is considered in the analysis depends on the meta-analysis model that is
used. Random effects models consider the variability within individuals of the population under
study (the within study (error) variance) and between the assessed trials (the between-study
variance). Fixed effects models only consider the variability within individuals of the studied
population (103, 104). In consequence, random effects models acknowledge that results can
differ between the considered trials and can be randomly distributed amongst them. Meta-
analysis estimates the mean of the distribution of the effect sizes (105). Fixed effects models
(or common effects models), on the other hand, estimate a common effect across studies and
assume that the available data represent this common, true effect.

Both give similar pooled results if there is no variability (or heterogeneity) between the trials in
the meta-analysis. However, random effects models generally tend to produce wider Cls and

6 Meta-analyses of individual participant data assemble primary data from multiple trials and allow to
perform primary analytic procedures to the resulting data set, while respecting cluster effects of the data.
Particularly for time-to-event analyses such data is useful as it allows, besides the performance of one’s
own survival models, a wide range of additional analytic options, e.g., competing event analyses and
adjustment for censoring. For more information on individual participant data meta-analyses, | recom-
mend the PRISMA-IPD Statement (97).
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assign relatively higher weights to smaller studies (those with greater variability) than fixed
effects models (103, 104)."

The choice of the meta-analytic procedure depends on the type of effect estimate under study.
Time-to-event data meta-analyses are usually performed by pooling individual trial HRs to a
single HR weighted across trials. The most prominent method to pool HRs is the inverse vari-
ance method, which is also implemented in the popular systematic review software package
RevMan (see figure 1) (102, 104). The method requires for each eligible trial a HR or its loga-
rithm (log(HR)) as well as the variance or standard error of either the HR, which can also be
derived from reported Cls, or its logarithm (106). Inverse variance methods are available for
random and fixed effects models (104, 107, 108).

Alternative methods for pooling of time-to-event data include the fixed effects model suggested
by Peto or the random effects meta-analysis by the Hartung-Knapp-Sidik-Jonkman method
(104, 109, 110)."® To account for the between-study variance, random effects meta-analyses
require an estimate of this variance, for which several methods are available (103, 109, 111).

Necessary for the adequate interpretation of results from aggregate data meta-analyses is an
assessment of the degree and potential sources of the between-study variance. The variability
of results between trials in this context is also often referred to as statistical heterogeneity,
resulting from the differences in the populations, interventions and/ or outcomes (clinical het-
erogeneity) and the methodological variation between trials (methodological heterogeneity)
(104).

As available statistical test, the Chi? test allows to assess whether the visible variability be-
tween trials of a sample is compatible with chance alone (104). The I? value, which can be
derived from the Chi? test statistic, allows to quantify the degree of between-study variability
that is attributable to statistical heterogeneity rather than chance (104). Both procedures are
frequently used, but underly certain limitations, are only feasible in defined situations and re-
quire adequate interpretation.'®

In presence of heterogeneity between studies, but also in case of further interest in potential
subgroup effects, subgroup analyses with aggregate data meta-analyses are possible by strat-
ifying an identified trial sample by participant characteristics, such as age or severity of dis-
ease, or intervention related characteristics, such as application or dosing differences. Individ-
ual meta-analysis of the resulting trial strata then allows to explore potential effect modification
between subgroups (104, 112, 113). Likewise, sensitivity analyses are possible by stratifying
the included studies according to trial-related characteristics, such as study quality or publica-
tion dates, to assess potential methodological heterogeneity. This requires a sufficient number
of included trials and differences amongst them which allow stratification (104).

Statistical tests for subgroup differences are available (104). If the set of included trials is large,
meta-regression allows to assess the influence of certain trial characteristics on the pooled HR
(104).

7 In their article, Borenstein et al. 2010 (103) give a more technical introduction to random and fixed
effects models as well as their influence on inverse variance meta-analyses.

'8 For a detailed elaboration of the methods of meta-analysis, | suggest “Chapter 10: Analysing data and
undertaking meta-analyses” of the current version of the Cochrane Handbook (89).

% For a detailed explanation of the role assessment of heterogeneity between studies in meta-analyses
I recommend the article by Higgins et al. 2002 (112).
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3.3.3. Risk of Bias

As previously highlighted, a central feature of every evidence synthesis is the critical assess-
ment of the evidence under consideration. The validity of evidence syntheses is particularly
susceptible to misleading trial results resulting from bias, which refers to systematically dis-
torted results (70, 114, 115). Bias in RCTs might arise due to limitations in trial planning and
conduct and/ or from failure to establish safeguards against bias, and leads to over- or under-
estimation of effects (114, 115). Previous research has shown, for example, that trials with
inadequate generation of the randomization sequence, failure in allocation of randomization
concealment or lack of blinding tend to overestimate treatment effects as compared to trials
with implemented safeguards against bias (116, 117).

Bias in trial results must be distinguished from statistical or random error, which decreases
with higher statistical precision, for instance, due larger sample sizes or higher numbers of
events, and is reflected in the widths of an estimates associated CI (115).

Multiple tools have been developed to formalize the risk of bias assessment of evidence from
RCTs, amongst which the tools provided by Cochrane are most widely used (71, 72, 86, 114,
118). Cochrane provides both a traditional tool (Risk of bias) and an updated version (Risk of
Bias 2.0). Irrespective of slight differences in terminology and conceptualization, both tools
focus on five domains that might introduce bias in trial outcomes (71, 72):%°

e Selection bias (or “Bias arising from the randomization process) results from a sys-
tematic difference in the characteristics and the distribution of prognostic factors in
individuals of the compared groups (36, 70, 89, 115).

e Performance bias (“Bias due to deviations from the intended interventions”) results
from a systematic difference in the access or exposure to care or other associated
factors between groups (89, 115).

o Attrition bias (“Bias due to missing outcome data”) results from a systematic differ-
ence in individuals who are lost-to-follow-up, withdraw or are otherwise excluded from
the trial between groups (89, 115).

o Detection bias (“Bias in measurement of the outcome”) results from a systematic dif-
ference of measurement and detection of the outcomes between the compared
groups (89, 115).

o Selective outcome reporting bias (“Bias in selection of reported results”) results from
a systematic difference in outcomes of a trial that were a-priori specified and/ or as-
sessed and those that were published (89, 115).

e Other factors that could introduce bias, for example, stopping trials early for benefit or
conflicts of interest (89, 114, 115).

Based on these potential sources of bias, conductors of evidence syntheses derive structured
judgements of a low, high or unclear risk of bias for an associated domain of the risk of bias
tools and subsequently a study outcome (71, 89).

Various potential sources of bias due to time-to-event specific study limitations exist (36, 39,
56, 58, 62, 70, 77, 119, 120). As described previously, informative censoring constitutes a pos-
sible source of selection bias resulting, for example, from loss to follow up or censoring for

20 Mansournia et al. 2017 (70) provide a conceptual elaboration of the respective bias domains using
causal inference methods.
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competing events or treatment switching (discussed in chapter 3.2.1. and 3.4.3) (2, 36, 63,
71).

3.3.4. Certainty of evidence (GRADE)

The GRADE approach is widely used in evidence syntheses, systematic reviews and interna-
tional clinical guidelines to communicate the results of meta-analyses and to determine the
certainty of an overall body of evidence for a defined PICO question (121, 122). It is mandatory
for reviews published by Cochrane and implemented in guidelines, for example, by the World
Health Organization, the European Commission and the German Arbeitsgemeinschaft der
Wissenschaftlichen Medizinischen Fachgesellschaften (123).

For systematic reviews, the GRADE approach provides a formal rating of the certainty that a
pooled effect estimate is correct and/ or located relative to defined effect thresholds (122, 124,
125). For clinical guideline questions, it provides a rating that the available evidence is appro-
priate to determine the strengths of a defined guideline recommendation (122, 124, 125).

To rate the certainty in a body of evidence consisting of RCTs, the approach distinguishes five
domains that reduce one’ certainty:*'

o Study limitations (risk of bias, as discussed in chapter 3.3.3) refer to limitations in the
design or conduct in the underlying trials resulting in a systematic deviation of trial re-
sults from the truth (114, 126).

¢ Indirectness refers to a deviation of the population, interventions or outcomes that are
studied in the trials of a body of evidence from the target situation to which the evi-
dence is to be applied (63, 127).

e Imprecision refers to the degree of random or statistical error associated with an ef-
fect estimate. In GRADE, judgements of imprecision have standardly been based on
the 95% Cls. The Cls boundaries are compared to defined effect thresholds, such as
the null effect, if one is interested in the question “is there any effect at all”, or the so
called minimally important difference, which is defined by patient preference and ad-
dresses the question “is the visible effect important”. If the CI crosses the defined
threshold(s), the estimate is considered imprecise regarding a judgement of the loca-
tion of the effect relative to the defined threshold(s) (128-130).

e Inconsistency refers to the consistency of the magnitude of relative intervention ef-
fects across the included trials in a body of evidence and is analogous to the concept
of between-study heterogeneity. If the differences in effects between trials cannot be
explained, for example, by differences in the population or interventions (assessed
through subgroup analyses) or factors such as trial characteristics, quality or setting
(assessed through sensitivity analyses), this results in reduced certainty or might re-
quire the exclusion certain trials from the body of evidence (113).

e Publication bias is based on the observation that trials with positive results are pub-
lished more often, earlier and more accessible (131, 132). When negative studies are
missed, a pooled effect estimate for a body of evidence will be skewed, often favoring
the intervention (131, 132). The available GRADE guidance suggests critical assess-
ment of certain trial characteristics, i.e., caution in case of large numbers of smaller

21 Detailed guidance for the application of the GRADE approach as well as its underlying concepts is
available in form of the GRADE guidelines series which is published in the Journal of Clinical Epidemi-
ology: www.jclinepi.com/content/jce-GRADE-Series.
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trials and commercial funding, as well as the use of statistical and visual methods,
such as the funnel plot (132).%

The approach also recognizes factors that may increase the certainty in a body of evidence,
given that it has not been reduced previously. These factors include particularly large effects
(e.g., a relative risk >2 or <0.5), evidence for a dose response relationship and residual con-
founding that plausibly leads to an underestimation of the visible effects (134).

Following a structured approach, GRADE users derive judgements in and across the above-
described domains and so rate their certainty in an individual outcome of a body of evidence.
These judgements range from high certainty (further research is unlikely to alter the confidence
in the respective estimate) to very low certainty (any estimate of effect is very uncertain) (124).

To ensure the comprehensible and transparent communication of the evidence in relation to
its associated certainty, systematic reviews and clinical guidelines include GRADE Summary
of Findings tables and related formats (e.g., Evidence Profiles) (135-137). Key elements of
these formats include for each individual outcome:

e The certainty of evidence rating derived via the GRADE approach

o The pooled relative effect that was derived through meta-analysis

o A measure of absolute risk, which is occasionally calculated from the pooled relative
effect and a measure of the population baseline or control risk®?

Additional information that is presented includes the precisely formulated PICO question, def-
initions of each presented outcome, the underlying sample sizes and numbers of trials and
footnotes that elaborate the presented values and judgements (135-137).

Multiple studies have indicated the benefits of Summary of Findings tables and related formats
to communicate the results of evidence syntheses (139-141). They are mandatory for reviews
published by Cochrane.

The GRADE approach and its associated products, including Summary of Findings tables and
Evidence Profiles, are developed and constantly adapted within the GRADE Working Group.
The working group is formed by international experts, including, but not limited to, renowned
scientists from the field of clinical-epidemiology, medicine, epidemiology and biostatistics.

All GRADE related publications, which include GRADE guidance and concept articles, must
be accepted through a highly formalized process, that includes small- and large-group discus-
sions at official GRADE Working Group meetings and votes during which the content of a novel

22 A funnel plot relates the magnitude of the individual effect estimates of trials in a body of evidence to
their precision. Asymmetries in the distribution of trials on the plot (which should have the form of a
reverse funnel), particularly in absence of smaller, less precise trials with negative effects, can suggest
a potential risk of publication bias in the evidence at hand. That is because in absence of publication
bias, with increasing precision, trials should distribute closer around the pooled effect estimate. Statisti-
cal tests for asymmetry exist. Yet, interpretation of the funnel plot remains subjective and is, according
to the Cochrane Handbook, not suggested if less than ten trials are included. Manyfold alternative sta-
tistical approaches are available and are, for example, described in the Cochrane Handbook (138) and
the corresponding GRADE guideline (132, 133).

2 The presentation of absolute effects estimates, such as natural frequencies or risk differences, in
addition to a pooled relative effect ensures adequate interpretation of the magnitude of effects in relation
to a population and/ or control risk, allows risk stratification according to different baseline risk groups
and prevents common problems that are associated with relative effect estimates, in particular their
overinterpretation (138).
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article must be accepted by at least 80% of the attending GRADE Working Group members
(142, 143).

3.4. Challenges of time-to-event analyses in evidence syntheses

3.4.1. Recalculation of data from trial publications

As previously described, meta-analyses of time-to-event outcomes are commonly performed
by pooling HRs from multiple individual trials to derive a common HR. Established software
packages for meta-analysis require for each trial a HR or log(HR) and its variance or Cl (102).
Unfortunately, such data is not always presented in trial publications with time-to-event anal-
yses (23-25, 144).

In difference to binary relative effect measures, i.e., risk ratios or odds ratios, which can be
straightforwardly calculated based on the number of events and the total number of analyzed
individuals in each trial arm, time-to-event summary measures require more elaborate recal-
culation methods. These methods are based on the relationships between the HR/ log(HR),
the hazard function, the survival function, in form of Kaplan-Meier curves and estimates, and
the log-rank test, with its O—E events, log-rank variance and p-value, which are discussed in
chapter 3.1 (106, 145-156).

Arenowned resource for the recalculation of time-to-event summary data from trial publications
is provided by Tierney et al. 2007 (106).>* The authors distinguish approaches that are based
on reported information from approaches based on Kaplan-Meier curves. The different meth-
ods differ in their required data, their complexity as well as in their validity (106, 153, 154, 157).
Approaches based on reported information make use of available summary statistics from trial
time-to-event analyses with or without additional information. Direct methods use, as previ-
ously reported, summary statistics such as the HR, the log HR, the O—E events and their var-
iances. They are associated with less uncertainty than indirect methods which rely, for exam-
ple, on the log-rank p-value, the number of events and/ or the number of analyzed individuals
in each trial group (101, 151, 157, 158). Factors that affect the validity of indirect recalculation
methods include the trial size, the relative treatment effect as well as the pattern of censoring
(157, 158).

Methods for recalculation of time-to-event data based on Kaplan-Meier plots utilize the pre-
sented event probabilities to either derive a summary HR or to approximate individual partici-
pant data, which can then be included in one’s own time-to-event analyses.

The prominent Kaplan-Meier plot-based approach described by Parmar et al. 1998 (151) and
Tierney et al. 2007 (106) allows to calculate a summary effect measure by combining individual
HRs derived for separate time-intervals of a Kaplan Meier curve. Interval-specific HRs and
variances are estimated from each interval’s number of event-free individuals at the interval
start, number of censored individuals, number of individuals at risk and number of events,
which can be obtained from the information available in the plot.

If a number of individuals at risk for specific follow-up time points is reported along the Kaplan-
Meier plot (see figure 1), the necessary information to be derived from the curves to calculate

24 The article provided by Tierney et al. 2007 (106) provides a well-established collection of recalculation
methods, which | recommend for a practical overview. It is published together with an Excel spreadsheet
that helps to perform each method, e.g., the Kaplan-Meier plot-based approaches.
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interval-specific HRs reduces to the number at risk during the interval as well as the number
of events, assuming constant censoring within the interval (106).

The approach is similar to the method proposed by Williamson et al. 2002 (156), allowing a
more liberate selection of intervals, not limited to intervals where a number of individuals at
risk reported in the plot.

Other complex methods, such as the approach suggested by Guyot et al. 2012 (145), allow to
approximate event times for individual participants throughout follow-up. This method relies on
digitization of a presented curve as well as on information such as the number of individuals
at risk at certain time points and the overall number of events. With this information, the ap-
proach seeks to derive the underlying time-to-event data parameters of the Kaplan-Meier
equations that are graphically represented in the plot (145).

There are several additional sophisticated approaches, such as incorporating information from
censoring marks on published curves or approaches that extend and improve available meth-
ods by fitting curves that correspond to the recalculated data (146-149, 152, 153, 155, 159).
Besides calculation of summary effect estimates, the secondarily derived individual participant
data enables to assess the number of censored individuals in each arm over time as well as
sensitivity analyses and statistical tests for the proportional hazards assumption (see chapter
3.2.2), which are not possible with aggregate data (44).

A critical prerequisite of all Kaplan-Meier plot-based approaches is, however, the availability of
curves in appropriate resolution that allows digitization. In addition, they substantially rely on
additional information, such as the number of individuals at risk at sufficient time points and
the reporting or marking of censored individuals along the curves (106, 145).

These methods allow authors of evidence syntheses to recalculate summary data from various
sources and thus to substantially extend the data available for their meta-analyses. It remains
unexplored to date, which of the described approaches find uptake in current systematic re-
views and which primary trial time-to-event data is actually used.

3.4.2. Reporting issues in time-to-event analyses of studies and trials

Authors of evidence syntheses, in particular those who perform aggregate data meta-analyses,
critically rely on published information to obtain data for their analyses, interpret their findings
and critically assess the available evidence. Previous research has indicated that the reporting
of studies and trials which include time-to-event analyses occurs with certain limitations (2, 23-
25, 144, 160-162). Is has been shown, for example, that general methodological information,
such as the definitions for the analyzed outcomes, the intervals under observations (i.e., their
start and end points), relevant information on events and follow-up as well as information that
is relevant to assess the methods of statistical analysis (e.g., model building and validation)
are often not or only inadequately presented.

The same applies for time-to-event outcome specific information. Study and trial publications
often lack important details on censoring and time-to-event analysis specific assumptions and
show deficient or conflicting result data as estimates and in Kaplan-Meier curves (2, 23-25,
144, 160-162).

Despite the currently available evidence, it is yet to be clarified which challenges authors of
evidence syntheses face in clinical trial publications that they include for meta-analysis. Fur-
thermore, it is currently unknown how review authors might deal with these limitations when
they synthesize, report and interpret their results (162).
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3.4.3. Issues that affect the certainty of time-to-event meta-analyses

The methodological hardships that are associated with time-to-event analysis, informative cen-
soring, proportional hazards and issues such as competing events and treatment switching,
discussed in previous chapters of this dissertation, are extensively studied in the currently
available literature, but only for trial analyses.

How they translate to the evidence synthesis level, how evidence synthesis authors deal with
them and how they should be ideally dealt with is, however, largely unclear. Particularly for
authors of meta-analyses that are based aggregate time-to-event data, these issues might
cause considerable problems. That is because, in the absence of individual participant data,
they must rely on published information and will rarely be able to perform distinct analyses, for
example, by imputing data under reasonable assumptions (2, 126).

Informative censoring, as previously discussed, has been reported as a potential source of
“Bias due to missing outcome data” in the explanation of the Risk of bias 2.0 tool provided by
Cochrane. For the detection of informative censoring in trial publications the tool specifies:
“Either differences in rates of censoring or differing reasons for censoring may provide evi-
dence that censoring was informative” (Sterne et al. 2019 (71)).%

Yet, if not reported explicitly by trialists in their publications, it is unclear how to identify and
consider this time-to-event specific risk of bias. A particular problem arises because censoring
is a regular component of the analytical procedure. Individuals that are censored for informa-
tive reasons, in particular loss to follow-up censoring, may in most situations be reported as
included in the analysis. In survival plots, given that they are reported and censoring is marked
on the plot, end of study and loss to follow-up censoring cannot be distinguished (2, 71). Even
though in the exemplary survival curve in figure 1, the number of censored individuals is ex-
plicitly reported together with the number of individuals at risk, it is unclear for which reasons
the respective individuals were censored.

In absence of sufficient guidance, it is questionable whether authors of current evidence syn-
theses are aware of this time-to-event specific source of bias and, if so, how they identify, judge
and report a potential bias in their publications (2).

Methodological research has indicated that the assumption of proportional hazards might fail
frequently in clinical trials (44). It is currently unclear, however, how such a failure in one or
more trials should be dealt with in meta-analyses and how it affects the certainty in pooled
estimates.

As described in chapter 3.2.2, a failure of the assumption of proportional hazards will lead to
a time-specificity of the respective trial HR (41). While a HR from a single trial might still be
interpretable as restricted to the respective follow-up time, interpreting a pooled HR from indi-
vidual trials with variable follow-up durations is substantially complicated.

Assume, for example, a hypothetical meta-analysis of trials that assess immunotherapy versus
chemotherapy in individuals who suffer from a certain cancer, a question that is also used as
an example in chapter 3.2.2. Some ftrials in that body of evidence might have ended their
follow-up earlier and, as previously described, their results indicate a clear benefit of immuno-
therapy with regard to mortality. Other trials might have followed-up their included individuals
for a longer duration and therefore show that the benefit was less clear. The differing effect
estimates between the trials will inevitably lead to between-study heterogeneity in the meta-

2> The statement stems from the online explanation of the tool, available from:
drive.google.com/file/d/19R9savfPdCHC8XLz2iiMvL_71IPJERWK/view (p. 42; published 22.08.2019;
last accessed: 24.05.2024)
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analysis. How to interpret this heterogeneity and how to incorporate a failure of the proportional
hazards assumption into judgements about the certainty of meta-analysis results remains,
however, unclear to date. Exploring failures of the proportional hazards assumption and vari-
able follow-up between trials as a cause of heterogeneity by sensitivity analyses might consti-
tute a plausible option. Others have argued that non-proportional hazards in one or more trials
of a body of evidence will result in over- or underestimation of meta-analysis results and thus
creates a risk of bias (44).

Additional challenges arise because the assessment of proportional hazards for individual tri-
als in a meta-analysis is often hampered, if such an assessment is not clearly reported in trial
publications. A rough visual inference on the assumption can be drawn from the course of the
Kaplan-Meier curves. As reported in section 2.2.2, crossing curves, for example, could indicate
a failure of the assumption under certain circumstances. Such an assessment is, however, not
always applicable or conclusive. More complex statistical methods to assess the proportional
hazards assumption in underlying trials require recalculating individual participant data under
application of the afore mentioned procedures (section 2.4.1) (44, 145). This demands, how-
ever, the availability of sufficient data in trial publications.

At this point, it remains unclear whether and how review authors test the assumption of pro-
portional hazards in their included trial time-to-event analyses and which consequences they
draw for their analyses if, for instance, they perform sensitivity analyses or utilize alternative
effect measures.

As highlighted previously, empirical evidence for the prevalence of competing events and treat-
ment switching in current clinical trials and their effect on trial estimates exists (52, 58, 59, 62,
67, 70, 78). Yet, literature on problems with competing events or treatment switching, their
effect and interpretation in meta-analyses based on aggregate data is currently absent or con-
flicting. While competing events are not mentioned in established resources for review authors
today, the handling of treatment switching simply as a risk of bias has been drawn into question
(63, 71).

Furthermore, as discussed in chapter 3.2.3 and 3.2.4, if standard time-to-event analytical pro-
cedures, in particular Cox models, are applied to derive effect estimates in trials that are af-
fected by either of these issues, the resulting estimates require a distinct interpretation: hazard
ratios under competing events are best interpreted as cause-specific hazards, while the inter-
pretation of treatment switching largely depends on the effect of interest to the trialists, the
intention-to-treat or the per protocol effect.

Given these complications, the lack of empirical investigation and guidance on competing
events and treatment switching in meta-analyses of aggregate data could critically affect the
quality of current evidence syntheses.

Finally, additional time-to-event specific problems in evidence syntheses might exist that are
of particular interest to authors but have not been highlighted yet. Even in absence of method-
ological literature, it is plausible that systematic review authors mention such issues in their
own publications, which has, however, not been assessed to date.

3.4.4. |Interpretation of hazard ratios from meta-analyses

To this point, the discussed issues around time-to-event analyses in evidence syntheses have
primarily focused on analytical hardships. Yet, there are additional challenges particularly as-
sociated with the quantitative outputs of meta-analyses, especially with their adequate inter-
pretation and communication.
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As previously indicated, the HR as a relative effect measure may lead to overinterpretation of
visible treatment effects (138, 163, 164). Leading organizations in health care, including
GRADE and Cochrane, therefore suggest absolute effect measures, for example, risk differ-
ences or a number-needed-to-treat, in addition to relative effects to communicate the results
of quantitative analyses (136, 137, 165, 166).

In absence of individual participant data, absolute effect measures for time-to-event outcomes
are usually calculated based on the pooled HR, which is combined with an absolute population
or control group risk. Because the pooled HR is not time point specific, authors of evidence
syntheses must select adequate time points for their calculation and must navigate certain
pitfalls (166).

Furthermore, as outlined in chapter 3.1.3, the HR itself is not always straightforward to inter-
pret. Additional challenges arise if it is utilized to assess outcomes such as overall survival and
progression-free survival (10, 11). In difference to all-cause mortality and/or relapse of disease,
overall survival and progression-free survival are not referred to as their representing event,
but rather the absence of them. Because the HR is usually calculated based on the hazard
functions for events in the compared groups, this might lead to confusion and endangers
flawed interpretation. Issues might arise, for example, when a pooled HR is used to calculate
an associated absolute effect. That is, because the baseline or control-group risk included in
the calculation can either represent the risk of an event in the population or its absence (10,
11).

Despite these possible pitfalls, the interpretation of the HR and the calculation of absolute
effects in evidence syntheses with aggregate data meta-analyses of time-to-event outcomes
have not yet been assessed.

4. Objectives

Authors of evidence syntheses who are interested in the effects of interventions on time-to-
event outcomes face a great variety of difficulties when meta-analyzing data, interpreting re-
sults, formulating conclusions and communicating their findings.

These difficulties have, however, not been systematically assessed to date and concrete guid-
ance on how to identify, assess and interpret them is lacking.

The objectives of this project were therefore:

1) To systematically explore how the authors of current evidence syntheses in form of sys-
tematic reviews perform meta-analyses of time-to-event outcomes based on aggregate
data, which challenges they face and how they interpret and report their results (papers
1,2 &3).

2) To develop targeted guidance for the inclusion of time-to-event outcomes in evidence

syntheses to support review authors in adequately reporting their proceeding and their
results, and in optimally communicating their certainty in them (papers 4 & 5).
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On time-to-event outcomes in evidence syntheses of randomized controlled trials:
methods, challenges and guidance

Meta-analyses of time-to-event outcomes are associated with distinct challenges, e.qg.:
» Complex methods and assumptions

+ Limited reporting of time-to-event outcomes and analyses in study publications

« Difficult interpretation and presentation of results

Not yet systematically assessed:
? + Characteristics, methods and reporting of evidence syntheses with time-to-event
outcomes and their included trials
» Extent and nature of associated challenges

Characteristics, methods and Characteristics, methods and Presentation of results of
reporting of systematic reviews reporting of trials included in meta-analyses of time-to-event
that include meta-analyses of | meta-analyses of time-to-event | outcomes in form of absolute

time-to-event outcomes outcomes effects in systematic reviews
Method: Method: Method:

Meta-epidemiological study Meta-epidemiological study Meta-epidemiological study
Paper 1 Paper 2 Paper 3

outcomes in current evidence syntheses

O  In-depth investigation of characteristics and challenges of meta-analyses of time-to-event
< - Clarification of the need for and focus of guidance

Guideline for presenting the
results of meta-analyses of
time-to-event outcomes in form
of absolute effects

Guideline for handling
informative censoring as a
study-limitation in evidence

syntheses

Method:

Method: GRADE guideline

GRADE guideline

Paper 4 Paper 5

@ » Improved quality of meta-analyses of time-to-event outcomes
» Improved decisions based on evidence syntheses with time-to-event outcomes

Figure 6: Graphical presentation and connection of the papers included in this dissertation.
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5. Description of the interconnected papers

As shown in figure 6, the papers included in this dissertation can be divided into two groups:
meta-epidemiological studies and systematic guidance articles that build on the insights gen-
erated during these studies.

To determine how authors currently perform meta-analyses of time-to-event outcomes, which
specific challenges they might face, how they deal with these challenges and how they report
their results and evaluations, requires a general exploration of current evidence syntheses.

Following a meta-epidemiological approach, a large sample of methodologically up-to-date
systematic reviews that include meta-analyses of time-to-event outcomes based on aggregate
data from RCTs was systematically identified and assessed. Besides general characteristics
of the reviews and their review methodology, a particular interest was in all time-to-event spe-
cific methods, analyses and additional evaluations, for instance, sensitivity analyses as well
as risk of bias and certainty of the evidence ratings. Target of this sub-project was to charac-
terize the current proceeding with and reporting of meta-analyses of time-to-event outcomes
in order to establish an evidence base for further investigation. A second target was to identify
potential negative as well as best-practice examples that inform the development of guidance.

Conclusive judgements about the challenges that authors of evidence syntheses face when
they conduct their meta-analyses of time-to-event outcomes require the clarification of the con-
ditions in their included trials.

For this reason, an in-depth assessment of general and time-to-event specific methods and
reporting of RCTs included in meta-analyses of a random sub-sample of the afore selected
systematic reviews was performed. This assessment included trial and trial outcome specific
data, for instance, general characteristics and methods, outcome definitions, time-to-event
specific methods, available data as well as trial characteristics that might affect the validity of
time-to-event analyses. Furthermore, relevant data on the handling and reporting of these par-
ticular trial characteristics in review publications were included, for example, which data the
review authors included from trials, whether they mentioned potential shortcomings and how
they addressed them. Together with the results of the first sub-project, this approach allowed
a comprehensive view on the conditions in RCTs and their uptake in systematic reviews. As in
the previous work step, the sub-project builds an evidence base for targeted guidance.

Finally, as previously emphasized, not only the methodological complexities of time-to-event
analyses in meta-analyses, which were assessed in the previous two subprojects, require a
critical assessment, but also how review authors communicate the findings of their analyses.
This includes the adequate interpretation of the HR, i.e., the direction of its effect, and the
correct calculation of absolute effect estimates.

Therefore, a comprehensive assessment of a large sample of oncological Cochrane reviews
was performed. The sample consisted of methodologically up-to-date systematic reviews with
a high prevalence of time-to-event outcomes, which, because of the mandatory presentation
of GRADE Summary of Findings tables in Cochrane reviews, should present absolute effect
estimates based on their pooled HRs. It was assessed whether the absolute effect estimates
were calculated and reported correctly and whether the review authors provided additional
details on their calculations. Besides conclusions on the frequency of correct and incorrectly
calculated absolute effects for time-to-event outcomes, the results of this sub-project allowed
to elicit reasons for potential problems and to build a basis for targeted guidance that supports
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review authors in adequately interpreting time-to-event outcomes and calculating the associ-
ated absolute effects.

The previous three meta-epidemiological studies provide a thorough investigation of the char-
acteristics, challenges and reporting of current meta-analyses of time-to-event outcomes in
evidence syntheses. They elicit the potential as well as possible examples for additional guid-
ance.

Two time-to-event specific issues in evidence syntheses were found most striking and were
backed by practical examples and sufficient methodological literature to inform the develop-
ment of guideline articles: informative censoring and the calculation absolute effects.

For these two issues, targeted guideline articles were developed within the GRADE Working
Group. As highlighted in chapter 3.3.4, the GRADE Working Group is formed by a group of
international experts in clinical epidemiology and GRADE guidance is developed systemati-
cally with a highly structured approach. The development of guidance articles is embedded in
continuous discourse of experts within iterative small- and large group discussions, which en-
sures the high quality and applicability of GRADE guidance (126). The two guidance articles
form the remaining sub-projects of this dissertation.

The consortium of sub-projects that constitute this dissertation should now achieve the over-

reaching project goal: to improve the quality of evidence syntheses with meta-analyses of time-
to-event outcomes and to positively influence the decisions that are informed by them.

30



6. Papers included in this dissertation

Exploring the characteristics, methods and reporting of systematic reviews with meta-
analyses of time-to-event outcomes: A meta-epidemiological study (Paper 1)

Characteristics, reporting and methods of systematic reviews with meta-analyses of time-to-

e eventoutcomes based on aggregate data

Meta-epidemiological study (systematic search (02/2017-08/2020))

+ 50 Cochrane reviews
O » 50 non-Cochrane systematic reviews (Core Clinical Journals)
* =1 meta-analysis based on hazard ratio (HR)
» Duplicate data extraction on review and review time-to-event outcome level

- 100 reviews > 217 analyzed time-to-event outcomes
» Overall survival (41%; 89/217 outcomes)
mm mm ° Progression-free survival (18%; 39/217 outcomes)

Review methods and reporting

Outcomes » Outcome definition reported 48% (104/ 217 outcomes)
» All-cause death part of outcome 57% (124/217 outcomes)

Meta-analysis * Inverse variance random-effects model 57% (57/100 reviews)

General methods * Included analyses types reported 35% (35/100 reviews)

* Mostly intention-to-treat

+ Covariate adjustment of trials reported 13% (13/100 reviews)
* Mostly adjusted and unadjusted or
adjusted preferred before unadjusted

Time-to-event specific » Sources of time-to-event data reported 78% (78/ 100 reviews)
methods per review * HR and confidence intervals: 64%
» Collection of methods: 46%

» Sources of time-to-event data reported 18% (18/100 reviews)
per outcome * HR and confidence intervals: 9%
» Survival curves: 7%

Review handling of trial Additional analyses Specific consideration Mentioned

characteristics with relevance (e.g., sensitivity analyses, | (e.g., bias assessments, in results or discussions
for time-to-event meta-analyses meta-regression) study exclusion)

Missing outcome data

Variable follow-up between trials

Treatment switching

Competing events

Informative censoring

Proportional hazards

O Variable and partially deficient reporting of systematic reviews with meta-analyses of
= time-to-event outcomes

Goldkuhle M, et al. Exploring the characteristics, methods and reporting of systematic reviews with meta-analyses of time-to-event
outcomes: a meta-epidemiological study. BMC Medical Research Methodology. 2024,24(1):291.

Figure 7: Graphical abstract for paper 1 (167).
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6.1. Characteristics, methods and reporting of systematic reviews that
include meta-analyses of time-to-event outcomes (Paper 1)

6.1.1.  Publication status

This article was published in October 2024 in the journal BMC Medical Research Methodology
(167).

The work shares of the individual participants and their involvement in this paper are detailed
in appendix 11.1.1.

Results of this article were presented at the 24" Congress of the German Network for Evi-
dence-based Medicine in Potsdam (168) and at the 27" Cochrane Colloquium in London, UK,
(169) in 2023 (chapter 9.4).

6.1.2. Synopsis (167-169)

Building on the implications elaborated in the introduction, a meta-epidemiological study was
conducted to systematically assess the characteristics, methods and reporting of meta-anal-
yses of time-to-event outcomes in current systematic reviews (167-169).

This systematic assessment was performed according to an a-priori published protocol
(osf.io/5gxbd). It included a sample of 100 systematic reviews with at least one pairwise meta-
analysis of aggregate data from RCTs that addressed a time-to-event outcome based on the
HR. Methodologically specialized review types, such as network meta-analyses, were ex-
cluded. Fifty eligible Cochrane reviews were identified from the Cochrane Database of Sys-
tematic Reviews and systematically selected in a backwards fashion starting with the most
recent publication (08/2020). This ensured a methodologically advanced and up to date sam-
ple of systematic reviews which could also provide possible best-practice examples. A corre-
sponding sample of systematic reviews published in Core Clinical Journals, a MEDLINE filter
limiting the search to the most relevant journals to physicians according to the U.S. National
Library of Medicine (170), was identified through a systematic search on Medline (08/02/2021).
From the collection of reviews published in Core Clinical Journals, 50 additional reviews were
randomly selected, stratified by publication years, so that the final sample for the assessment
comprised 100 systematic reviews.

For the included reviews and each of their individual time-to-event outcomes, data on review
characteristics (e.g., publication dates, populations, interventions, comparisons, outcomes and
trials), the analyzed time-to-event outcomes (e.g., definitions, composition, and presentation),
general review methodology (e.g., analysis types, adjustment for covariates, meta-analysis
methods), time-to-event-specific methods (data basis and recalculation of outcome data) and
handling of specific trial characteristics relevant to time-to-event analysis (e.g., variable follow-
up, competing events, informative censoring, proportional hazards and their interpretation)
were extracted. Data on the results of the analyses (e.g., relative effects and their interpreta-
tion) were also extracted as well as their reporting and the presentation of the results as abso-
lute effects. In agreement with methodological standards, the selection of reviews and the ex-
traction of data were performed in duplicate by two researchers (171). The statistical analysis
was performed descriptively.

The 100 eligible systematic reviews included a total of 217 individual time-to-event outcomes
for which meta-analyses were performed. Most of the reviews assessed oncological research
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questions, followed by questions on cardiovascular diseases, whilst the most frequently en-
countered review outcomes were overall survival and progression-free survival.

The results of the systematic assessment demonstrate that the reporting of systematic reviews
with meta-analyses on time-to-event outcomes occurs inconsistent and occasionally inade-
quate. Outcome definitions, for example, were available for less than half of the total 217 as-
sessed review outcomes. General review methodology, such as the types of trial analyses
included in reviews (e.g., by intention-to-treat, per protocol) or the covariate adjustment status
of included trial estimates, were reported in only few of the 100 reviews. Time-to-event data
were obtained from trial publications with great variability, both in the number of different data
sources and in the methodological depth of the respective recalculation procedures, i.e., rang-
ing from the inclusion of reported HRs to the recalculation of individual patient data from
Kaplan-Meier plots.

Particularly deficient were the discussion and consideration of trial characteristics that affect
the validity of time-to-event analyses, such as variable follow-up between studies, informative
censoring, competing events, treatment switching and proportional hazards. With few excep-
tions, the respective characteristics were only seldomly included in additional assessments,
such as sensitivity analyses or risk of bias assessments, or discussions by the review authors.

This work is the first to systematically assess the reporting of time-to-event analyses at the
review level. A central implication of its findings is the need to increase the reporting quality of
the corresponding evidence syntheses (see chapter 7.4.11). Furthermore, it raises the im-
portance of an assessment of the conditions that review authors face with regard to time-to-
event analyses in the trial publications they include in their syntheses (see paper 2).

6.1.3.  Full manuscript (167)
The supplementary material accompanying this manuscript is provided in appendix 11.1.2.
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Abstract

Background Time-to-event analysis is associated with methodological complexities. Previous research identified
flaws in the reporting of time-to-event analyses in randomized trial publications. These hardships impose challenges
for meta-analyses of time-to-event outcomes based on aggregate data. We examined the characteristics, reporting
and methods of systematic reviews including such analyses.

Methods Through a systematic search (02/2017-08/2020), we identified 50 Cochrane Reviews with > 1 meta-analysis
based on the hazard ratio (HR) and a corresponding random sample (n=50) from core clinical journals (Medline;
08/02/2021). Data was extracted in duplicate and included outcome definitions, general and time-to-event specific
methods and handling of time-to-event relevant trial characteristics.

Results The included reviews analyzed 217 time-to-event outcomes (Median: 2; IQR 1-2), most frequently overall
survival (41%). Outcome definitions were provided for less than half of time-to-event outcomes (48%). Few reviews
specified general methods, e.g., included analysis types (intention-to-treat, per protocol) (35%) and adjustment

of effect estimates (12%). Sources that review authors used for retrieval of time-to-event summary data from
publications varied substantially. Most frequently reported were direct inclusion of HRs (64%) and reference to
established guidance without further specification (46%). Study characteristics important to time-to-event analysis,
such as variable follow-up, informative censoring or proportional hazards, were rarely reported. If presented,
complementary absolute effect estimates calculated based on the pooled HR were incorrectly calculated (14%) or
correct but falsely labeled (11%) in several reviews.
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Conclusions Our findings indicate that limitations in reporting of trial time-to-event analyses translate to the review
level as well. Inconsistent reporting of meta-analyses of time-to-event outcomes necessitates additional reporting
standards.

Keywords Systematic review, Meta-analysis, Time-to-event outcomes, Survival analysis, Reporting quality,
Quantitative analysis

Background To foster prioritization of remedial actions and further
Systematic reviews of time-to-event analyses, also research, this meta-epidemiological analysis explored
referred to as survival analyses, provide fundamental characteristics, reporting and methods of systematic
evidence in many fields of research [1]. In randomized reviews including time-to-event meta-analyses per
controlled trials (RCTs) and non-randomized studies review and per analyzed time-to-event outcome.
alike, time-to-event outcomes combine the occurrence
of events with information about how long they took to =~ Methods
occur, considering the observation time of participants  We followed the Preferred Reporting Items for System-
with and without an event (censored observations). Par-  atic Reviews and Meta-Analyses (PRISMA) checklist’s
ticularly relevant for medical research, e.g., in oncology  adaption to meta-epidemiological research [25]. The
or cardiology, this allows analyzing longer-term out- project is registered under: osf.io/5qxbd.
comes or outcomes which might occur in all participants
at some point, such as death [2, 3]. Prominent measures  Eligibility criteria
of time-to-event data include Kaplan and Meier sur- We included systematic reviews of interventions with
vival plots and probabilities, and the hazard ratio (HR) at least one pairwise meta-analysis based on aggregate
for between-group comparisons [1, 4]. For trial-level data from RCTs. Reviews must have meta-analyzed a
data, HRs are commonly calculated using the Cox pro- minimum of two trials evaluating a health-related time-
portional hazards regression model, which allows the to-event outcome using the HR. We considered any peer-
consideration of relevant covariates [4]. Aggregate data  reviewed full-text review published in English on any
meta-analyses pool HRs from individual RCTs. intervention type, medical field or setting