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A B S T R A C T

Clouds are dominant features in the Earth’s atmosphere, particularly
in the Arctic. There, specifically, low-level clouds are common that
frequently consist of both supercooled liquid and ice simultaneously
and are thus called mixed-phase clouds. These clouds and their pre-
cipitation substantially impact the Earth’s radiative budget by warm-
ing the surface and also affect the Earth’s water cycle. However, lim-
ited observations of Arctic low-level clouds and precipitation lead
to persistent uncertainties in their occurrence and the distribution of
liquid and ice. The latter uncertainty has been indicated to cause a
disagreement in the sign of the cloud feedback in the Arctic across
climate models. To clarify the role of low-level clouds in the Arctic,
accurate observations of their distribution, microphysics, and precip-
itation are required over ocean, sea ice, and land. An improved un-
derstanding of cloud microphysical processes enhances the under-
standing of cloud formation, evolution, and lifetime and is therefore
necessary to improve weather and climate models.

This thesis uses the unique capabilities of airborne radar observa-
tions to characterize Arctic low-level clouds and their precipitation
with a particular focus on mixed-phase clouds and their develop-
ment over the Fram Strait, a critical region for Arctic climate change.
Airborne down-looking radar observations are especially suitable be-
cause they can cover large areas over open ocean and sea ice with
a high spatial resolution and can reach close to the surface. This
way, they can detect clouds that are not detected by other obser-
vational techniques. The investigated airborne observations, which
cover more than 25,000 km over the ocean, were conducted during
four campaigns that took place within the ArctiC Amplification: Cli-
mate Relevant Atmospheric and SurfaCe Processes, and Feedback
Mechanisms ((AC)3) project in spring and summer between 2017 and
2022.

The first study presented in this thesis highlights the need for air-
borne radar observations to observe low-level clouds due to limita-
tions in spaceborne radar observations. By simulating spaceborne
radar observations using the airborne radar measurements, limita-
tions of spaceborne radars are assessed concerning their coarse hor-
izontal and vertical resolution and their blind zone that covers the
lowest kilometer of the atmosphere. Overall, the spaceborne simu-
lations overestimate the observed cloud fraction, particularly when
cold and dry air is advected from the central Arctic over the ocean,
i. e., marine cold air outbreaks that foster low-level cloud formation.
The blind zone of the spaceborne radar simultaneously misses half
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of the precipitation amount coming mostly from light precipitation
events.

The second study focuses on marine cold air outbreaks that offer
unique conditions to study low-level mixed-phase clouds and their
evolution. To characterize the clouds, metrics that describe the roll cir-
culation, as well as cloud macro- and microphysics, are derived from
radar observations and investigated along the fetch, i. e., the distance
an air mass traveled over an open ocean. For two marine cold air out-
break cases of different strengths and with different microphysical
preconditions, discrepancies in cloud and precipitation characteris-
tics, including their evolution within cloud objects, are identified. In
contrast, similarities are found regarding their evolution with fetch.
Moreover, the study highlights that the evolution of snowfall is influ-
enced by microphysical processes, i. e., riming, that are modified by
the roll circulations.

The third study aims to constrain snowfall estimates that highly dif-
fer among existing data sets. The focus lies on a statistical assessment
of snowfall from low-level clouds over the Fram Strait during marine
cold air outbreaks. The retrieved snowfall estimates enable an evalu-
ation of the representation of snowfall in reanalyses. Snowfall rates
are retrieved from the airborne radar reflectivity observations by ap-
plying a power law, a so-called Ze–S relation. An optimal relation has
been derived from radar and precipitation gauge observations at Ny-
Ålesund, Svalbard. The observed snowfall rates over the Fram Strait
during marine cold air outbreaks are, on average, 330 mm year−1 and
generally increase with the fetch. Reanalyses have different shortcom-
ings in representing snowfall: the studied global reanalysis overesti-
mates snowfall occurrence, particularly of light snowfall, resulting in
a total overestimation of snow accumulation along the flight tracks.
In contrast, the studied regional reanalysis underestimates snowfall
occurrences and rates.

Overall, this thesis provides an improved assessment and process
understanding of low-level clouds over the Fram Strait and related
snowfall. The findings are a benchmark to evaluate models and fur-
ther data sets, such as precipitation estimates from the recently
launched satellite EarthCARE.
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Z U S A M M E N FA S S U N G

Wolken bedecken große Teile der Erde, insbesondere in der Arktis.
Dort treten vor allem niedrige Wolken auf, die häufig gleichzeitig
aus unterkühltem Wasser und Eis bestehen. Solche Wolken werden
Mischphasenwolken genannt. Sie erwärmen die Erdoberfläche und
bilden Niederschlag, weshalb sie einen erheblichen Einfluss auf den
Strahlungshaushalt und den Wasserkreislauf der Erde haben. Beobach-
tungen dieser niedrigen arktischen Wolken sind jedoch begrenzt, wes-
halb es erhebliche Unsicherheiten bezüglich der Häufigkeits- und
Phasenverteilung von Wolken und Niederschlag gibt. Ungenauigkei-
ten in der Phasenverteilung von Wolkenpartikeln sind sehr wahr-
scheinlich der Grund für widersprüchliche Wolkenrückkopplungen
in der Arktis zwischen verschiedenen Klimamodellen. Um die Rolle
der niedrigen Wolken im arktischen Klimasystem besser verstehen
zu können, sind genauere Beobachtungen ihres Auftretens, ihrer Mi-
krophysik und ihres Niederschlags über dem Meer, dem Meereis
und dem Land notwendig. Ein detaillierterer Einblick in mikrophysi-
kalische Prozesse verbessert das Verständnis der Wolkenentstehung,
-entwicklung und -lebensdauer. Dies ist essenziell, um Wetter- und
Klimamodelle verbessern zu können.

In dieser Dissertation werden die einzigartigen Möglichkeiten flug-
zeuggestützter Radarbeobachtungen genutzt, um niedrige Wolken
und deren Niederschlag über der Framstraße, einer Region, die stark
vom Klimawandel betroffen ist, zu charakterisieren. Dabei liegt ein
besonderer Schwerpunkt auf Mischphasenwolken und deren Entwick-
lung. Flugzeuggestützte Radarbeobachtungen sind dafür besonders
geeignet, weil sie weite Gebiete über dem offenen Meer und dem
Meereis mit einer hohen räumlichen Auflösung abdecken können
und Wolken bis wenige hundert Meter über der Erdoberfläche detek-
tieren können. Dadurch können sie Wolken messen, welche mit an-
deren Messmethoden nicht detektierbar sind. Die untersuchten Mes-
sungen umfassen eine Strecke von mehr als 25,000 km über dem Meer.
Sie wurden im Rahmen des (AC)3 Projektes während vier Kampagnen
im Frühjahr und Sommer zwischen 2017 und 2022 aufgezeichnet.

Die erste Studie dieser Dissertation betont die Notwendigkeit flug-
zeuggestützter Radarbeobachtungen für die Erforschung niedriger
Wolken, welche nur eingeschränkt durch satellitengestützte Radare
detektiert werden. Mithilfe der flugzeuggestützten Radarmessungen
werden satellitengestützte Radarbeobachtungen simuliert und Gren-
zen satellitengestützter Radare im Hinblick auf ihre grobe horizontale
und vertikale Auflösung, sowie der Rückstreueffekte vom Erdboden,
welche die Messungen im untersten Kilometer überlagern, bewertet.
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Insgesamt überschätzen die Simulationen die beobachtete Wolken-
häufigkeit, insbesondere dann, wenn kalte und trockene Luft aus der
zentralen Arktis über das Meer transportiert wird. Solche Situationen
werden marine Kaltluftausbrüche genannt und tragen stark zur Bil-
dung niedriger Wolken bei. Außerdem detektieren satellitengestützte
Radare durch die Rückstreueffekte nahe des Erdbodens nur die Hälfte
des meist leichten Niederschlags.

Die zweite Studie befasst sich mit marinen Kaltluftausbrüchen, die
gute Bedingungen für die Untersuchung niedriger Mischphasenwol-
ken und deren Entwicklung bieten. Es werden Metriken zur Beschrei-
bung der mesoskaligen Zirkulation und der Wolkenmakrophysik und
-mikrophysik aus Radarbeobachtungen abgeleitet und als Funktion
der Entfernung, die eine Luftmasse über dem offenen Meer zurück-
gelegt hat, untersucht. Zwei unterschiedlich intensive marine Kaltluft-
ausbrüche, die verschiedene mikrophysikalische Voraussetzungen
aufweisen, zeigen unterschiedliche Wolken- und Niederschlagscharak-
teristika. Gerade die Entwicklung der Wolkeneigenschaften innerhalb
der Wolkenobjekte ist unterschiedlich, während die Entwicklung mit
der zurückgelegten Distanz über dem offenen Meer ähnlich ist. Die
Studie zeigt außerdem, dass die Entwicklung des Schneefalls durch
mikrophysikalische Prozesse beeinflusst wird, die durch die mesoska-
ligen Zirkulationen verändert werden.

Das Ziel der dritten Studie ist es, Abschätzungen von Schneefall-
raten zu verbessern, da diese zwischen verschiedenen Datensätzen
stark variieren. Dies wird durch eine statistische Analyse des Schnee-
falls niedriger Wolken erreicht, die während mariner Kaltluftausbrü-
che über der Framstraße auftreten. Die abgeleiteten Schneefallraten
ermöglichen eine Bewertung der Darstellung von Schneefall in Re-
analysen. Die Schneefallraten werden von den flugzeuggestützten
Beobachtungen der Radarreflektivität ermittelt, indem eine sogenan-
nte Ze–S Beziehung angewendet wird. Diese Beziehung wird aus bo-
dengestützten Beobachtungen eines Radars und eines Niederschlags-
messers aus Ny-Ålesund, Spitzbergen, abgeleitet. Die beobachteten
Schneefallraten während mariner Kaltluftausbrüche über der Fram-
straße betragen im Durchschnitt 330 mm Jahr−1 und nehmen im All-
gemeinen mit dem Abstand zur Meereiskante zu. Reanalysen stellen
diesen Schneefall unterschiedlich dar: Die untersuchte globale Reana-
lyse überschätzt das Auftreten von Schneefall, insbesondere der gerin-
gen Schneefallraten, und dadurch den akkumulierten Schneefall ent-
lang der Flugrouten. Die untersuchte regionale Reanalyse hingegen
unterschätzt das Auftreten von Schneefall sowie die Schneefallraten.

Diese Dissertation untersucht niedrige Wolken und deren Nieder-
schlag über der Framstraße und verbessert damit das Prozessver-
ständniss dieser Wolken. Die Ergebnisse können als Referenz für zu-
künftige Modellevaluierungen und Beobachtungsvalidierungen, wie
zum Beispiel des kürzlich gestarteten Satelliten EarthCARE, dienen.
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1
I N T R O D U C T I O N

1.1 motivation

Arctic amplificationThe Arctic climate system has changed profoundly within the past
four decades: Arctic near-surface temperatures have increased nearly
three times as much as the global average near-surface temperature
(Zhou et al., 2024). This phenomenon is called Arctic amplification
(Serreze and Barry, 2011; Wendisch et al., 2023). In turn, Arctic ampli-
fication affects further Arctic climate system components, e. g., late-
summer sea ice cover halved over the past 40 years (Screen, 2021).

feedbacksGenerally, a perturbed climate component affects further climate
components that simultaneously feed back on the original pertur-
bation, which can be either amplified (positive feedback) or damp-
ened (negative feedback). Feedbacks occur all over the globe, how-
ever, some feedbacks are strongest in the unique polar environments
(Wendisch et al., 2023). In polar regions, the surface radiation budget
is exceptional due to low solar zenith angles, polar day and night, and
high surface albedo. Furthermore, the thermodynamic conditions are
highly unique. The low solar radiation leads to extremely cold condi-
tions, and meridional advection of air from the mid-latitudes evokes
frequent near-surface temperature and moisture inversions. These
Arctic thermodynamic processes provoke low-level clouds that are
very persistent compared to other places on Earth (Morrison et al.,
2012; Shupe et al., 2008a; Solomon et al., 2011). Finally, interactions
with the cryosphere play an important role in polar regions.

cloud feedbackTo date, Arctic clouds warm the surface (Curry et al., 1996; Intri-
eri et al., 2002; Shupe and Intrieri, 2004), i. e., by roughly +10 W m−2

over the Arctic ocean (Kay and L’Ecuyer, 2013). Future warming and
moistening of the Arctic atmosphere will likely affect cloud proper-
ties such as cloud frequency, height, and phase. These changes impact
the Earth’s radiative budget, quantified by the cloud height, cloud
amount, and cloud phase feedback (Zelinka et al., 2017). Altogether,
these mechanisms contribute to the cloud feedback. Nevertheless, the
sign and magnitude of the cloud feedback are uncertain (Block et
al., 2020; IPCC, 2013): first, the warming effect of low-level clouds
obtained by models is not well understood nor constrained by ob-
servations yet. Second, the cloud-phase feedback is highly uncertain
(Goosse et al., 2018; Storelvmo et al., 2015; Tan et al., 2016). Due to
warming, the phase partitioning of clouds should change from ice to
liquid-dominated. The higher liquid content increases the cloud op-
tical thickness and cloud albedo (Curry, 1995; Sun and Shine, 1994).
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2 introduction

On average, the cloud-phase feedback is thus negative (Storelvmo
et al., 2015). However, the temperature at which the phase will shift
significantly is highly uncertain, leading to a debate about the sign
of the overall cloud feedback (Mitchell et al., 1989; Storelvmo et al.,
2015; Tan and Storelvmo, 2016). Moreover, an increased cloud liquid
fraction likely affects the precipitation amount, the mass loss, and
thus the cloud amount feedback (Storelvmo et al., 2015). However, the
cloud feedback is not independent, e. g., also the sea ice retreat causes
more open ocean and likely increases the cloud amount, mainly of
low-level liquid-bearing clouds (Cesana et al., 2024). It is of global
relevance to constrain the current feedback of Arctic low-level clouds
(IPCC, 2013), its implication on Arctic amplification, and its future
changes because the Arctic affects the global climate and weather, in-
cluding extreme events (Cohen et al., 2014; Francis and Vavrus, 2012,
2015).

model deficit Yet, substantial uncertainty persists regarding the relevance of the
various mechanisms contributing to Arctic amplification (Block et al.,
2020) and the prediction of Arctic future warming, which is expected
to accelerate (Overland et al., 2014; Pan et al., 2023). However, the
coverage of low-level stratiform clouds, which is one of the most sub-
stantial sources of uncertainty in this context (Mioche et al., 2015), is
underestimated by global and regional climate models (Fletcher et al.,
2016a; Geerts et al., 2022). This is because models parameterize sub-
grid-scale processes (Roode et al., 2019; Tomassini et al., 2017). More
accurate thermodynamic, cloud, and sea ice observations are vital to
constrain the model output and foster the process understanding for
enhanced parametrizations in global and regional climate model sim-
ulations (IPCC, 2013; Tan et al., 2016). Especially in the Arctic, the
phase partitioning within clouds has to be represented more realis-
tically (e. g., Curry et al., 2000; Field et al., 2014; Klein et al., 2009;
Morrison and Pinto, 2006; Prenni et al., 2007; Sandvik et al., 2007).
To achieve this, in particular, understanding cloud processes, which
affect the cloud feedback and lifetime, must be facilitated.

aim of this thesis The launch of satellites equipped with remote sensing instruments,
such as CloudSat in 2006, improved cloud observations in the Arctic
that, however, remain a challenge. CloudSat’s active remote sensing
instruments cover large parts of the Arctic and enable the investiga-
tion of the vertical cloud structure (Milani and Kidd, 2023). However,
it is challenging to assess low-level hydrometeors from these space-
borne instruments (Liu, 2022; Palerme et al., 2019). This limitation can
be overcome by high-resolution airborne radar observations that bet-
ter resolve inhomogeneities of low-level clouds reaching closer to the
ground (Mech et al., 2019). This study thus exploits airborne radar ob-
servations to characterize the micro- and macrophysics of low-level
clouds and their precipitation over the Fram Strait.
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1.2 cloud observations in the arctic

Sampling clouds in the Arctic is a challenge. Ideally, observations
sample the three-dimensional structure of the atmosphere continu-
ously in time, covering the entire Arctic with a high resolution in
space and time. Only such observations would resolve temporal vari-
ations and spatial differences in cloud structures and microphysics
that are provoked by, e. g., atmospheric dynamics, variations in sur-
face properties, and topography (Shestakova et al., 2022; Walter and
Overland, 1984; Wendisch et al., 2024). Currently, Arctic clouds are
observed by in-situ (e. g., Moser et al., 2023; Vochezer et al., 2016) and
remote sensing approaches (e. g., Chellini et al., 2023a; Griesche et
al., 2020) from ground-based (e. g., Geerts et al., 2022; Gierens et al.,
2020), airborne (e. g., Klingebiel et al., 2023; Maherndl et al., 2024a),
or spaceborne (e. g., Mateling et al., 2023; Murray-Watson et al., 2023)
instruments. However, all measurement techniques suffer limitations.

in-situ observationsIn-situ instruments sample the air that surrounds the sensor. In-situ
cloud observations are commonly taken on board an aircraft with
a high temporal and spatial resolution (e. g., Morrison et al., 2011).
However, their spatial and temporal coverages are limited because
only one specific location can be sampled along flight tracks.

remote sensing
observations

Contrarily to in-situ instruments, remote sensing instruments can
be applied far off the location of interest, making ground-based (e. g.,
Mages et al., 2023; Shupe et al., 2008a), airborne (e. g., Ruiz-Donoso et
al., 2020), and spaceborne (e. g., Mioche et al., 2015) applications pos-
sible. The application on various platforms allows the adaptation of
the resolution and coverage of the observation to different needs. Re-
mote sensing instruments retrieve information about the atmosphere
by receiving radiation (Petty, 2006). A distinction is made between
active and passive remote sensing.

active remote
sensing

Active remote sensing instruments receive radiation that has been
transmitted previously and is then backscattered by hydrometeors
within the atmosphere. In doing so, active remote sensing resolves
the atmosphere vertically. Here, lidars (short for LIght Detection And
Ranging) and radars (RAdio Detection And Ranging) are essential in-
struments used within this thesis’s framework (see Sect. 1.5). Lidars
transmit radiation between 250 nm and elevenµm and are thus sensi-
tive to small particles (Weitkamp, 2005). However, already a relatively
small number of hydrometeors extincts the lidar signal and makes
an assessment of the whole atmospheric column impossible. Radars
transmit longer wavelengths within the milli- to micrometer range
and are thus sensitive to larger particles (Doviak and Zrnić, 2006).
Such microwave radars can penetrate the entire atmosphere because
clouds are semitransparent within the microwave spectrum (Ulaby
and Long, 2014).
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Passive remote sensing instruments receive attenuated thermalpassive remote
sensing emissions (Petty, 2006). In the microwave regime, they retrieve infor-

mation over the entire atmospheric column (Ulaby and Long, 2014).
However, the signals are column integrals that include numerous
emission sources and cannot be directly assigned to hydrometeors at
a specific location. For downward-looking instruments, the received
microwave signal originates both from the atmosphere and the Earth’s
surface.

ground-based
observations

Arctic ground-based supersites provide already long time series.
Nevertheless, only a few land-based observatories exist, such as the
research base operated by the German Alfred Wegener Institute for
Polar and Marine Research (AWI) and the French Polar Institute Paul-
Émile Victor (IPEV) (AWIPEV) (Neuber, 2006) at Ny-Ålesund, Svalbard,
the Summit station (Shupe et al., 2013) in Greenland, the Barrow At-
mospheric Baseline Observatory (Vasel et al., 2020) near Utqiagvik,
Alaska, or the Eureka observatory (Shupe, 2011) in Canada. Over the
ocean, observations obtained aboard research vessels during short-
term cruises (e. g., Kanzow, 2023; Renfrew et al., 2019) or drifting
campaigns (Shupe et al., 2022; Uttal et al., 2002), and buoy obser-
vations (Ignatius and Ortmeyer, 2004) expand the ground-based data
set. Ground-based active remote sensing observations are especially
interesting, as they accurately resolve the lower atmosphere. Never-
theless, the specific environmental conditions at each ground-based
measurement site, e. g., land-sea contrast or orography, influence the
observations and make a generalization of the observations over the
entire Arctic impossible (Mioche et al., 2015).

spaceborne remote
sensing

Cloud observations from above benefit from higher spatial cover-
age than ground-based observations. This applies, in particular, to
remote sensing from satellites. So far, spaceborne active remote sens-
ing is rare. Radar observations, for example, have been only retrieved
aboard the CloudSat (since 2006; Stephens et al., 2002) and Earth-
CARE (since 2024; Illingworth et al., 2015; Wehr et al., 2023) satellites
and provide just a cross section of the atmosphere. Unfortunately,
spaceborne radars do not resolve cloud properties close to the ground
due to strong backscatter signals from the surface, so-called ground
clutter (Lamer et al., 2020; Liu, 2022; Maahn et al., 2014; Palerme et
al., 2019). Spaceborne passive remote sensing instruments operating
within the visible, infrared, or microwave spectrum cover a wider
swath than active instruments, however, frequently fail to discrimi-
nate Arctic low-level cloud and surface signals. Within the microwave
spectrum, the low-level cloud fraction is underestimated because of
brightness temperature differences between the surface and clouds
that are too small (Milani and Kidd, 2023; Mioche et al., 2015). In con-
clusion, satellite remote sensing experiences substantial limitations in
observing clouds below 1 km height.
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As described above, remote sensing instruments can also be in- airborne remote
sensingstalled on aircraft. Compared to coarsely resolved spaceborne obser-

vations that suffer ground clutter over many heights, airborne remote
sensing can better resolve inhomogeneities of low-level clouds reach-
ing closer to the ground (Mech et al., 2019). However, airborne mea-
surements are limited to campaigns. To generalize findings, multiple
campaigns have to be conducted that cover different periods of the
year and take place as long as possible (Wendisch et al., 2023). Such
campaigns have been successfully performed within the framework
of the project ArctiC Amplification: Climate Relevant Atmospheric
and SurfaCe Processes, and Feedback Mechanisms ((AC)3) (Wendisch
et al., 2023; Sect. 1.5).

cloud occurrenceSpaceborne active remote sensing observations indicate that clouds
occur more frequently in the Arctic than over the entire Earth, for
which the average cloud cover is roughly 70 % (Stubenrauch et al.,
2013). Averaged over the Arctic, the cloud cover is lowest in win-
ter (60–70 %) and highest in autumn (80–100 %; Mioche et al., 2015).
At Ny-Ålesund, Svalbard, ground-based remote sensing observations
that reach just above the ground confirm this annual cycle of cloud
cover between the years 2016 and 2018 (Gierens et al., 2020). Over
the Fram Strait west of the Svalbard archipelago, the cloud cover is
roughly 70 % in summer and 90 % at other times and thus above the
respective seasonal Arctic-wide averages (Mioche et al., 2015).

low-level cloud
occurrence

Clouds at different heights contribute to this cloud cover. With 50 %
of the observed clouds being low-level stratus, low-level clouds are
very prominent in the Arctic, partly due to the advection of moist air
above near surface inversions (Eastman and Warren, 2010; Liu et al.,
2012; Mioche et al., 2015; Shupe et al., 2006). Over the Arctic Ocean,
low-level clouds are even more dominant: active remote sensing ob-
servations indicate that roughly 80 % of the clouds observed between
2006 to 2011 occurred below 2 km altitude (Liu et al., 2012).

low-level
mixed-phase cloud
occurrence

Arctic low-level clouds frequently consist of supercooled liquid
droplets and ice particles simultaneously – so-called Mixed-Phase
Clouds (MPCs) (Sect. 2.2). From autumn until the beginning of sum-
mer more than 40 % of the clouds detected from space over the Sval-
bard region are MPCs with cloud top heights between 500 m and 3 km
(see Table 1.1; Mioche et al., 2015). This low-level MPC occurrence de-
pends on the surface cover and is thus even higher over open water
such as the Fram Strait.

Over Ny-Ålesund, however, substantial discrepancies remain be-
tween MPC observations from ground-based (Gierens et al., 2020) and
synergetic satellite radar and lidar remote sensing (Mioche et al., 2015;
see Table 1.1): ground-based observations detect overall fewer low-
level MPCs and the annual cycle of MPCs occurrence is reversed be-
tween the two data sets. Part of the differences can presumably be ex-
plained by the different considered time periods and cloud lifetimes
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Table 1.1: Mean occurrence of low-level Mixed-Phase Clouds with cloud
tops between 500 and 3000 m height in the region around the
Svalbard archipelago between 2007 and 2010. The values are from
Mioche et al. (2015).

Season Over open water Over sea ice Over land

Winter 48 % 42 % 40 %
Spring 53 % 41 % 38 %
Summer 34 % 34 % 36 %
Autumn 44 % 40 % 42 %

in these two data sets. However, this is unlikely to explain the strik-
ing differences between ground-based and spaceborne observations.
Instead, the two-year period covered by the ground-based observa-
tions might be too short to capture cloud variability accurately. Con-
versely, spaceborne instruments exhibit a number of limitations that
might be responsible for the discrepancies: the spaceborne radar con-
ceals spatial cloud patterns along the track due to its coarse resolution
and stretches or fails to detect shallow clouds due to its pulse length
(Lamer et al., 2020), it does not capture clouds due to ground clut-
ter inside the lowest kilometer of the atmosphere (Lamer et al., 2020;
Liu, 2022; Palerme et al., 2019), and it fails to detect clouds due to its
limited sensitivity. In particular, the blind zone effect might reduce
the observed cloud cover in summer, when clouds are often below
1 km height (Maahn et al., 2014). The spaceborne lidar can sample
the entire atmospheric column, however, its signal might be attenu-
ated by high clouds. Moreover, the low amount of ice within MPCs

might be below the lidar’s detection limit, leading to a misclassifica-
tion of MPCs as liquid clouds (Gierens et al., 2020). For these reasons,
airborne remote sensing is needed to reduce the uncertainty of low-
level MPC observations and to solve the puzzle of why ground-based
and spaceborne remote sensing MPC observations differ substantially.

1.3 marine cold air outbreaks

Marine Cold Air Outbreaks (MCAOs) might occur whenever cold air
flows over warm water. Then, roll circulations develop perpendicular
to the flow that form cloud streets (Fig. 1.1), which are well visible
in satellite images. These clouds are often mixed-phase (e. g., Geerts
et al., 2022; Kirschler et al., 2023; Tornow et al., 2021). Extreme sur-
face heat fluxes (Brümmer, 1996) strengthen convection within the
Atmospheric Boundary Layer (ABL) and deepen the ABL downstream.
With distance over the open water, the low-level cloud streets thus
deepen and transform into closed and open cellular convection, lead-
ing to a cloud breakup. MCAOs occur frequently in the cold air sector
of extratropical cyclones (Afargan-Gerstman et al., 2020; Fletcher et
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Figure 1.1: Cloud streets during a Marine Cold Air Outbreak on 4 April 2022

from an airborne perspective. The picture was taken by Mario
Mech.

al., 2016b; Kolstad et al., 2009; Papritz and Grams, 2018). They have a
lifetime of roughly a few days, a horizontal scale of 1,000 km (Fletcher
et al., 2016b), and can occur worldwide. Nevertheless, they are more
common and intense in the Northern than in the Southern Hemi-
sphere, where they occur 70 % less frequently during winter (Fletcher
et al., 2016b). The frequency of occurrence of MCAOs has a seasonal
cycle: for the Northern Hemisphere, MCAOs occur most frequently in
winter, by half less in spring and autumn, and not at all in summer,
when temperature contrasts between the Arctic air and ocean are low
(Fletcher et al., 2016b).

Arctic marine cold
air outbreaks

Especially in the Arctic, MCAOs appear when cold and dry air flows
from the ice-covered central Arctic southward over the open ocean.
Over the Nordic Seas, European Centre for Medium-range Weather
Forecast (ECMWF) ReAnalysis version 5 (ERA5) data and CloudSat ob-
servations reveal that most MCAOs are located over the Fram Strait
year-round (Mateling et al., 2023), occurring two-thirds of the time
during their primary season from December to March (Dahlke et al.,
2022). The MCAO events over the Fram Strait are also the strongest
Arctic MCAOs (Fletcher et al., 2016b; Papritz and Spengler, 2017). A
persistent anticyclonic blocking over the North Atlantic or Greenland
and anomalous low pressure over the Barents or Kara Seas often
causes these long-lasting MCAOs (e. g., Dahlke et al., 2022; Kolstad
et al., 2009; Terpstra et al., 2021). Then, the magnitude of the zonal
pressure gradient over the Fram Strait determines the MCAO strength
(Dahlke et al., 2022). Moreover, the passage of Arctic cyclones goes
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over the Fram Strait and increases the frequency of MCAO occur-
rences.

implications on
climate

MCAOs are relevant for climate research as their cloud formation
induces an above-average surface longwave warming (Sect. 2.1). Nev-
ertheless, this warming is an order of magnitude smaller than the
concurrent cooling by surface heat fluxes (Fletcher et al., 2016a). Arc-
tic MCAOs have, moreover, enormous implications on Arctic and mid-
latitudinal weather and climate as they are the dominant mechanism
for energy exchange (Pithan et al., 2018) and air mass transformation
between both regions (Papritz and Spengler, 2017; Pithan et al., 2018).
The cold air advection is frequently responsible for severe weather in
North America, Europe, and East Asia (Abel et al., 2017; Papritz and
Grams, 2018; Papritz and Spengler, 2017; Turner and Marshall, 2011a).
One example was the "Beast from the East" that brought heavy snow-
fall and freezing across Europe in February 2018. During this event,
88 % of the snowfall in Europe was attributed to evaporation over the
Barents Sea, which was anomalously warm and ice-free (Bailey et al.,
2021). Reanalysis data show that over the past 40 years, the decline in
sea ice in the Barents Sea during autumn and winter increases evap-
oration (Bailey et al., 2021) and changes the circulation patterns by
increasing the occurrence of blocking situations (Liu et al., 2012) and
thus MCAOs. As a result, the maximum snowfall in Europe increases
by 1.6 mm water equivalent per year (Bailey et al., 2021). In the future,
the Arctic is predicted to be the major moisture source for Europe and
to influence the mid-latitudinal weather even more than today (Bai-
ley et al., 2021). Moreover, some Arctic MCAOs generate polar lows
(Meyer et al., 2021; Terpstra et al., 2021) that can induce further se-
vere weather (e. g., Abel et al., 2017; Kolstad et al., 2009; Landgren
et al., 2019; Shapiro et al., 1987).

implications on the
ocean

The intense surface heat fluxes during MCAOs and associated polar
lows also modify the ocean. Thus, 60–80 % of the oceanic heat loss in
the Nordic Seas during winter is due to MCAOs (Papritz and Spengler,
2017). This enhances the northward transport of heat, favors deepwa-
ter production, and strengthens the oceanic meridional overturning
circulation (Condron and Renfrew, 2013; Dickson et al., 1996; Isachsen
et al., 2013; Papritz and Spengler, 2017; Terpstra et al., 2021).

implications on
precipitation

MCAOs additionally affect the evolution of precipitating clouds, en-
hance the precipitation rates, and shape the Earth’s water cycle (Abel
et al., 2017; Brümmer, 1997). Over the North Atlantic, snowfall oc-
curs most often during MCAO conditions regardless of its intensity or
season (Mateling et al., 2023). During these MCAOs, nevertheless, most
snowfall is light (<0.1 mm h−1), while heavy snowfall rates
(>0.1 mm h−1) are relatively more common during non-MCAO con-
ditions (Mateling et al., 2023).

To assess the driving factors and the global impact of MCAOs, inter-past trend

connections between meteorological parameters and MCAOs, as well
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as teleconnections between different regions, have been studied with
monthly resolution (Dahlke et al., 2022). Over the past 40 years, the
MCAO strength over the Fram Strait decreased in December and Jan-
uary (Dahlke et al., 2022) because the Arctic warmed strongest in the
lower troposphere (Dahlke et al., 2020; Graversen et al., 2008; Serreze
et al., 2009). Retreating sea ice in the Barents Sea during these months
was typically associated with high pressure to the east and cyclones
to the west of the Barents Sea (Crasemann et al., 2017). However, in
March, the MCAO strength increased over the past 40 years. This is
because sea ice retreat in the Barents Sea provoked more frequent
cyclones in this region, inducing northerlies and thus MCAOs in the
Fram Strait (Dahlke et al., 2022). Moreover, the region north of Sval-
bard indicates that sea ice loss (Onarheim et al., 2014) can strengthen
MCAOs and convective boundary layers locally (Tetzlaff et al., 2014).

model representationAccurate forecasts of MCAO events are important, but the intercon-
nection with environmental conditions and worldwide teleconnec-
tions (Dahlke et al., 2022) likely increase the uncertainty of predic-
tions. Different models that resolve different scales do not represent
MCAOs well: the roll formation and thin ABL within the initial phase of
MCAOs are roughly reproduced by idealized high-resolution models
(e. g., Gryschka and Raasch, 2005; Liu et al., 2004). Nevertheless, Liu
et al. (2004) did not explicitly resolve small-scale turbulence, while
Gryschka and Raasch (2005) did not represent cloud ice. The MCAO

low-level stratiform clouds over open water and the timing of their
breakup are generally not well captured by many kinds of models,
such as single-column models, cloud-resolving models (Klein et al.,
2009), Large Eddy Simulations (LESs) (Roode et al., 2019), and regional
and global numerical weather predictions (Field et al., 2017).

Regardless of their resolution, all models mentioned above param-
eterize cloud microphysics. In many models, the conversion from su-
percooled liquid water to ice particles is too strong (Field et al., 2014;
Kiszler et al., 2023; Klein et al., 2009), which influences the timing of
the transition (Roode et al., 2019). A discussion about possible model
improvements can be found in Sect. 2.2.2.

1.4 arctic precipitation

observation deficitThe spatial and temporal coverage of accurate in situ and remote
sensing precipitation observations is poor in the Arctic increasing
the uncertainty of precipitation estimates, especially over the Arctic
sea ice and ocean (Vihma et al., 2016). Snowfall observations during
MCAOs are particularly uncertain for two main reasons: first, the shal-
low snowfall is missed by spaceborne radars due to their blind zones
(Lerber et al., 2022b). Second, light snowfall is missed by spaceborne
passive remote sensing instruments because of too little snowfall sig-
nals compared to the highly variable background signal coming from
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the surface (Milani and Kidd, 2023). Within the framework of the
Global Precipitation Climatology Project (GPCP), an observational pre-
cipitation data product is retrieved that covers the entire Arctic from
1979 onwards by merging gauges and satellite observations (Adler et
al., 2018). However, even the merged data are highly uncertain and as-
sumed to perform worse than reanalyses (Serreze et al., 2005). This is
despite the fact that reanalyses are affected by model limitations and
by the lack of reliable observations assimilated (Zhang et al., 2013).
Since snowfall is highly variable in time and space, good data cov-
erage is essential for accurate data assimilation. Therefore, despite
their limitations, both the latest global reanalysis ERA5 (Hersbach et
al., 2020) and the novel, higher-resolved Copernicus Arctic Regional
ReAnalysis (CARRA) (Yang et al., 2023) are frequently used to study
precipitation in the Arctic.

precipitation pattern Mechanisms that provoke precipitation in the Arctic vary spatially,
leading to a pronounced precipitation pattern. Over the North At-
lantic, cyclones advect heat and moisture into the Arctic and thus en-
hance precipitation rates (Lerber et al., 2022b). Over Greenland, most
precipitation falls during southerly winds (Castellani et al., 2015) that
advect moist air from ice-free areas around Greenland. Thus, the an-
nual cycle of precipitation over Greenland has a maximum in summer
and a minimum in spring (Castellani et al., 2015). Furthermore, pre-
cipitation microphysics vary spatially: in contrast to over the North
Atlantic, snowfall over the Greenland ice sheet has little to no Liquid
Water Path (LWP) (Castellani et al., 2015), which indicates that ice pro-
cesses dominate.

A similar large-scale pattern of Arctic precipitation is captured
by ERA5, the Coupled Model Intercomparison Project Phase 5 and 6

(CMIP5 and 6), GPCP, and CloudSat data: the precipitation rates are low-
est over central Greenland and highest along the coast of Greenland,
over the Greenland Sea, Barents Sea, and Fram Strait (Edel et al., 2020;
Lerber et al., 2022b; McCrystall et al., 2021). However, the strength of
long-term precipitation rates varies, i. e., from 1 (CMIP5 and 6 and GPCP;
McCrystall et al., 2021) to 2 mm day−1 (ERA5 and CloudSat; Lerber et
al., 2022b; McCrystall et al., 2021) over the Fram Strait. This difference
could be caused by MCAOs (Lerber et al., 2022b).

past precipitation
trend

The variability in precipitation rates averaged over the entire Arctic
is large among the different data sets: precipitation rates from ERA5

reanalysis data, CMIP5 and 6 model data, and GPCP observations show
a yearly uncertainty of roughly 30 % since 1997 (McCrystall et al.,
2021). The large uncertainties in Arctic precipitation estimates cause
different long-term precipitation trends among the data sets: models
and reanalyses capture an apparent increase in precipitation related
to warming, which varies spatially and seasonally and is especially
strong over the Arctic Ocean (Bintanja, 2018; IPCC, 2013; McCrys-
tall et al., 2021; Vihma et al., 2016). Moreover, models and reanalyses
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show frequent shifts from solid to liquid precipitation over the past
years (Bintanja and Andry, 2017; Vihma et al., 2016). CMIP5 and 6 sim-
ulations show a decreasing ratio of snowfall to the total precipitation
occurrence over time reaching roughly 67 % in 2005, when the histor-
ical period for the CMIP5 model simulation ended (McCrystall et al.,
2021). The trend in precipitation amount retrieved by models and re-
analyses is in stark contrast to observations that show no clear trend
(Boisvert and Stroeve, 2015; McCrystall et al., 2021; Vihma et al., 2016).
Nevertheless, observations confirm a decrease in snowfall fraction
for the Atlantic sector of the Arctic (Łupikasza and Cielecka-Nowak,
2020), e. g., ground-based observations at Ny-Ålesund reported sev-
eral periods of heavy rain in recent winters (Maturilli et al., 2013).

In the future, precipitation rates are predicted to increase by 30 future precipitation
trendto 60 % until the year 2100 (Bintanja and Andry, 2017; Bintanja and

Selten, 2014; Vihma et al., 2016). The Arctic is expected to become
moister because warmer air contains more water (Bintanja, 2018;
Mudryk et al., 2020; Screen and Simmonds, 2010). This increased
humidity might originate from locations affected by future sea ice
decline (Bintanja and Selten, 2014; Boisvert and Stroeve, 2015; Serreze
et al., 2012; Vihma et al., 2016) or might be advected by frequent pole-
ward moisture transports (Hao et al., 2019; Wang et al., 2024; Woods
et al., 2013; Zhang et al., 2013). Compared to past climate projections,
more recent projections predict an even stronger increase in Arctic
precipitation and an Arctic that is sooner rainfall-dominated during
summer and autumn (McCrystall et al., 2021). However, uncertainties
in the models, the moisture transport, and the sea ice distribution ex-
ist (Cai et al., 2024).

implications on
climate

Improving the knowledge on present and future Arctic precipita-
tion is essential because increased Arctic rainfall will have tremen-
dous implications for the Arctic climate system. Rain that falls on
snow and ice influences the surface properties and reduces the sur-
face albedo. The decrease in surface albedo leads to an increase in
near-surface air temperature, causing further (sea) ice and snow de-
cline, known as the sea-ice albedo and snow-albedo feedback (Per-
ovich et al., 2002). The Greenland ice sheet mass balance will decrease,
which will cause the global sea level to rise (Fettweis et al., 2013; Olt-
manns et al., 2019). More meltwater will increase the river discharge
(Wu et al., 2005; Zhang et al., 2013), which in turn will increase the
freshwater and heat content of the Arctic Ocean, particularly at the
shelves where the ice volume shrinks (Park et al., 2020). Moreover,
permafrost will melt, which increases the risk of slush avalanches
(Hansen et al., 2014). In conclusion, rain in the Arctic represents a
major hazard for wildlife and society (Hansen et al., 2014).
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1.5 opportunities provided by the (AC)3
project

Improving the understanding of Arctic amplification is tackled within
the framework of the Transregional Collaborative Research Centre TR
172 “ArctiC Amplification: Climate Relevant Atmospheric and Sur-
faCe Processes, and Feedback Mechanisms ((AC)3)" funded by the Ger-
man Research Foundation (Wendisch et al., 2023). The aim of (AC)3 is
to identify, investigate, evaluate, and quantify the contribution of the
critical processes to Arctic amplification. To do so, observations ob-
tained at ground stations, on land and vessels, from balloons, aircraft,
and satellites, as well as model data, are analyzed and developed
(Wendisch et al., 2023).

ground station The land station from which data are investigated within (AC)3 and
within this thesis is the French-German AWIPEV (Neuber, 2006). It is
located at Ny-Ålesund, Svalbard, close to the coast of the Kongsfjor-
den, surrounded by 500–1,000 m high mountains. For Ny-Ålesund,
a long-term data record of radiosondes is available since 1992 (Ma-
turilli et al., 2013). Meteorological observations are obtained at the
atmospheric observatory that hosts a 94 GHz cloud radar and a Hu-
midity And Temperature PROfiler (HATPRO) microwave radiometer,
among other instruments, on its roof. The radar was first installed
in 2016 (Gierens et al., 2020; Maturilli and Ebell, 2018). On a nearby
field, 180 m apart, a measurement tower that obtains wind, humidity,
and temperature measurements, a precipitation gauge, and a Video
In Situ Snowfall Sensor (VISSS; Maahn et al., 2024) that characterizes
hydrometeor shapes and sizes are installed.

airborne campaigns This thesis is centered around airborne field campaigns conducted
within the (AC)3 project that cover periods from 2017 to 2022 and sea-
sons between March and September (Fig. 1.2). In total, three different
aircraft were operated during these field studies, namely the Polar
5 (P5), the Polar 6 (P6) (Wesche et al., 2016), and the High Altitude
LOng range aircraft (HALO) (Ziereis and Gläßer, 2006). The polar air-
craft belong to the Alfred-Wegener-Institut and were operated from
Longyearbyen, Svalbard. They are well suited for the Arctic environ-
ment, and observations benefit from their slow flight speed of around
80 m s−1. However, their range is with a maximum of 2,300 km rela-
tively small (Wendisch et al., 2024) and thick clouds hinder starting
and landing. Most of the time, P5 performed remote sensing flights
at an altitude of around 3 km height, i. e., above the low-level clouds.
P6 was equipped with in situ instruments and flew different patterns
below and inside the clouds (Mech et al., 2022). The HALO research
aircraft was operated by the German aerospace center. HALO started
from Kiruna, Sweden, to measure large-scale conditions with remote
sensing instruments. Generally, it is operated at around 12 km height
and can cover distances of more than 8,000 km (Ziereis and Gläßer,
2006). For each campaign, different aircraft were combined to study
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Figure 1.2: Flight tracks of Polar 5 (P5) (red) and Polar 6 (P6) (green), as
well as sea ice concentration (sic) during the airborne campaigns
Arctic CLoud Observations Using airborne measurements dur-
ing polar Day (ACLOUD) (a), Airborne measurements of radiative
and turbulent FLUXes of energy and momentum in the Arctic
boundary layer (AFLUX) (b), Multidisciplinary drifting Observa-
tory for the Study of Arctic Climate Airborne observations in the
Central Arctic (MOSAiC-ACA) (c), and High Altitude LOng range
aircraft (HALO)–ArctiC Amplification: Climate Relevant Atmo-
spheric and SurfaCe Processes, and Feedback Mechanisms ((AC)3)
(d).

the same region in synergy. The comprehensive data set helps to es-
timate the role Arctic clouds play in Arctic amplification. Airborne
campaigns, whose data are analyzed within this thesis, are summa-
rized in the following. The respective flight tracks of P5 and P6 are
displayed in Fig. 1.2.

In May and June 2017, Arctic CLoud Observations Using airborne ACLOUD

measurements during polar Day (ACLOUD) were carried out (Ehrlich
et al., 2019b; Wendisch et al., 2019). During this airborne campaign,
both polar aircraft have been operated.
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Figure 1.3: Microwave Radar/radiometer for Arctic Clouds (MiRAC)
mounted within the belly pod under the research aircraft Polar 5.
The picture was taken by Pavel Krobot.

AFLUX Airborne measurements of radiative and turbulent FLUXes of en-
ergy and momentum in the Arctic boundary layer (AFLUX) followed
in March and April 2019 (Mech et al., 2022). P5 was the only aircraft
operating and obtained in situ and remote sensing measurements si-
multaneously. With these data, surface heterogeneity in the sea ice
and its effect on Arctic cloud formation was especially targeted.

MOSAiC-ACA From September 2019 to 2020, RV Polarstern drifted through the
central Arctic during the Multidisciplinary drifting Observatory for
the Study of Arctic Climate (MOSAiC) campaign (Shupe et al., 2022).
(AC)3 contributed with remote sensing measurements on board RV
Polarstern, and balloon and ice measurements on the ice floe. From
August until September 2020, the shipborne campaign was coordi-
nated with an airborne campaign called MOSAiC Airborne observa-
tions in the Central Arctic (MOSAiC-ACA) (Mech et al., 2022). During
MOSAiC-ACA, the aircraft P5 conducted remote sensing measurements.

HALO-(AC)3 Lately, the HALO-(AC)3 campaign was performed in March and April
2022, when all three research aircraft were operated synergetically
(Wendisch et al., 2024). In particular, air mass transformations into
and out of the Arctic have been studied. For the first time in the Arc-
tic, a quasi-Lagrangian approach was conducted meaning that the
same air masses were traced and observed several times. This strat-
egy was achieved by modeling air mass trajectories with the help of
wind fields from reanalyses during the flight planning.



1.6 objectives 15

This thesis specifically focuses on analyzing radar data obtained by Microwave
Radar/radiometer for
Arctic Clouds

the Microwave Radar/radiometer for Arctic Clouds (MiRAC). MiRAC

has been mounted with a down-looking orientation in a belly pod un-
der P5 throughout all the aforementioned campaigns (Fig. 1.3; Mech
et al., 2019). The active component of the instrument (MiRAC-A) con-
sists of a radar and an extra 89 GHz passive channel, from which LWP

can be derived (Ruiz-Donoso et al., 2020).
Within the framework of this thesis, the study of low-level clouds is auxiliary

instrumentssupported by measurements from Vaisala RD94 dropsondes (George
et al., 2021; Vaisala, 2010) released from HALO and P5 and by ob-
servations from the Airborne Mobile Aerosol Lidar (AMALi; Stach-
lewska et al., 2010) obtained on board P5. AMALi measures profiles
of backscattered intensities at 532 nm (parallel and perpendicular po-
larized) and 355 nm (not polarized), and is used to calculate the Cloud
Top Height (CTH) (Mech et al., 2022).

1.6 objectives

Because of their predominance (Sect. 1.2) and their unresolved im-
plications on the highly uncertain cloud feedback, this thesis aims
to improve the understanding of Arctic low-level clouds, which are
frequently MPCs (Sect. 1.2). This thesis makes use of the unique capa-
bilities of airborne radar observations to study Arctic low-level clouds
(Sect. 1.2). These observations were obtained during 56 research flights
that were conducted within the (AC)3 project (Sect. 1.5). The overar-
ching aim of this thesis is to characterize low-level clouds and pre-
cipitation (Sect. 1.4) over the Fram Strait with a particular focus on
MPCs (Sect. 2.2) and their development over the open ocean during
MCAOs (Sect. 1.3). To do so, the thesis addresses three main research
questions in separate Chapters. Finally, all findings are discussed in a
broader context, conclusions are drawn, and future perspectives are
given (Ch. 6). In the following, the research questions are motivated
and contextualized.

1.6.1 Study I: Arctic low-level clouds observed by space- and airborne
radar

The first study (Chapter 3), which was published in Atmospheric
Measurement Techniques as Schirmacher et al. (2023), focuses on the
limitations of spaceborne active remote sensing. In particular, Cloud-
Sat Cloud Profiling Radar (CPR) observations are often used to investi-
gate the vertical cloud structure over the Arctic and provide the only
Arctic-wide snowfall observations. However, it is still unclear how
much of the cloud fraction is missed by CloudSat’s blind zone and
how well CloudSat CPR captures the cloud fraction over the remain-
ing profile.
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These questions are answered in the first study using airborne
radar observations to retrieve the cloud fraction within the lowest
2.5 km height over the Fram Strait as a reference. This observed cloud
fraction, which also includes precipitation, is assumed to represent
the ’true’ cloud fraction due to the higher resolution, higher sensitiv-
ity, and smaller blind zone compared with spaceborne observations
(Sect. 1.2). To quantify CloudSat CPR limitations, differences between
the airborne and spaceborne radar observations are investigated in
two different ways. In direct comparisons, airborne satellite under-
flights are exploited. For more extensive and indirect comparisons,
forward simulations that mimic the CloudSat CPR are performed and
analyzed using airborne radar observations.

The first study’s findings provide important context about the lim-
itations of CloudSat CPR, which is relevant for studies that use these
observations. This way, the study underlines the value of high-resolu-
tion airborne observations for remote places.

First research question

How large is the low-level cloud fraction over the Fram Strait,
and how well can it be derived from satellite observations?

1.6.2 Study II: Initial development of marine cold air outbreaks

The formation of cloud streets during MCAOs induces an increased
low-level cloud cover that is not well captured by spaceborne active
remote sensing observations, as motivated by the first study. More-
over, spaceborne passive remote sensing instruments cannot retrieve
cloud characteristics above the sea ice and close to its edge, in case
of microwave passive remote sensing due to the unknown emissivity
of the sea ice. However, the initial cloud development during MCAOs

over open water close to the sea ice particularly presets further cloud
evolution, such as cloud cover and precipitation characteristics down-
stream. Thus, the first study, already highlighted the need for high-
resolution airborne active remote sensing observations.

In the second study, which was published in Atmospheric Chem-
istry and Physics under Schirmacher et al. (2024a), a novel method
links radar observations to roll circulations that evoke cloud streets.
This enables a synergetic analysis of high-resolution macro- and mi-
crophysical cloud and precipitation observations and circulation ob-
servations in the initial MCAO transformation phase. Observations of
two MCAO cases of different strengths and with different microphys-
ical preconditions are analyzed within roll cloud objects and as a
function of fetch, i. e., the distance air traveled over open water be-
fore being assessed by the radar, which is computed from back tra-
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jectories. The detailed observations described in this study provide a
benchmark for future model intercomparison studies.

Second research question

Do environmental conditions precondition MCAO evolution,
and how do roll circulation and cloud properties change with
fetch in the initial state of MCAOs?

1.6.3 Study III: Snowfall over the Fram Strait

Snowfall estimates during MCAOs are highly uncertain in the Arc-
tic due to a limited number of observations. The first study con-
cluded that low-level clouds and their precipitation that form during
MCAOs are not resolved by spaceborne active remote sensing observa-
tions. The sparse observations also limit the performance of reanaly-
ses. Within the framework of the second study, estimates of the liquid-
equivalent snowfall rate (S) have been obtained from equivalent radar
reflectivity (Ze) observations over the Fram Strait using a relation that
solely holds for a specific crystal habit. Nevertheless, crystal habits
vary during MCAO snowfall, which increases the uncertainty of the
retrieved snowfall estimates.

Within the third study, which is prepared for publication, a more
precise snowfall statistic is derived for MCAOs over the Fram Strait.
It is based on airborne radar observations using a Ze–S relation de-
rived from ground-based low-level MPC observations obtained at Ny-
Ålesund. The retrieved snowfall rates over the Fram Strait are used
to evaluate the representation of snowfall in reanalysis products.

The third study provides valuable snowfall estimates over the Fram
Strait during MCAOs that reduce the snowfall uncertainty for the cur-
rent climate and serve as a benchmark for the evaluation of the repre-
sentation of snowfall in models, reanalyses, and further observations.

Third research question

How much snow falls over the Fram Strait during MCAOs, and
how well do current reanalyses capture the observed snowfall
rates?





2
B A C K G R O U N D

This chapter provides background information on the three studies
included in this thesis. The radiative effect of Arctic clouds, especially
low-level Mixed-Phase Clouds (MPCs), was mentioned frequently in
Chapter 1 and is explained in depth in Sect. 2.1. More information on
Arctic low-level MPCs follows in Sect. 2.2, where the focus lies on mi-
crophysical processes (Sect. 2.2.1) and the implications of the presence
of two phases (Sect. 2.2.2). Section 2.2 is relevant for all presented
studies: first, Arctic low-level clouds are often mixed-phase (Sect. 1.2);
second, cloud microphysics determine cloud occurrence and precip-
itation processes. Section 2.3 presents the theory about downward-
looking microwave radar observations that are used throughout all
studies.

2.1 cloud radiative effect

Clouds have a longwave and shortwave radiative effect at the surface
and Top Of the Atmosphere (TOA), leading to a net warming or cool-
ing of Earth’s atmosphere (Ramanathan et al., 1989). In the current
climate, clouds, especially low-level clouds, on average, cool both at
TOA and at the surface (Henderson et al., 2013). This is because the
cooling effect of clouds reflecting shortwave radiation dominates over
the warming effect of clouds absorbing and re-emitting longwave ra-
diation. In the Arctic, however, clouds warm the surface (Curry et al.,
1996; Intrieri et al., 2002; Shupe and Intrieri, 2004). One reason for
this surface warming is the low solar elevation during the polar day
and the absence of solar radiation during the polar night that both
strongly reduce the reflection of shortwave radiation and thus lead
to a dominant longwave effect (Lubin and Vogelmann, 2006; Stapf
et al., 2021). Moreover, the high Arctic low-level cloud fraction sub-
stantially increases the amount of longwave radiation emitted to the
surface (Fletcher et al., 2016a). Even though less dominant, the short-
wave effect is sensitive to the surface albedo (Wendisch et al., 2019)
and might offset the longwave warming at the surface in summer
(Ebell et al., 2020; Shupe and Intrieri, 2004).

marine cold air
outbreaks

During Marine Cold Air Outbreaks (MCAOs), the low-level cloud
fraction and thus the surface longwave warming are above the marine
average (Fletcher et al., 2016a; Narizhnaya and Chernokulsky, 2024).
Simultaneously, the rare occurrence of MCAOs during summer limits
their shortwave cooling effect at the surface (Fletcher et al., 2016a). In
total, the annual surface warming of MCAOs is strongest in the Arctic

19



20 background

Figure 2.1: Processes maintaining Mixed-Phase Clouds. The Figure is
adapted from Morrison et al. (2012).

(Fletcher et al., 2016a). Compared to the marine average, MCAO clouds
have a smaller optical thickness, which slightly increases the outgoing
longwave radiation at TOA and reduces the longwave warming at TOA

that is already small due to the low cloud tops (Fletcher et al., 2016a).
mixed-phase clouds The surface warming is particularly pronounced when low-level

MPCs occur: Even though liquid-topped MPCs (Sect. 2.2) have a higher
albedo, they emit more downward longwave radiation than ice clouds
(Curry, 1995; Sun and Shine, 1994). This is because the longwave emis-
sion of a cloud scales with the amount of liquid water until saturation
is reached at a Liquid Water Path (LWP) of roughly 30 g m−2 (Bennartz
et al., 2013; Shupe and Intrieri, 2004).

2.2 mixed-phase clouds

2.2.1 Microphysics

The following information on microphysics in MPCs is taken from
Lohmann et al. (2016), Pruppacher and Klett (1997), and Yau and
Rogers (1996) unless stated otherwise. MPCs consist of supercooled
liquid droplets and ice particles. The different phases are not homo-
geneously distributed but often occur in clusters and interact via mi-
crophysical processes (Shupe, 2011).

Under supersaturation with respect to water, i. e., within turbulentheterogeneous
nucleation updrafts or the inversion layer at the top of MPCs (Sect. 2.2.2; Mor-

rison et al., 2012), liquid cloud droplets nucleate heterogeneously on
aerosols, so-called Cloud Condensation Nuclei (CCN), whose surfaces
reduce the activation energy barrier. After being activated, liquid
droplets grow by condensation. The rate of condensation is driven
by vapor and heat diffusion as the latent heat released during the
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phase change has to propagate away from the droplet to maintain condensational
growthits growth. Negative condensation rates are called evaporation and

lead to negative growth of the liquid droplets. In cloud-resolving
model simulations of low-level MPCs over Svalbard, evaporation is
a crucial phase-changing process (Kiszler et al., 2024). Generally, the
liquid droplets are distributed within a layer at the cloud top (Fig.
2.1). However, sometimes, several liquid layers exist within a cloud.

Ice crystals can be formed either by homogeneous freezing of wa-
ter and solution droplets at temperatures below about -35°C or by homogenous/

heterogenous ice
nucleation

heterogeneous ice nucleation processes induced by Ice Nucleation
Particles (INPs). As the newly formed ice particles grow and sediment
(see below), most ice particles are distributed below the liquid lay-
ers (Morrison et al., 2012). Heterogeneous ice nucleation can occur
at temperatures warmer than -35°C depending on INP type (see be-
low) and supersaturation with respect to ice. Arctic INPs, such as soil
dust or local sea spray aerosols, originate from land and ocean (Ans-
mann et al., 2023; Hartmann et al., 2020; Kanji et al., 2017; Zeppenfeld
et al., 2023). However, INPs are rare in the atmosphere compared to
CCN: they need to satisfy a specific surface structure since they are
not dissolved during the freezing process and they are activated at
a particle-specific temperature above which they cannot act as INPs.
The concentration of activated INPs is roughly one per liter at -20 °C
and increases exponentially with decreasing temperature (Fletcher,
1962b), resulting in observed concentrations between 10

−5 and more
than 10 l−1 (Wex et al., 2019).

In MPCs, water vapor rarely deposits on INPs directly because the immersion freezing

air is usually not simultaneously supersaturated with respect to ice
and subsaturated with respect to water. Instead, water molecules fre-

contact freezing

quently deposit on INPs and change their phase from liquid to solid
(heterogeneous freezing nucleation) via two pathways (Ansmann et
al., 2008; Prenni et al., 2009): During immersion freezing, the most
dominant nucleation process in MPCs (Boer et al., 2011), an INP is
immersed in a cloud droplet at higher temperatures and freezes af-
ter cooling. During contact freezing, an INP and a supercooled water
droplet collide and freeze immediately.

However, observations show that the ice crystal number concentra- secondary ice
productiontion is more than one order of magnitude higher than the INP con-

centration (e. g., Crosier et al., 2011; Henneberger et al., 2013; Hobbs
and Rangno, 1985, 1998; Korolev et al., 2020). This difference might be
explained by Secondary Ice Production (SIP), i. e., the multiplication
of already existing ice crystals (Field et al., 2017; Hallett and Mossop,
1974; Korolev and Leisner, 2020; Takahashi et al., 1995), by ice crys-
tals that fall from a cloud aloft into the investigated cloud (Oue et
al., 2016; Ramelli et al., 2021), or by blowing snow (Beck et al., 2018).
In-situ measurements indicate that SIP is a necessary process for ice
crystal formation at Ny-Ålesund, Svalbard (40 % frequency of occur-
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rence; Pasquier et al., 2022), and for MPCs in general (Korolev et al.,
2020; Korolev and Leisner, 2020).

Under supersaturation with respect to ice, activated ice crystalsdepositional growth

grow through diffusion by the deposition of water molecules from
the vapor phase on the crystal surface. The growth rate and ice crys-
tal morphology depend on temperature and ice supersaturation. The
three main ice crystal shapes are columns, plates, and dendrites. With
increased supersaturation, more complex structures grow. The satu-
ration vapor pressure of water exceeds that of ice the most at temper-
atures around -15°C, setting the temperature for maximum deposi-
tional growth. Here, dendritic structures experience rapid diffusional
growth. Cloud-resolving model simulations show that deposition is
an important ice growth process within low-level MPCs over Svalbard
(Kiszler et al., 2024). Negative deposition rates are called sublima-
tion and lead to negative growth of the ice crystals. Observations at
Ny-Ålesund show that sublimation of snowfall reduces the snowfall
amount on average by 19 percentage points (pp) within the lowermost
600 m of the atmosphere and thus is a crucial near-surface process
(Maahn et al., 2014).

Wegener-Bergeron-
Findeisen process

If the vapor pressure lies between the saturation pressures of wa-
ter and ice, ice crystals grow by deposition at the expense of liquid
droplets that evaporate, known as the Wegener-Bergeron-Findeisen
(WBF) process (Bergeron, 1928; Findeisen, 1938; Wegener, 1911), which
can lead to cloud glaciation. The WBF process is assumed to be small
in MPCs, consistent with the resilience of MPCs (Sect. 2.2.2): First, the
WBF process is less effective if the supercooled liquid and ice occur in
clusters (Korolev et al., 2017). Second, the vapor pressure is mostly
higher than the saturation pressures of ice and water (Korolev, 2007).

Cloud particles within MPCs might also grow through collisions.collision

Note that the collision efficiency is reduced for small hydrometeors
because they are often deflected by the flow’s streamlines around
other hydrometeors. Collisions are induced mainly by differences in
terminal velocities or turbulence (Chellini and Kneifel, 2024). Due to
their low densities and thus large cross-section areas, ice particles
have small terminal velocities and thus a lot of time to collide, which
is essential for precipitation formation.

aggregation If the collision involves two ice particles, it is called aggregation.
For sticking together, the sticking efficiency has to be high enough.
This efficiency is enhanced within the so-called Dendritic Growth
Zone (DGZ) between -20 and -10°C (Connolly et al., 2012; Karrer et
al., 2021; Mitchell, 1988) when dendrites occur frequently and stick
together by wedging their branches, and at temperatures just below
0°C (Cotton et al., 1986; Karrer et al., 2021; Lin et al., 1983) that foster a
quasi-liquid layer formation around ice crystals (Fabry and Zawadzki,
1995; Faraday, 1850; Fletcher, 1962a).
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During riming, a droplet collides with and freezes on an ice crys- riming

tal surface, mainly under a maximal sticking efficiency (Lamb and
Verlinde, 2011). However, ice crystals and particularly water droplets
must be sufficiently large for riming to occur, i. e., 35 µm for columns
and up to 200 µm for dendrites (Wang and Ji, 2000). Different ap-
proaches exist to quantify riming; one is the normalized rime mass
fraction (M), defined as the ratio of rime mass to the mass of a spheri-
cal, equally large graupel particle (Seifert et al., 2019). Riming occurs
frequently in Arctic MPCs (Maherndl et al., 2024a; McFarquhar et al.,
2007; Mioche et al., 2017), especially around -7°C (Waitz et al., 2022),
even when the LWP is low (<50 g m−2; Fitch and Garrett, 2022). Within
MPCs, riming can be enhanced in updrafts that lift ice particles and
expose them to supercooled liquid water at the cloud top over a more
extended period before precipitating (Fitch and Garrett, 2022).

Hydrometeors experience gravitational and drag forces that deter- sedimentation

mine their terminal velocities. The small supercooled liquid droplets
within MPCs have a negligible mass and terminal velocity. The ter-
minal velocity of ice crystals is small; it increases with particle size
for small ice crystals and stays constant for large ice particles such
as aggregates. In contrast, the enhanced density of rimed particles
increases their terminal velocity compared to aggregates.

If the terminal velocity exceeds the updraft velocity, particles sed-
iment. The resulting volume flux of ice particles through a unit hor-
izontal surface per unit of time is defined as the snowfall rate or
intensity, expressed by the liquid-equivalent snowfall rate (S) in mm
water equivalent h−1:

S =
π

6

∫∞
0

N(D)D3u(D)dD. (2.1)

Here, D is the equivolume diameter, the diameter of a liquid water
sphere with the same mass as the actual hydrometeor; u(D) is the fall
velocity of particles of diameter D; and N(D) is the ice particle size
distribution, i. e., the number density of hydrometeors with diameters
between D and D+ dD. The many ways ice crystals and snowflakes
form and interact broaden their N(D) compared to rain, making a
general formulation of N(D) impossible. As for rain, the ice parti-
cle size distribution can be approximated by an exponential function
with the intercept parameter N0 and slope parameter Λ:

N(D) = N0exp(−ΛD). (2.2)

The variety of ice crystal habits during a single snowfall event leads
to a dependency of N0 and Λ on microphysical characteristics. In
summary, the microphysical processes discussed above and environ-
mental meteorological conditions directly shape the distributions of
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particle sizes and terminal velocities within clouds and precipitation
(e. g., Campbell and Shiobara, 2008; Clough and Franks, 1991).

2.2.2 Implications due to phase partitioning

cloud resilience Low-level MPCs often persist over extended periods ranging from sev-
eral hours to days (Morrison et al., 2012; Shupe et al., 2008a; Solomon
et al., 2011). At Ny-Ålesund, low-level MPCs with a minimum lifetime
of 1 h covered 23 % of the time between 2016 and 2018 (Gierens et
al., 2020). Many interacting processes provoke the longevity of low-
level MPCs (Morrison et al., 2012), summarized in Fig. 2.1. Even under
conditions that lack small-scale convection or synoptic-scale forcing,
i. e., subsidence, MPCs are maintained by an interaction among nu-
merous local processes. One critical process is the longwave radiative
cooling due to liquid droplets at the cloud top that induces an inver-
sion layer at the cloud top and turbulence throughout the cloud layer,
where cloud droplets grow by condensation and preserve the liquid
within MPCs (Sect. 2.2.1). Moreover, large-scale advection of moisture
frequently results in a moisture inversion at cloud top feeding the
cloud from above by entrainment. Supercooled liquid water can in-
duce surface longwave radiative warming. This decreases static sta-
bility, increases surface heat and moisture fluxes, and additionally
maintains the cloud. Surface warming is even more pronounced un-
der enhanced aerosol loading, associated with an advection of air
from the mid-latitudes that increases the cloud droplet concentration.

Their persistence allows MPCs to feed back on the climate systemradiative budget

over a longer time than pure ice clouds, which typically have shorter
lifetimes due to their extensive mass loss induced by precipitation.
Thus, Arctic low-level MPCs and their phase partitioning strongly af-
fect the Arctic surface radiative budget (Tan et al., 2016) and amplify
Arctic amplification (Tan and Storelvmo, 2019; Sect. 2.1).

The phase partitioning of Arctic low-level MPCs complicates climatemodel limitation

model simulations. These simulations frequently overestimate the ra-
tio of ice particles compared to liquid droplets in MPCs (Cesana et al.,
2015; Huang et al., 2021; Kiszler et al., 2023; Komurcu et al., 2014),
likely due to a lack of microphysical subgrid-scale variability (Tan
and Storelvmo, 2016) and simplified microphysical schemes. As a re-
sult, both simplifications enhance the glaciation rate (Barrett et al.,
2017; Xie et al., 2008). The underestimation of the cloud liquid within
Arctic low-level MPCs over Svalbard might be reduced by reducing
the magnitude of the WBF process (Kiszler et al., 2024).

2.3 radar theory

Remote sensing exploits the interaction of radiation with atmospheric
compounds to study properties such as temperature, water vapor,
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and cloud characteristics. As already introduced in Sect. 1.2, passive
and active remote sensing exist. In the following, the focus is on active
cloud remote sensing by so-called radars because this thesis is mainly
dedicated to the radar of the airborne Microwave Radar/radiometer
for Arctic Clouds (MiRAC) (Sect. 1.5). MiRAC is a customized version
of the RPG–FMCW–94–SP Doppler cloud radar (Küchler et al., 2017),
which has been tailored for the operation on Polar 5 (P5) by Radiome-
ter Physics GmbH (RPG). The general radar theory behind vertical
profiling of hydrometeors is explained with a focus on MiRAC. The
description follows the textbooks by Doviak and Zrnić (2006), Petty
(2006), Ulaby and Long (2014), and Yau and Rogers (1996).

Radar antennas transmit directed radiation at a specific wavelength
λ that has the power Pt at the output port. The power Pr that is re-
ceived by the same or, in the case of MiRAC (Mech et al., 2019), by a
closeby antenna after being backscattered by a point target such as a
hydrometeor at the range r is described by the radar equation

Pr =
Ptg

2λ2σbf
4

(4π)3r4l2
, (2.3)

where g is the antenna gain, f is the normalized power gain, l is
the one-way transmission loss due to hydrometeors and atmospheric
gasses, and σb is the backscattering cross-section. The backscattering
cross-section is an apparent area that would produce a power density
at the receiver equal to that scattered by the actual hydrometeor if
it scattered isotropically. For a spherical drop with the equivolume
diameter D (see Sect. 2.2.1) much smaller than λ, i. e., D⩽ λ

16 , σb can
be approximated by Rayleigh scattering:

σb ≈ π5

λ4
|Km|2D6. (2.4)

Km = m2−1
m2+2

is a function of the complex refractive index m, which is
the root mean square of the complex relative permittivity ϵ. The com-
plex refractive index depends on λ and temperature and is roughly
0.91–0.93 for water droplets and 0.18–0.21 for ice particles.

Moving from a point scatterer to a volume containing several scat-
terers, e. g., a cloud volume that consists of many hydrometeors, the
backscattering cross-section per unit volume at location r⃗ is also
known as the reflectivity η(⃗r) in mm2 m−3. η(⃗r) can be calculated
using the particle size distribution N(D, r⃗) (see Sect. 2.2.1):

η(⃗r) =

∫∞
0

σb(D)N(D, r⃗)dD. (2.5)
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When focusing on liquid Rayleigh scatterer only and substituting
Eq. 2.4, Eq. 2.5 becomes

η =
π5

λ4
|Kw|

2Z (2.6)

with the dielectric factor of liquid water |Kw|, and the reflectivity fac-
tor

Z =
1

∆V

∑
i

D6
i =

∫∞
0

N(D, r⃗)D6dD. (2.7)

However, it is not always guaranteed that all scatterers within the
target volume are liquid and have the same dielectric constant. To not
have to account for the various dielectric constants of the scatterer, the
equivalent radar reflectivity (Ze) is defined using the dielectric factor
of liquid water |Kw| only:

Ze(λ) =
λ4

π5|Kw|2

∫∞
0

N(D, r⃗)σb(D, λ)dD. (2.8)

For rain in the Rayleigh scattering regime, Ze equals Z. Both radar
reflectivities are given in mm6 m−3; however, since they span many
orders of magnitudes, they are often given on a logarithmic scale
(10 log10

Z
mm6m−3 ) with units of dBZ.

Ze can be calculated using the radar equation for volume scattering.
For a Gaussian radar beam pattern, which is with an overlap of 95 %
a valid assumption for the MiRAC beam (Rose, 2022), this results in

Pr =
π3

1024 ln[2]
Pthg

2f4θ2

l2λ2
|Kw|

2Ze

r2
. (2.9)

The second term of Eq. 2.9 includes all radar parameters, such as
the pulse length h and the beamwidth θ, while the third term com-
prises the scattering characteristics. θ is defined as the half-power
beamwidth and has an inverse relation with the antenna size. The
antenna of the airborne MiRAC is shortened compared to the RPG–
FMCW–94 Doppler cloud radar, which is installed at Ny-Ålesund
(Sect. 1.5), to fit into the aircraft. This implies an increase in the beam-
width.

The radar pulse determines the spatial resolution of a radar. The
beamwidth specifies the angular resolution that is higher for smaller
θ. The pulse length defines the radial range resolution that is higher
for shorter h. A high range resolution reduces the received signal
(Eq. 2.9) and thus the minimum detectable reflectivity, especially at
large distances r.

Radars are operated within wavelength ranges where the absorp-
tion by atmospheric gases is at a minimum, in so-called window re-
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frequency

timeT

B

Δt

Δf

Figure 2.2: Sketch of a radar sawtooth chirp with two different chirp settings
executed consecutively. The black line is the transmitted and the
blue line is the backscattered signal. B indicates the bandwidth,
T the chirp duration, ∆t the time delay between the transmitted
and received signal, and ∆f the difference in frequency between
both signals.

gions. The backscattering cross-section and the sensitivity to smaller
particles increase with increasing operation frequency while keeping
the transmission power constant. However, window regions at high
frequencies are less transparent because of enhanced absorption by
the water vapor continuum, liquid water, and atmospheric gases such
as oxygen and water vapor. For the lower microwave spectrum below
100 GHz and thus for the operation frequency of MiRAC (94 GHz), ab-
sorption is relatively weak.

2.3.1 Frequency-modulated continuous-wave radars

Radars might transmit power in pulses or as continuous waves. The
latter radars, which also include MiRAC (Mech et al., 2019), are so-
called Frequency-Modulated Continuous-Wave (FMCW) radars. FMCW

radars with a solid-state technology have a much lower power con-
sumption than radars with a high-power source and are thus well
suited for airborne operation. The transmitted frequency changes with
time with a specific pattern such as a sawtooth, triangular, rectan-
gular, or staircase pattern. MiRAC operates with a sawtooth pattern
(Mech et al., 2019). A period of the pattern is called chirp. It is re-
peated throughout the measurement period (Fig. 2.2). The frequency
increases linearly with time over a bandwidth B and a time called
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chirp duration T . The transmitted signal (Fig. 2.2, black) is backscat-
tered by a stationary target (blue). Because the emitted signal travels
at the speed of light c, it needs the time ∆t to travel the distance to
the target R and back:

R =
c∆t

2
. (2.10)

For a specific time, ∆t can be rewritten by the difference between the
frequency of the received and transmitted signal, i. e., the so-called
intermediate frequency difference ∆f, and the gradient in frequency
of the chirp. The intermediate frequency difference is generated by
mixing the received and transmitted signals. Eq. 2.10 then becomes

R =
c∆f

2(dfdt)
=

c∆f

2(BT )
. (2.11)

FMCW radars can achieve a high radial range resolution through a
large bandwidth. However, FMCW radars have to make certain com-
promises. To determine distances with high accuracy, it is possible to
reach the bandwidth by a steep chirp gradient over a small chirp du-
ration. In contrast, large maximum detectable distances are achieved
by long chirp durations and small bandwidths, reducing accuracy.
Multiple chirp settings can be consecutively executed to obtain accu-
rate observations close to the radar and long-distance observations,
as depicted in Figure 2.2. MiRAC makes use of alternating chirp set-
tings. For further information about the applied chirp settings, see
Mech et al. (2019) and their Table 1 and Fig. 1.

2.3.2 Ze-S relation

Radars provide a radial distribution of Ze. It is desirable to retrieve
precipitation intensity from these observations. However, Ze can be
converted to the liquid-equivalent snowfall rate (S) only indirectly
using an empiric equation that is typically a power law with the in-
tercept parameter a and exponent parameter b (Doviak and Zrnić,
2006):

S = (
1

a
Ze)

1
b . (2.12)

S and Ze are both functions of the snow particle size distribution.
Retrieving S by one specific Ze–S relation is only valid under the as-
sumption of a constant particle size distribution for the application
period. However, the crystals that fall during a snowfall event have
substantial variations in their habits, orientations, terminal velocities,
sizes, rime fractions, and scattering properties (Fujiyoshi et al., 1990;
Macke et al., 1996; Matrosov, 1992), which leads to substantial varia-
tions in the snow particle size distribution (Castellani et al., 2015) and
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Table 2.1: Selected Ze–S relations from the literature with the intercept pa-
rameter a and exponent parameter b (Eq. 2.12).

name conditions a b source

Mds dry snow: horizontally 10.00 0.80 Matrosov (2007)
orientated oblate
spheroids with an
aspect ratio of 0.6

Lds dry snow: randomly 11.50 1.25 Liu (2008b)
oriented three, four,
and six bullet rosettes,
sectors, and dendrites

LR3 unrimed, dry snow: 13.16 1.40 Liu (2008a)
three bullet rosettes Kulie and Bennartz (2009)

HA unrimed, dry snow: 56.43 1.52 Hong (2007);
aggregates Kulie and Bennartz (2009)

SS unrimed, dry snow: 2.19 1.20 Surussavadee and Staelin (2006);
low density, spherical Surussavadee and Staelin (2008);
particles Kulie and Bennartz (2009)

Smix single crystals, low- 18.18 0.98 Schoger et al. (2021)
density snow, and
rimed aggregates

thus raises the uncertainty of S retrieved by Eq. 2.12 (Liu, 2008b). Com-
pared to relations for the rain rate, the uncertainty of Ze–S relations
is much higher because the dependence on terminal fall velocity or
particle mass is poorly constrained (Matrosov, 2007; Matrosov et al.,
2009). Hence, several Ze–S relations exist for different snow and ice
microphysics (Doviak and Zrnić, 2006). For example, Kulie and Ben-
nartz (2009), Liu (2008b), Matrosov (2007), and Schoger et al. (2021)
already derived Ze–S relations for different locations, times of the
year, and crystal habits (Table 2.1, Fig. 2.3). For these Ze–S relations,
a varies between 2 and 56 and is thus more variable than b (0.8–1.5).
This uncertainty causes a large spread: a measured Ze of 0 dBZ can
be caused by a S between 0.03 and 0.3 mm h−1. For the retrieval of
the relations, the radar measurement of the range gate closest to the
ground that is not affected by ground clutter is used, even though
this height might be a few hundred meters above ground. Note that
crystal habits might change below this height, e. g., particles might
grow, sublimate, or multiply (Sect. 2.2.1), leading to a different S at
the surface.
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Figure 2.3: Selected equivalent radar reflectivity (Ze)-liquid-equivalent
snowfall rate (S) relations from the literature. a is the intercept
parameter, and b is the exponent parameter of the respective re-
lation (see Eq. 2.12). Further information on the equivalent radar
reflectivity (Ze)-liquid-equivalent snowfall rate (S) relations can
be found in Table 2.1.
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This study focuses on the first research question (Sect. 1.6.1) regard-
ing the assessment of the low-level cloud and precipitation fraction
over the Fram Strait from airborne observations and CloudSat Cloud
Profiling Radar (CPR) observations with its respective limitations.
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A S S E S S I N G A R C T I C L O W- L E V E L C L O U D S A N D
P R E C I P I TAT I O N F R O M A B O V E – A R A D A R
P E R S P E C T I V E

abstract

Most Arctic clouds occur below 2 km altitude, as revealed by Cloud-
Sat satellite observations. However, recent studies suggest that the
relatively coarse spatial resolution, low sensitivity, and blind zone of
the radar installed on CloudSat may not enable it to comprehensively
document low-level clouds. We investigate the impact of these limita-
tions on the Arctic low-level cloud fraction, which is the number of
cloudy points with respect to all points as a function of height, de-
rived from CloudSat radar observations. For this purpose, we lever-
age highly resolved vertical profiles of low-level cloud fraction de-
rived from down-looking Microwave Radar/radiometer for Arctic
Clouds (MiRAC) radar reflectivity measurements. MiRAC was op-
erated during four aircraft campaigns that took place in the vicinity
of Svalbard during different times of the year, covering more than
25 000 km. This allows us to study the dependence of CloudSat limi-
tations on different synoptic and surface conditions.

A forward simulator converts MiRAC measurements to synthetic
CloudSat radar reflectivities. These forward simulations are compared
with the original CloudSat observations for four satellite underflights
to prove the suitability of our forward-simulation approach. Above
CloudSat’s blind zone of 1 km and below 2.5 km, the forward sim-
ulations reveal that CloudSat would overestimate the MiRAC cloud
fraction over all campaigns by about 6 percentage points (pp) due
to its horizontal resolution and by 12 pp due to its range resolution
and underestimate it by 10 pp due to its sensitivity. Especially dur-
ing cold-air outbreaks over open water, high-reflectivity clouds ap-
pear below 1.5 km, which are stretched by CloudSat’s pulse length
causing the forward-simulated cloud fraction to be 16 pp higher than
that observed by MiRAC. The pulse length merges multilayer clouds,
whereas thin low-reflectivity clouds remain undetected. Consequently,
48 % of clouds observed by MiRAC belong to multilayer clouds, which
reduces by a factor of 4 for the forward-simulated CloudSat counter-
part. Despite the overestimation between 1 and 2.5 km, the overall
low-level cloud fraction is strongly reduced due to CloudSat’s blind
zone that misses a cloud fraction of 32 % and half of the total (mainly
light) precipitation amount.
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3.1 introduction

Low-level clouds are prominent features of the Arctic climate (Liu et
al., 2012; Mioche et al., 2015; Shupe et al., 2006) and have a large im-
pact on the radiative energy budget of the Arctic surface (e.g., Curry
et al., 1996; Shupe and Intrieri, 2004; Wendisch et al., 2019). In con-
trast to the global cooling effect of low clouds, between 70 and 82° N
they may create a positive (warming) cloud radiative forcing (CRF) of
∼ 10 W m−2 (Kay and L’Ecuyer, 2013). The terrestrial CRF dominates
and warms the near-surface air due to low solar elevation during
polar day and absent solar radiation during polar night (Lubin and
Vogelmann, 2006; Stapf et al., 2021). Within the last 4 decades, the
near-surface warming in the Arctic increased more strongly than the
global average, which is referred to as Arctic amplification (Serreze
and Barry, 2011; Wendisch et al., 2019). Diverse processes and interact-
ing feedback mechanisms lead to Arctic amplification. An increased
cloud cover and amount of water vapor and the lapse rate feedback
from persistent clouds (Graversen et al., 2008) would enhance the
terrestrial downward radiation (Francis and Hunter, 2006) and con-
tribute more strongly to Arctic amplification than the sea ice–albedo
feedback (Winton, 2006). Thus, there is high interest in accurate ob-
servations of Arctic low-level cloud properties and their changes.

Detailed ground-based remote sensing observations that measure
the vertical distribution and variability in low-level clouds are avail-
able from very few stations in the Arctic (e.g., Gierens et al., 2020; Liu
et al., 2017). They allow us to study the temporal variability over long
time periods but at a specific place. In contrast, ship campaigns in the
High Arctic (Intrieri and Shupe, 2004; Shupe et al., 2022) assess the
spatial variability only over short time periods but over a larger yet
still limited area. As recently highlighted by Griesche et al. (2021) us-
ing measurements from the RV Polarstern in the marginal sea ice zone
(MIZ), however, the frequent occurrence of low-level stratus around
100 m is often missed by ground-based observations. On larger spatial
scales, active satellite measurements resolve vertical cloud structures
for long time periods. CloudSat (Stephens et al., 2002) has been fre-
quently used for studies of Arctic clouds for example to investigate
the correlation between low-level cloud occurrence and sea ice con-
centration (Mioche et al., 2015; Zygmuntowska et al., 2012). For the
years 2006 to 2011, Liu et al. (2012) find that roughly 80 % of clouds
over the Arctic Ocean occur below 2 km altitude.

CloudSat and ground-based observations at the Eureka site, in
Canada, revealed different cloud occurrences below 2 km altitude
(Blanchard et al., 2014; Mioche et al., 2015). Thus, it remains to be
determined if CloudSat captures all low-level Arctic clouds due to
its limitations. First, CloudSat’s along-track sampling conceals spa-
tial cloud patterns. Second, according to Lamer et al. (2020), the pulse
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length either stretches or fails to detect shallow clouds. Third, the low-
est levels from CloudSat’s vertical profiles suffer from ground clut-
ter due to reflections at the surface called the blind zone. This blind
zone prevents the cloud assessment roughly below the first kilometer
(Lamer et al., 2020; Liu, 2022; Palerme et al., 2019). Using ground-
based radar measurements for reference, Maahn et al. (2014) showed
that CloudSat underestimates the total precipitation by 9 percentage
points (pp) over Ny-Ålesund, Svalbard. The representation of Arctic
low-level clouds in climate models is of high relevance to investigate,
for example, its correlation with sea ice concentration (Morrison et al.,
2019). To fully exploit CloudSat for improving climate models it is
necessary to know its limitations and thus to evaluate CloudSat mea-
surements with more finely resolved observations that ideally cover
broad areas over land and ocean. These measurements should ulti-
mately address how low-level cloud occurrence varies close to the
surface, depends on surface characteristics and meteorological situa-
tion, and thus affects Arctic amplification.

CloudSat observations have been compared with airborne remote
sensing (e.g., Gayet et al., 2009; Painemal et al., 2019) for relatively
homogeneous clouds at higher altitudes to calibrate airborne instru-
ments (Barker et al., 2008; Protat et al., 2009, 2011). For the first time,
Liu (2022) investigates synthetic CloudSat cloud masks in the Arctic
region. These data are based on radar reflectivities from QuickBeam
radar forward simulations (Haynes et al., 2007) that used vertical pro-
files of retrieved cloud properties from ground-based radar and li-
dar during the SHEBA (Surface Heat Budget of the Arctic Ocean)
experiment. Compared to ground-based observations, the forward-
simulated data detected all clouds with heights above 1 km, but 25 pp
less below 600 m. Nevertheless, in this study the synthetic data were
generated under several assumptions and by low-temporal-resolution
measurements that had a different viewing geometry.

In this study, we investigate vertical profiles of low-level cloud oc-
currences over the Fram Strait using CloudSat observations and mea-
surements by the airborne Microwave Radar/radiometer for Arctic
Clouds (MiRAC; Mech et al., 2019) operating at the same radar wave-
length as CloudSat. MiRAC measured highly resolved profiles with
a lower blind zone of about 150 m on board the Polar 5 (Wesche et
al., 2016) research aircraft during four airborne campaigns conducted
in the vicinity of Svalbard within the framework of the German Re-
search Foundation (DFG) project TRR 172, “ArctiC Amplification: Cli-
mate Relevant Atmospheric and SurfaCe Processes, and Feedback
Mechanisms” ((AC)3; Wendisch et al., 2023). The Svalbard region
is of particular interest because the steady heat and moisture flux
of the North Atlantic Ocean enhances cloud fraction and precipita-
tion compared to the entire Arctic (McCrystall et al., 2021; Mioche et
al., 2015). The campaigns, namely ACLOUD (Arctic CLoud Observa-
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Figure 3.1: Flight tracks and sea ice concentration (sic) during the airborne
campaigns ACLOUD (a), AFLUX (b), MOSAiC-ACA (c), and
HALO–(AC)3 (d). The indicated areas highlight the regions over
which we calculate the marine cold-air-outbreak index (M; yel-
low) and determine the circulation weather type (CWT; brown).

tions Using airborne measurements during polar Day; Ehrlich et al.,
2019b; Wendisch et al., 2019), AFLUX (Airborne measurements of ra-
diative and turbulent FLUXes of energy and momentum in the Arctic
boundary layer; Mech et al., 2022), MOSAiC-ACA (Multidisciplinary
drifting Observatory for the Study of Arctic Climate-Airborne obser-
vations in the Central Arctic; Mech et al., 2022), and HALO–(AC)3

(High Altitude and LOng range research aircraft–(AC)3), covered pe-
riods from 2017 to 2022 between March and September. Since Polar 5
flies relatively slowly, a unique database has been gathered that cov-
ers more than 25 000 km and includes four underflights of Polar 5
below CloudSat. The larger spatial coverage of the airborne obser-
vations compared to observations from land stations allows for new
insights into the cloud variability over open ocean and sea ice.
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Table 3.1: Flight hours over several surfaces and covered distances during
the analyzed flights of the four Polar 5 campaigns. Sea ice concen-
trations below 15 % and above 90 % represent open water and sea
ice.

Campaign Start End Year All Sea ice Open water Distance
(h) (h) (h) (km)

ACLOUD 22 May 28 June 2017 22 8 10 7016

AFLUX 20 March 15 April 2019 13 2 9 4134

MOSAiC-ACA 27 August 17 September 2020 15 1 13 4761

HALO–(AC)3
5 March 15 April 2022 31 6 22 9803

Sum 82 17 53 25 714

Table 3.2: Specifications of the Cloud Profiling Radar (CPR) on CloudSat and
the airborne radar MiRAC, which are illustrated in Fig. 3.2.

Parameter CPR MiRAC

Flight altitude 730 km 3.09 km
Flight speed 7000 m s−1

87 m s−1

Frequency 94 GHz 94 GHz
Integration time 0.16 s 1 s
Pulse width 3.3× 10

−6 s –
Range resolution 480 m 4.5–27 m
Across-track resolution 1320–1380 m 460 m
Half-power beam width < 0.12° 0.85°
Footprint radius (r) 688 m 23 m
Distance between two measurement center points (d) 1093 m 87 m
Effective along-track resolution (res) 1780 m 110 m

The paper is organized as follows. First, we present the Cloud-
Sat and airborne remote sensing data and describe how CloudSat’s
radar reflectivities are forward-simulated from MiRAC observations
(Sect. 3.2). Second, we outline the meteorological situation encoun-
tered during the campaigns (Sect. 3.3). Section 3.4 evaluates the for-
ward simulations for four underflights and investigates the effects of
CloudSat’s spatial resolution, blind zone, and sensitivity on its perfor-
mance in detecting low-level clouds. Afterwards, Sect. 3.5 compares
the fraction of the MiRAC and forward-simulated radar reflectivities
across the entire data with height to analyze the variability in low-
level Arctic cloud occurrence with respect to meteorological and sur-
face conditions and to identify states that limit CloudSat’s cloud de-
tection the most. Section 3.6 concludes the study and discusses future
steps.
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3.2 data and methods

All four airborne campaigns were based in Longyearbyen, Svalbard,
and included various flights focusing on the Fram Strait area with
varying sea ice conditions during the different campaigns (Fig. 3.1, Ta-
ble 3.1). This study uses only measurements with flight altitude above
2 km and omits measurements over land due to the complex topogra-
phy. By using the daily sea ice concentration (sic) dataset (version 5.4)
obtained by the second Advanced Microwave Scanning Radiometer
(AMSR2), we differentiate between open water (sic< 15 %) and sea ice
(sic > 90 %). This assumption is more strict than in previous studies
(80 %; Strong and Rigor, 2013) to avoid cloud formation associated
with leads. In total, 82 h of flight time corresponding to a distance
exceeding 25 000 km is analyzed, with the majority (64 %) over open
ocean.

CloudSat’s Cloud Profiling Radar (CPR) and MiRAC are both down-
looking W-band radars operating at 94 GHz. We focus on the mea-
surements of the equivalent radar reflectivity factor Z from MiRAC
(ZM) and CPR (ZC). The fraction of Z signals in the measurement
period with height is also called hydrometeor fraction and hereafter
referred to as cloud fraction (CF).

Note that attenuation by supercooled liquid layers and precipita-
tion affects the downward-looking observations of both instruments
the same way. While dry air negligibly attenuates Z at 94 GHz, atmo-
spheric water vapor and hydrometeors can significantly attenuate Z.
In the dry Arctic, nonetheless, this attenuation is assumed small. With
a total column water vapor amount of 15 kg m−2, which is relatively
high for the Arctic, a two-way attenuation below 1 dBZ would occur
(Kneifel et al., 2015). A 500 m thick cloud with a liquid water path of
100 g m−2 would weaken Z by less than 0.6 dBZ (Stephens et al., 2002).
Note that unlike the CPR, MiRAC does not suffer from atmospheric
attenuation by hydrometeors above Polar 5 flight altitude, which is
mostly around 3 km.
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Figure 3.2: Sketch of the horizontal resolution of the radar on CloudSat
(CPR; a) and airborne radar MiRAC (b). The individual measure-
ment center positions (m1, m2, and m3) are indicated by blue
crosses and each footprint by blue circles; r is the radius of the
footprint, d the distance between two measurements, and res the
effective along-track resolution. For better illustration, MiRAC is
scaled up by a factor of 10.

3.2.1 Spaceborne CloudSat Cloud Profiling Radar (CPR)

The CloudSat satellite orbit reaches up to 82.5° latitude and provides
the only domain-wide vertically resolved satellite observations sen-
sitive to clouds, light precipitation, and snow in the Arctic region
(Kulie and Bennartz, 2009; Liu, 2008b; Palerme et al., 2014). The CPR
(Table 3.2 for a list of specifications) is a pulsed radar, and the pulse
width results in a range resolution of 480 m (Stephens et al., 2002;
Tanelli et al., 2008).

The antenna half-power beam width and flight altitude cause a
latitude-dependent across-track resolution of 1320 to 1380 m, which
is 1375 m particularly around Svalbard (Fig. 3.2, Table 3.2). Due to
the integration time, the distance between two adjacent measurement
center points (d) is 1090± 10 m, which again depends slightly on lat-
itude (Tanelli et al., 2008). As a result of the instantaneous footprint
and the integration time, the effective along-track CloudSat resolu-
tion (res) during the campaigns is close to 1780 m. In 2006, the CPR
sensitivity was close to −30 dBZ and was supposed to stay at least
close to −26 dBZ (Stephens et al., 2002, 2008; Tanelli et al., 2008). Due
to ground clutter, CloudSat likely overestimates low-level cloud oc-
currences below 0.5 height over ocean and 1 km over land and sea ice,
respectively (Lamer et al., 2020; Maahn et al., 2014; Marchand, 2018;
Mioche et al., 2015).

We analyze CPR data from the “2B-Geoprof” product version 5

(Marchand, 2018) over four underflights of Polar 5 below CloudSat
(Table 3.3) following Blanchard et al. (2014) and Lamer et al. (2020).
This product contains Z and a CPR cloud mask, which assigns a
value for the cloud detection probability every 240 m in height and
1 km along-track. The 2B-Geoprof product hereby oversamples the re-
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Table 3.3: Specifications of the four underflights of Polar 5 below CloudSat.

Case Flight Date Start End Space Time differ-
segment time time between ence between

(UTC) (UTC) platforms platforms
at cross- (min)
ing (m) Start End

1 ACLOUD 27 May 09:48:36 10:44:27 1208 38.7 17.8
RF06_hl03 2017

2 ACLOUD 2 June 09:40:39 09:56:59 1047 7.0 8.4
RRF11_hl02 2017

3 AFLUX 1 April 09:35:50 10:11:59 1031 16.6 20.1
RF09_hl03 2019

4 AFLUX 7 April 08:23:35 08:49:59 802 5.0 21.1
RF13_hl03 2019

turn power by a factor of 2. The altitudes of the CloudSat range bins
are slightly variable over time. For the analysis, the data are mapped
to a constant grid with a grid size of 240 m by selecting the nearest
neighbor. For the cloud mask, we settle for a given confidence value
of 20 or higher following Lamer et al. (2020). This means that all
range gates with lower values are considered to be cloud-free, filter-
ing ground clutter and very weak signals (Marchand, 2018). Further-
more, only ZC values larger than −27 dBZ are considered to be cloud
signals. This threshold is in accordance with the one applied by the
CPR cloud mask above the blind zone (Marchand, 2018). Contrary
to this study, Mioche et al. (2015) investigate the combined radar–
lidar product DARDAR that might more successfully identify low-
level cloud structures compared to the 2B-Geoprof product. However,
DARDAR interpolates the CPR data in the vertical to the finer res-
olution of the lidar (Winker et al., 2003), still detects ground clutter
erroneously as near-surface supercooled droplets, and thus overesti-
mates near-surface cloud fraction (Blanchard et al., 2014).

3.2.2 Airborne

MiRAC is a frequency-modulated continuous-wave (FMCW) radar
and operates at the same frequency (94 GHz) as CloudSat (Table 3.2
for list of specifications). Its sensitivity and vertical resolution de-
pend on the chirp settings. During the campaigns the settings were
such that the detection limit mostly reached below −40 dBZ (Mech
et al., 2019). The vertical resolution is 4.5 m close to the aircraft and
at most 27 m (Mech et al., 2019). During the processing, the vertical
resolution of all flights is interpolated to 5 m. Considering the beam
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Figure 3.3: Analyzed flight hours during the different circulation weather
types (CWTs) for each campaign and over all campaigns. N, S, C,
and AC stand for northerly, southerly, cyclonic, and anticyclonic
flow, respectively. Each CWT class is divided into the occurrence
of the marine cold-air-outbreak index (M): warm periods (red),
neutral periods (black), and cold-air outbreaks (CAOs; blue).

width, the radius of the beam’s footprint at the surface is 23 m for
the average flight altitude of about 3 km (Fig. 3.2). Due to the aircraft
speed and temporal resolution of roughly 1 s, each measurement cov-
ers about 110 m. Hence, res of MiRAC is roughly 16 times higher than
that of CPR. ZM is not investigated inside the lowest 150 m of the at-
mosphere due to surface-type-dependent ground clutter (Mech et al.,
2019) and is linearly interpolated to a temporal resolution of 1 s. This
study only accounts for measurements along straight flight segments
over ocean that exceed a flight altitude of 2 km (Risse et al., 2022).

The Airborne Mobile Aerosol Lidar (AMALi; Stachlewska et al.,
2010) also operated on Polar 5 is used to assess the cloud situation
during the four underflights. It measures profiles of backscattered
intensities at 532 (polarized parallel and perpendicularly) and 355 nm
(not polarized). After averaging these profiles over 5 s and correcting
them for the background signal and a drift, the attenuated backscatter
coefficient is calculated (Ehrlich et al., 2019b). By determining the
highest altitude of consecutive heights that exceed the backscatter
coefficient of a cloud-free section, the cloud top height is obtained
with a vertical resolution of 7.5 m and a horizontal resolution of 375 m
(Kulla et al., 2021; Kulla et al., 2021b). For this study, we accessed all
airborne data via the ac3airborne module that, among other things,
stores all links to the data (Mech et al., 2022).
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3.2.3 Forward-simulation methodology

This section summarizes the steps applied to convert the more finely
resolved and more sensitive MiRAC to CloudSat radar reflectivities.

Along-track convolution. We calculate a moving time average over
13 profiles, which represent the number of MiRAC along-track
bins (res of 110 m) within the CloudSat footprint (1375 m), and
consider an along-track weighting function that imitates the an-
tenna pattern by a symmetrical Gaussian distribution covering
the CloudSat footprint (Lamer et al., 2020).

Along-track integration. Here, the integration distance of Cloud-
Sat (1093 m) is considered by calculating an arithmetic mean
over all convoluted profiles within the integration distance. For
the underflights (Sect. 3.2.1), we assign to every CloudSat ob-
servation the averaged profile that best resembles the distance
between CloudSat and the location where Polar 5 and CloudSat
are closest (crossing location). For the statistical assessment over
all campaigns, a profile is selected every 1093 m.

Along-range convolution. The range resolution of the ZC and ZM

product is 240 m (Sect. 3.2.1) and 5 m (Sect. 3.2.2), respectively.
To account for the pulse-limited range resolution of CloudSat,
we average the convoluted observations from the previous step
by applying a running mean with a symmetrical, 960 m long
range-weighting function following Lamer et al. (2020). The
range-weighting function is modeled with the help of a Gaus-
sian distribution that produces a surface clutter echo profile sim-
ilar to that observed by the CloudSat CPR postlaunch. The dis-
tribution spans 2 times the range resolution of CloudSat, i.e.,
960 m, and thereby simulates ground clutter even more realis-
tically, since the weight of signals far away from the center is
tiny. Afterwards, we select Z values for every 240 m to mimic
the digitization of CloudSat.

Sensitivity threshold. To obtain the fully forward-simulated equiv-
alent radar reflectivities (Zsim), we apply a sensitivity threshold
of −27 dBZ to eliminate signals that fall below the CloudSat sen-
sitivity due to averaging over cloudy and cloud-free bins (i.e.,
partial beam filling).
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3.3 meteorological conditions during airborne campaigns

The flights during the four campaigns (Fig. 3.1) span a range of mete-
orological conditions. We characterize and relate cloud occurrence to
these conditions by determining the daily marine cold-air-outbreak
index (M; Papritz et al., 2015) and the circulation weather type (CWT;
Akkermans et al., 2012) from ERA5 reanalysis data provided for pres-
sure levels (Hersbach et al., 2020).

3.3.1 Marine cold-air-outbreak index (M)

Following Papritz et al. (2015) and Kolstad (2017), M is defined as
the difference between potential temperatures (θ) at the surface and
850 hPa altitude for each grid point over water:

M = θsurf − θ850hPa. (3.1)

For a more robust estimate, daily M values are averaged for the
Fram Straight area (Fig. 3.1, yellow). A M below −8 K classifies a
warm period, whereas a M above 0 K identifies cold-air outbreaks
(CAOs) following Knudsen et al. (2018). CAOs typically occur when
cold air masses form over the central Arctic ice and move southward
over the warm open ocean, where they quickly saturate. Over the
open water, cloud streets evolve, which grow in the vertical and hori-
zontal directions with distance to the ice edge until they form convec-
tive cells. The heat release from the ocean enhances turbulence that
deepens the cloud layer with time (Atkinson and Wu Zhang, 1996;
Brümmer, 1999; Etling and Brown, 1993). Air-mass transformation
during a CAO still poses many questions, requiring detailed mea-
surements for testing high-resolution modeling.

In total, 63 % of the analyzed measurements were taken during
CAOs, 32 % under neutral conditions, and 5 % under warm condi-
tions (Fig. 3.3). Note that the sampling is affected by weather condi-
tions suitable for flying. During warm conditions, a thick, continu-
ous, low cloud layer often hinders Polar 5’s take-off and landing at
Longyearbyen airport (Svalbard). Therefore, warm periods do not ap-
pear representative.

ACLOUD (early summer) includes frequent CAO events and fewer
warm periods (Fig. 3.3). During AFLUX and HALO–(AC)3, both tak-
ing place in early spring, CAO occurrences clearly dominate the an-
alyzed flights. Conversely, neutral conditions (−8 K<M< 0 K) dom-
inate MOSAiC-ACA, which was conducted in autumn. Only twice
as much flight time was conducted during CAOs as during warm
periods in this autumn campaign.
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Figure 3.4: Profiles of the equivalent radar reflectivity (Z) during the four un-
derflights of Polar 5 below CloudSat (columns) as obtained from
the airborne radar MiRAC (ZM; a), after along-track convolution
(I; b), after additional along-track integration (II; c), after further
along-range convolution (III; d), and after applying a sensitivity
threshold of −27 dBZ (Zsim, IV; e). The CloudSat observations
(ZC; f) are filtered by the CPR cloud mask. In addition, the cloud
top height derived by the airborne lidar AMALi (a; black dots) is
shown.

3.3.2 Circulation weather type (CWT)

Several approaches to categorizing synoptic situations into CWTs by
their large-scale atmospheric circulation exist, e.g., by analyzing the
areal average of the vorticity, strength, and direction of the geostrophic
flow. We follow Akkermans et al. (2012) and use the Jenkinson–Colli-
son classification, which comprises eight directional classes (N, NE,
E, SE, S, SW, W, and NW) and two vorticity regimes (cyclonic, C, and
anticyclonic, AC; Philipp et al., 2016). For a representative assessment,
the CWT is calculated from the geopotential height at 850 hPa over a
larger area (Fig. 3.1, brown).

In general, the flow is directed in the meridional direction and flow
directions W and E do not occur during the analyzed flights. Thus,
the main flow directions are S, N, C, and AC, and classes in between
are assigned to the neighboring main direction following Lerber et al.
(2022b). In total, there was 0.6 h of flight time during NE and NW
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flows and 1.8 h during SE and SW conditions; thus, they contribute
less than 1 %.

During all campaigns, northerly (30 %) and cyclonic (43 %) flows
dominate, whereas southerly winds appear rarely, making up only 7 %
of the analyzed flight time (Fig. 3.3). The fewest northerly winds oc-
curred during the MOSAiC-ACA campaign (autumn). With 1.9 h, the
amount of cyclonal flow is lowest during AFLUX. For AFLUX and
HALO–(AC)3 (both early spring), the primary difference in the synop-
tic situation is the main flow type, being northern and cyclonic during
AFLUX and HALO–(AC)3, respectively. Northerly winds generally
implicate CAOs, except for MOSAiC-ACA, during which the num-
ber of CAOs is in general low. Cyclonic conditions frequently include
CAOs during the spring campaigns AFLUX and HALO–(AC)3, while
they are less frequent (< 30 %) during MOSAiC-ACA and ACLOUD
(early summer).

3.4 cloudsat underflights

Four CloudSat underflights (Table 3.3) were performed in the vicinity
of Svalbard (Fig. 3.13) during ACLOUD and AFLUX, lasting about
35 min each. ZM time series resolve the fine structures inside the
clouds (Fig. 3.4a) and demonstrate that the cloud conditions during
the underflights differ significantly. The clouds during cases 1 and 3

reach altitudes of up to more than 2 km and show light precipita-
tion, as evidenced by reflectivities in the lowest range gate. During
case 2, a thin cloud layer with virga and ZM below −20 dBZ appears
below 1 km. Case 4 is mostly cloud-free and exhibits only one small
non-precipitating cloud below 2 km. During all cases, CloudSat ob-
serves no additional clouds at higher levels (not shown). Hence, no
attenuation occurs through high clouds. The cloud top heights ob-
tained from the AMALi lidar and MiRAC measurements generally
agree well. Exceptions occur at very low levels when the lidar likely
detects a thin supercooled layer, which is even beyond the sensitivity
limit of MiRAC.

The horizontal cloud cover from the MiRAC observations during
all underflights is 74 %, and 45 % of the cloud tops fall within the
lowest kilometer. ZM ranges from −31 to 8 dBZ (Fig. 3.5a). Precipi-
tation, which is hereafter defined as Z larger than −5 dBZ (Maahn et
al., 2014), is rare. The vertically resolved ZM distribution (Fig. 3.5g) re-
veals that precipitation is confined to below 750 m height. ZM is most
frequent at −15 dBZ due to signals between 0.15 and 1.2 km height
that are mainly observed during case 1.

The mean CF profile of MiRAC (CFM; Fig. 3.6a, MiRAC) over all
underflights shows almost no clouds above 2 km; the CF of clouds
between 1.5 and 2 km height is on average 15 % and increases up to
40 % between 1.5 and 1 km height. At around 750 m, CFM maximizes,
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Figure 3.5: Histogram (a–f) and contoured frequency by altitude diagram
(CFAD; g–i) of the equivalent radar reflectivity (Z) over four
underflights of Polar 5 below CloudSat. Histograms display
the original MiRAC (ZM; a) and CloudSat data (ZC; f) and
forward-simulated data obtained after each processing step (I–
IV; Sect. 3.2.3). CFADs show ZM (g), the completely forward-
simulated data (Zsim; h), and ZC (i). The color coding of the labels
is equivalent to Fig. 3.4. The size of the bins equals 2 dBZ.

with 53 % over less than 500 m mainly due to the cloud layer captured
during case 2.

3.4.1 Effect of the forward simulation

At first, we illustrate how the different processing steps (Sect. 3.2.3)
change the radar reflectivities when converting the MiRAC measure-
ments (ZM) to those that would be observed by CloudSat (Zsim):

I. The along-track convolution (Fig. 3.4b) is independent of height
and smooths hydrometeor-related signals in the horizontal.
Therefore, especially broken cloud fields with small gaps are
combined into clouds with larger horizontal extent. Further-
more, isolated reflectivities, such as during case 4 at altitudes
below 200 m, become visible by smearing over a larger distance.
The occurrence of very low-level clouds is confirmed by the li-
dar; however, they mostly fall even below the sensitivity limit of
MiRAC. Note that at cloud boundaries, Z often declines below
the sensitivity threshold of −27 dBZ (Fig. 3.5b). Compared to
the original ZM distribution, which has its maximum at −15 dBZ
(Fig. 3.5a), the distribution becomes bimodal (Fig. 3.5b).

II. The along-track integration (Fig. 3.4c) broadens and smears
cloud structures in the horizontal; e.g., cloud gaps clearly shrink
during case 1. The bimodality of Fig. 3.4b strengthens, and the
distribution now has a global maximum at −8 dBZ and a local
maximum at −20 dBZ (Fig. 3.5c).
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Figure 3.6: Cloud fraction (CF) profiles over four underflights of Polar 5 be-
low CloudSat. Original and completely forward-simulated (IV)
profiles are displayed in (a). The effect of each processing step
(I–IV; Sect. 3.2.3) on CF is illustrated in (b). The color coding is
equivalent to Fig. 3.4.

III. After the along-range convolution (Fig. 3.4d), the coarser verti-
cal resolution displays less fine cloud structures, stretches clouds
in the vertical, and hence increases cloud top heights. To illus-
trate this in detail, the range-weighting function averages Z at
the cloud top over a range of ± 480 m. Thus, cloud-free con-
ditions above the cloud top now show a non-negligible radar
reflectivity moving the cloud top upwards. Similar to the along-
track averaging, Z decreases drastically even below −60 dBZ
(Fig. 3.5d).

IV. The sensitivity threshold (Fig. 3.4e compared to c) reduces the
number of signals along cloud boundaries and the number of
whole clusters during case 4 and enlarges cloud gaps.

The lower resolution and sensitivity of Zsim do not change the con-
toured frequency by altitude diagram (CFAD) compared to ZM at the
most frequented regions between −15 and −8 dBZ (Fig. 3.5g and h).
However, the forward simulations decrease the number of Zsim values
above 2.25 km and increase the number of Zsim values smaller than
22 dBZ below 960 m height. Zsim does not resolve the lowest 720 m
and hence resolves almost no precipitation.

In a second step, we analyze how the mean CF profile averaged
over all underflights changes in each processing step:
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I. The along-track convolution (Fig. 3.6b, MiRAC compared to I)
has no effect on CF above 1.5 km and increases CF by roughly
3 pp between 1 and 1.5 km and by 10 pp below. Near the surface,
the overestimation of CF increases from 7 % to 25 % of CFM. The
change in CF due to along-track averaging depends on how
many individual clouds are encountered. A larger number of
clouds with short gaps in between, e.g., across cloud streets,
favors more horizontal cloud stretching and thus increases CF
more. The clouds in case 3 enhance CF over all heights, whereas
the precipitation and virga in cases 1 and 2 intensify the low-
layer CF increase.

II. The along-track integration (Fig. 3.6b, I compared to II) acts in
the same way as the along-track convolution but with a smaller
effect. An additional increase in CF occurs, which is strongest
below 1 km but less than 3 pp.

III. The range convolution (Fig. 3.6b, II compared to III) shifts the
CF profile up by about 480 m due to cloud top stretching as
Z is averaged over hydrometeor-free areas. Below 1 km, CF in-
creases additionally, by around 30 pp in total. Here, the effect of
the range-weighting function (Sect. 3.2.3) spanning ± 480 m is
evident. At 720 m, Z between 240 m and 1.2 km affects CF after
the range convolution. Hence, the range-weighted signals from
non-precipitating low-level clouds might reach the lowest level.
As we do not explicitly model a surface reflection signal, this
weighting is also the reason why CFsim can only be calculated
down to 720 m.

IV. CF after applying the sensitivity threshold (CFsim; Fig. 3.6b, III
compared to IV) reduces by 25 pp particularly just above 1.5 km.
Most cloud tops are directly below 1.5 km, where the gradi-
ent of the CFM profile is strongest. After cloud stretching, Z

at the cloud tops is very small and often falls below the thresh-
old. Thus, the effect of the threshold is predominant at 1.9 km,
i.e., 480 m above the layer with most cloud tops. The sensitiv-
ity threshold reduces the cloud top height overestimation and
leads to a net overshooting of about 240 m compared to CFM.
Note that close to 1.9 km, some ZM values already fall below the
threshold (Fig. 3.6a, MiRAC >−27 dBZ compared to MiRAC).

In summary, changes in sensitivity and resolution (Fig. 3.6a, MiRAC
compared to IV) enhance CFsim compared to CFM most strongly be-
low 1.5 km, i.e., 11 pp at 720 m, which is 25 % of CFM.
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3.4.2 Evaluation of the forward simulation

Can we use Zsim as a proxy for ZC and thereby expand the analy-
sis period over all campaigns? A comparison of Zsim, ZC, and the
corresponding CF profiles shall answer this question and detect mea-
surement biases between MiRAC and CPR. Note that differences in
the observed cloud fields can arise due to the time and location shifts
between the two radars. The highly spatially and temporally variable
clouds (Fig. 3.4) do not allow clouds to be projected in space and time
as done by Gayet et al. (2009) for extended ice clouds.

Zsim and ZC agree well (Fig. 3.4e and f), though a lower number of
signals is measured by CloudSat. This is most striking in case 2, when
CloudSat detects no clouds. Note that in the raw CloudSat data, i.e.,
without applying the cloud mask, weak ZC appears at 1 km height
during case 2 (not shown). However, the mask attributes these sig-
nals to ground clutter and generally filters all signals below 720 m.
The fact that MiRAC measurements for cases 1 and 3 evidence sig-
nificant hydrometeor occurrence below 1 km demonstrates that the
cloud mask is too strict, as pointed out in Lamer et al. (2020) (see
their Fig. 1). Compared to the horizontal cloud cover from MiRAC,
the one observed by CloudSat reduces by a factor of 2. Ground clut-
ter could cause artificial echoes in the lower layers if the CPR mask
is too gentle. In this case, ground clutter would enhance ZC but not
affect Zsim, which is not dominant during the underflights (Fig. 3.7).
Furthermore, CloudSat does not detect low ZM and thus shows sepa-
rate clouds instead of a continuous cloud layer during case 3.

We investigate the realism of the forward simulation by directly
comparing Zsim and ZC for each pixel (Fig. 3.7). ZC is on average
2 dB lower than Zsim for times when both instruments measured a
signal. This bias is in the same range (1–2 dB) as that found by Protat
et al. (2009). They processed the airborne Z the same way we do but
used a threshold of −29 dBZ. Note that they achieve a better match-
ing of air- and spaceborne Z because they only analyze extended
non-precipitating ice clouds and minimize the time and spatial lag
between the measurements to below 10 min and a few hundred me-
ters. Thus, the RMSE (5.5 dB) and standard deviation (5.17 dB) of our
data, which is twice the value claimed by Protat et al. (2009) (2–3 dB),
are larger. However, the highly variable low clouds that are observed
by each instrument differ due to the time shift and location mismatch
of the platforms; thus ZC − Zsim (Fig. 3.14) is dependent on the dis-
tance to the underflight (time shift) and on the distance between both
platforms (location shift). For measurements that are obtained within
30 km around the crossing location and when Polar 5 and CloudSat
are closer than 35 km, the bias and standard deviation decrease to
−0.37 and 3.18 dB, respectively.
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Figure 3.7: Comparison of the equivalent radar reflectivity obtained from
forward simulation (Zsim) and CloudSat (ZC) over four under-
flights of Polar 5 below CloudSat with the corresponding linear
fit (black). The bin size equals 2 dBZ.

Having shown good agreement between forward-simulated and
measured reflectivities, we now focus on the vertical cloud fraction
profile. Above 1.5 km, the profiles agree very well; CFC deviates from
the CFsim profile by less than 5 pp (Fig. 3.6a, IV compared to Cloud-
Sat). This agreement worsens for lower altitudes; CFC is lower by 36 pp
(16 pp) at 720 m (960 m) height, which is 60 % (31 %) of CFsim. This is
consistent with the omission of signals by CloudSat due to a too-
aggressive cloud mask, as discussed above. In summary, the com-
parison demonstrates that Zsim can be used as a good proxy for ZC

above 1.5 km but that care has to be taken below, especially in the
blind zone. This holds particularly for the maximum CFM of 50 %
measured at 720 m, which CFsim overestimates, but CloudSat obser-
vations strongly underestimate.

3.5 evaluation of cloudsat limitations during campaigns

Synthetic CloudSat reflectivity profiles (Zsim) are generated from the
MiRAC observations carried out over the four campaigns (Tables 3.1)
and serve as a base for assessing CloudSat’s limitations. We first
investigate the effect of these limitations on cloud fraction profiles
(Sect. 3.5.1) derived from Zsim and specify the drivers for differences
between forward simulations and “truth”. Furthermore, we analyze
how much multilayer clouds (Sect. 3.5.2) and precipitation (Sect. 3.5.3)
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Figure 3.8: Cloud fraction profiles from the airborne radar MiRAC (CFM)
over four campaigns (a–c) and the difference compared to the
forward-simulated profiles (CFsim; d–f). Profiles are averaged
over all data (a, d), each campaign (b, e), and different surface
covers (c, f). Sea ice concentrations below 15 % and above 90 %
represent open water and sea ice. Moreover, the profiles after
each processing step (I–IV; Sect. 3.2.3) are displayed in panel (a).

are affected. Note that these campaign measurements cannot be con-
sidered as a climatology; however, they provide unique data and in-
sights into Arctic low-level clouds.

3.5.1 Cloud fraction profiles

Averaged over the four campaigns, the observed vertical cloud frac-
tion profile (CFM) is 12 % for altitudes above 1.5 km and increases
to 40 % towards the surface (Fig. 3.8a). The increase is strongest be-
tween 1.5 and 0.6 km, and the high values at MiRAC’s lowest height
of 150 m indicate frequent precipitation and probably very low clouds
(Griesche et al., 2021). Excluding the blind zone, we average cloud
fraction between 1 and 2.5 km and assess the impact of the differ-
ent forward-simulation steps (Sect. 3.2.3). CF increases by 6 pp due to
CloudSat’s along-track convolution and integration (Fig. 3.8a, MiRAC
compared to II), i.e., horizontal resolution; increases by 12 pp due to
its range resolution (II compared to III); and decreases by 10 pp due to
its sensitivity (III compared to IV). Vertically resolved, maximum ef-
fects of +25 pp (horizontal resolution), +20 pp (range resolution), and
−30 pp (sensitivity) occur. The horizontal cloud cover between 1 and
2.5 km reduces by only 5 pp to 34 % during the forward simulation.
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Mean CFM over the lowest 2.5 km varies between 17 % during
MOSAiC-ACA and 25 % during AFLUX (Fig. 3.8b). This is even more
pronounced below 1.25 km, where CFM differs between 20 % and 60 %,
and might reflect a difference between autumn (MOSAiC-ACA) and
spring (AFLUX). The profiles obtained during ACLOUD and HALO–
(AC)3 resemble the mean profile over all campaigns. The shape of the
CFM profile varies between the campaigns, again with the largest dif-
ferences between AFLUX and MOSAiC-ACA. While MOSAiC-ACA
features a roughly constant vertical CFM of around 20 % in the lower
troposphere, AFLUX has the lowest CFM of about 10 % at higher alti-
tudes, which strongly increases to 65 % towards the surface.

The average vertical profiles of the forward-simulated CFsim and
measured CFM profiles show a similar shape (Fig. 3.8a, MiRAC and
IV). However, the absolute difference between CFsim and CFM

(Fig. 3.8d) reveals that CFsim is larger, and the difference increases to-
wards the surface. At the lowest forward-simulated height (0.72 km),
CFsim overestimates CFM by 11 pp; i.e., CloudSat would overestimate
cloud fraction by one-third. The increasing overestimation towards
the surface is evident for all campaigns (Fig. 3.8e), though differences
of about 5 pp are evident. In particular, a peak in the overestimation at
1.5 km height occurs during ACLOUD (Fig. 3.8e) that might depend
on differences in the cloud situation.

As already illustrated for the underflights (Sect. 3.4.1), CloudSat’s
lower vertical resolution shifts CFsim upwards vertically by roughly
240 m and stretches the clouds. In conclusion, low-level clouds are
overestimated above the blind zone, but the dominant hydrometeor
layer below 750 m is completely missed by the blind zone. Cloud-
Sat’s performance, i.e., CFsim −CFM, does not show clear differences
between the campaigns performed in different seasons. This might
depend on the probed cloud types, their connection to different syn-
optic situations, and the way they are probed. In the following, we
assess the dependence of CloudSat’s performance on various param-
eters.

3.5.1.1 Surface cover

We analyze dissimilarities between CFM and CFsim over open water
and sea ice (Fig. 3.8c and f). In general, cloud fraction profiles ap-
pear differently over sea ice, where they are relatively constant with
height, and over open water, where higher levels have fewer and the
lowest kilometer has more clouds. Over sea ice, a slight increase in
CFM close to the surface occurs that might be related to very low-
level clouds found by Griesche et al. (2021). CFsim overestimates CFM,
especially below 1.75 km, with stronger overestimations closer to the
ground (Fig. 3.8f). This overestimation is more pronounced over open
water than over sea ice. Over ice, a second maximum in overestima-
tion occurs at 1.5 km, where the cloud fraction is discontinuous.
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3.5.1.2 Cold-air-outbreak index

CF is investigated for different M classes (Sect. 3.3.1). We only focus
on CAOs and neutral conditions as too few cases for warm condi-
tions exist, which would not allow valid conclusions to be drawn.
During CAOs, CFM is close to 10 % above 1.5 km height (Fig. 3.9a)
and increases linearly down to 1 km and more slowly until it reaches
50 %, close to the surface. In contrast, with about 18 %, CFM is more
constant over height for neutral conditions. Then, no significant dif-
ferences between sea ice and open water are visible, while differences
up to 20 pp occur during CAOs. The latter differences vary with
height similar to the overall difference between sea ice and open wa-
ter (Fig. 3.8c). Clearly, CAOs are responsible for the highest low-level
cloud fractions, with significant differences between measurements
over ice and open water, where air-mass transformation changes cloud
characteristics along the trajectory. The atmospheric boundary layer
height increases with distance to the ice edge due to strong sur-
face fluxes. Evaporation supports the cloud development from roll
cloud streets close to the ice edge to cellular convection further down-
stream. CFsim overestimates CFM by up to 16 pp mainly during CAOs
(Fig. 3.9c), when the coarse vertical resolution deepens the low-level
cloud rolls over water, and less during neutral situations, when CFM

is constant. The overestimation is strongest close to the surface, i.e., 14

and 9 pp during CAOs and neutral conditions, respectively. We specu-
late that the overestimation depends on cloud amount and orientation
of the flight tracks in respect to the cloud streets as this influences the
number of cloud gaps over which signals are averaged.

3.5.1.3 Circulation weather type

Cyclonic flows are the most frequent CWT (43 %) followed by norther-
ly flows (Fig. 3.3). CFM shows a strong dependence on CWT, though
for all regimes the highest cloud fraction occurs in CloudSat’s blind
zone (Fig. 3.9b). Northerly flows exhibit the largest CFM. During cy-
clonic conditions, the shape of the profile is similar, but CFM is lower.
Both flows, particularly the northerly one, favor CAOs (Fig. 3.3) and
associated cloud rolls. During southerly winds, non-precipitating
clouds exist at different heights. CFM is generally lowest and often
zero during anticyclonic conditions, which, however, are rare. Again
CFsim overestimates CFM for all CWTs below 1.5 km. The effect is
strongest during northerly conditions followed by cyclonic conditions.
Although, CFM and its overestimation by CloudSat are largest during
northerly winds, both seem to not be directly related to CWT; i.e.,
CFM is larger during AFLUX than HALO–(AC)3 regardless of CWT
(not shown). In fact, CFM and the difference compared to the synthetic
profiles are sorted in the same order, which implies a dependence on
the amount of cloud fraction.
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Figure 3.9: Cloud fraction profiles from the airborne radar MiRAC (CFM)
over four campaigns (a, b) and the difference compared to the
forward-simulated profiles (CFsim; c, d). Profiles are averaged for
different marine cold-air indices (M; a, c; solid lines): warm pe-
riod (red), neutral period (black), and cold-air-outbreak indices
(CAO; blue). The data are additionally categorized as being ob-
served over sea ice (sea ice concentration, sic, < 15 %; dotted) and
open water (sic > 90 %; dashed). Moreover, profiles are separated
into circulation weather types (CWTs; b, d). N, S, C, and AC
stand for northerly, southerly, cyclonic, and anticyclonic flow, re-
spectively.

In conclusion, the errors imposed by CloudSat’s limitations (CFsim −

CFM) do not show a clear dependence on the surface type, M, or CWT
but rather on cloud fraction and the shape of the profile. Significant
errors only occur for clouds below 1.5 km. For the low-level cloud
fraction we thus propose a simple correction in the form of a linear
regression: the overestimation is 5 pp at 30 % cloud fraction and in-
creases linearly to 15 pp for a cloud fraction of 60 %. While such a
correction would reduce the overestimation of the vertically resolved
cloud fraction with a residual uncertainty of about 5 pp (not shown),
it has to be stressed that the blind zone neglects low-level clouds,
which are the most common clouds in the Arctic (Fig. 3.6).
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3.5.2 Multilayer clouds

The radiative characteristics of multilayer and single-layer cloud con-
ditions often differ (Li et al., 2011). During ACLOUD, Mech et al.
(2019) identified 38 % of the cloudy scenes as being composed of mul-
tilayer clouds that have a median thickness of 205 m. CloudSat might
miss individual clouds due to its sensitivity, and its coarse resolution
might merge separate hydrometeor layers to a single layer (Sect. 3.4.1).
We investigate the overall effect on the frequency of multilayer cloud
occurrence by defining a profile as containing a multilayer cloud for
CloudSat if a gap of at least one range gate (240 m) occurs in the Zsim

profile. For MiRAC a threshold of 90 m is used to take advantage of
its finer resolution.

Averaged over all campaigns, 48 % of the cloud tops observed over
all ZM profiles belong to multilayer clouds that have a mean thickness
of 347 m (single-layer clouds: 762 m). During the forward simulations
these multilayer clouds might merge to single-layer clouds. For Zsim

only 12 % of the cloud tops belong to multilayer clouds, which have a
mean thickness of 527 m. The coarse resolution deepens single-layer
clouds by 140 m and multilayer clouds by 180 m. A total of 43 % of
the observed multilayer cloud tops are below 1 km, which is less than
for single-layer clouds (55 %); however, this implies that nearly every
multilayer system has a layer with a cloud top below 1 km. With 48 %
of all multilayer cloud tops, slightly more multilayer clouds are below
1 km for Zsim than for ZM.

The absolute number of cloudy ZM profiles containing medium-
thickness (0.24–1.92 km) clouds reduces by a factor of 15 during the
forward simulation (Fig. 3.10a and b, gray). For 240 m thick clouds,
the factor is 2.3 times larger. Zsim does not detect more than twice as
many shallow than medium-thickness clouds (Fig. 3.10b, gray). Fur-
thermore, Zsim misses the thickest clouds. Because of the low vertical
resolution, Zsim does not resolve the lowest 720 m of the atmosphere
and thus thins the thickest clouds by 240 m to 2.16 km. The ratio be-
tween the number of clouds obtained by MiRAC and the forward
simulations for clouds that are thicker than 1.92 km is 70 % of the
averaged ratio due to cloud stretching.

For multilayer clouds only, the ratio between 480 and 240 m thick
clouds increases for Zsim (Fig. 3.10a and b, pink). First, shallow clouds
might get stretched. Second, Zsim might detect fewer thin clouds,
which reduces the total number of cases. Furthermore, the absolute
number of clouds over all cloud thicknesses excluding 240 m reduces
by a factor of 68 during the forward simulation. The number of mul-
tilayer clouds diminishes 4 times as much as of all clouds due to
the reduced resolution and sensitivity. Zsim could either not detect
thin, second cloud layers anymore or merge multilayer to single-layer
clouds. For 240 m thick clouds, the reduction factor of the number of
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Figure 3.10: Relative frequency of occurrence for the thickness over all (gray)
and multilayer clouds (pink) derived from the equivalent radar
reflectivity of the airborne radar MiRAC (ZM; a) and of the
forward simulation (Zsim; b) over four campaigns. Note that
MiRAC resolution is much finer but binned to match the one
of CloudSat. The total number of all and multilayer clouds is
displayed, with each radar reflectivity profile counting as an
additional cloud.

clouds observed by MiRAC and the forward simulations is twice the
average over the remaining cloud thicknesses. The detection omission
is larger for shallow than for deeper clouds but decreases compared
to all clouds. Thus, the detection omission of forward-simulated shal-
low clouds is a general shortcoming rather than one attributed to
multilayer clouds. Hence, the merging of multiple cloud layers re-
sults in the 4-times-larger reduction factor of the number of multi-
layer clouds.

3.5.3 Precipitation

One of the most important applications of CloudSat is the derivation
of snowfall in the Arctic. The Fram Strait is of particular interest as
precipitation is most intense in this area (McCrystall et al., 2021), and
snowfall estimates between CloudSat and regional climate models
differ highly (Lerber et al., 2022b). From the “2C-Snow-Profile”, Edel
et al. (2020) derived a mean snowfall rate (SC) of 200 to 500 mm yr−1

around Svalbard. The snowfall rate of the 2C-Snow-Profile product
is calculated for bins that contain snow or snow-producing clouds
via optimal estimation from snow size distribution parameters and
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uncertainties that are obtained by optimal estimation as well (Wood
and L’Ecuyer, 2018). To calculate these snow size distribution param-
eters, radar reflectivity profiles of the 2B-Geoprof product and tem-
peratures from ECMWF-AUX (European Centre for Medium Range
Forecasts-AUXiliary), i.e., state variable data interpolated to the CPR
grid, as well as a priori snow microphysical properties, radar scatter-
ing properties, and size distribution parameters are required as input.
These microphysical parameters represent dry snow, and the scat-
tering properties hold for irregularly shaped particles (Wood, 2011).
However, SC, which is calculated for the near-surface bin at 1.2 km
height, assumed to be the lowest bin not affected by ground clutter,
deviates from the surface snowfall rate (Ssurf). Moreover, resolution
limitations (Sect. 3.2.1) might affect SC.

We calculate snowfall rates from ZM (SM) and Zsim (Ssim) for Z

larger than −5dBZ via the Ze–S relation for three bullet rosettes fol-
lowing Maahn et al. (2014). Note that rosette habits might not capture
the microphysical composition of oceanic snow-producing clouds un-
der CAO conditions very well. We derive SM for all heights above
150 m to avoid ground clutter contamination for MiRAC (Sect. 3.2.2).

First, the effect of CloudSat’s resolution on the Zsim and Ssim distri-
butions is investigated at 1.2 km by comparing them with the respec-
tive ZM and SM distributions. Compared to ZM, the relative number
of Zsim values between −5 and 3 dBZ is larger, and the number of
stronger Zsim values is lower (Fig. 3.11a); i.e., CloudSat would over-
estimate very light snowfall and underestimate stronger snowfall. Z
decreases during the spatial convolution. Note that ZM might fall
below the threshold for precipitation (Z > −5dBZ) during the for-
ward simulation, reducing the number of Ssim values. The histogram
of snowfall rates shows that the number of Ssim and SM values de-
creases exponentially with their intensity (Fig. 3.11b). The relative
number of Ssim values compared to SM values is larger for Ssim below
0.2 mm h−1, lower for Ssim between 0.2 and 2.0 mm h−1, and compa-
rable for Ssim above 2 mm h−1. Due to its low resolution, CloudSat
would overestimate low snowfall rates by 4 pp and underestimate
higher rates by 4 pp.

We evaluate the influence of CloudSat’s blind zone on its total pre-
cipitation amount (AC), which is the integral of the snowfall rate at a
specific height over measurement time, following Maahn et al. (2014)
but for ZM over ocean and sea ice. Over all campaigns, the total
precipitation amount obtained from MiRAC (AM) is 1.0 mm (SM of
111 mm yr−1) at 1.2 km and with 2.1 mm (SM of 229 mm yr−1) more
than twice as much at 150 m (Fig. 3.12). For a 1-year period at Ny-
Ålesund, Maahn et al. (2014) found a larger Ssurf of 320 mm yr−1

using a ground-based radar, which might result from the choice of
flight patterns that avoid storms and deep clouds. Due to its blind
zone, CloudSat would underestimate AM at 150 m by 51 pp (Fig. 3.12),
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Figure 3.11: Relative frequency of occurrence of the equivalent radar reflec-
tivity (Z; a) and precipitation rate (S; b) for Z larger than −5 dBZ
observed by the airborne radar MiRAC at 1.2 km (blue shade)
and 150 m (blue line) and by the forward simulations at 1.2 km
height (black shade) over four campaigns. The size of the bins
equals 2 dBZ and 0.2 mm h−1.

which is much stronger than for Ny-Ålesund (9 pp; Maahn et al.,
2014).

To identify the ZM regime leading to the underestimation of AM

caused by CloudSat’s blind zone, AM is analyzed for different reflec-
tivity classes (Fig. 3.12). Closest to the ground, with 90 %, light pre-
cipitation (ZM < 10dBZ) is the dominant contributor to AM. These
reflectivities strongly increase from 1.2 km altitude down to 500 m
and less below. ZM values between 10 and 20 dBZ equally contribute
to AM over all heights. ZM values larger than 20 dBZ only occur be-
low 400 m and contribute to AM more strongly closer to the ground.
The total precipitation amount has its maximum at 235 m height be-
cause it strongly increases below 1.2 km, probably due to formation
of light precipitation, and slightly decreases down to 150 m due to
sublimation. The increase in occurrence of higher-reflectivity classes
just above the maximum height is likely related to aggregation.

In this study, with 90 %, light precipitation (ZM < 10dBZ) plays a
more important role than for Ny-Ålesund, where it is 35 % (Maahn
et al., 2014), while moderate and strong precipitation is greatly re-
duced. We also find a lower height of maximum precipitation (235 vs.
600 m) and less sublimation (3 vs 20 pp). This might be related to the
generally higher latitudes and colder conditions encountered during
the flights. Moreover, the recorded cloud types favor light precipita-
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Figure 3.12: Contribution from different intervals of equivalent radar reflec-
tivity obtained from the airborne radar MiRAC (ZM) to the to-
tal precipitation amount over all campaigns (AM) with height.
AM, norm is the integral over the snowfall rate (SM) for a spe-
cific height, which is calculated for ZM larger than −5 dBZ via
the Ze–S relation for three bullet rosettes following Maahn et al.
(2014), normalized by AM at 150 m, which is the nearest surface
bin not affected by ground clutter. The dashed line at 235 m
marks the height of maximal AM, norm. The profile of SM with
height is shown in the right column.

tion. In particular, many CAOs occurred throughout the campaigns
(Fig. 3.3). At least 70 % of AM is measured during CAOs for all heights
and ZM regimes. This ratio is higher at lower altitudes down to 250 m.
During CAOs, the number of ZM values larger than 5 dBZ is so low
that these ZM values do not enhance AM. In summary, CAOs produce
mainly light precipitation, dominating AM.

3.6 conclusions and outlook

Many studies use CloudSat observations to investigate Arctic clouds
(Liu et al., 2012; Mioche et al., 2015; Zygmuntowska et al., 2012) and
snowfall (Lerber et al., 2022b). However, CloudSat CPR has a blind
zone of about 1 km, a coarse spatial resolution, and a limited sensitiv-
ity, which impact its usefulness in the assessment of warm marine-
boundary-layer clouds and precipitation (Lamer et al., 2020). Our
study extends this investigation for the Arctic using finely spatially re-
solved airborne radar reflectivity measurements by MiRAC obtained
during four campaigns that took place over different seasons.
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The measurements, which cover more than 25 000 km, are used to
forward-simulate CloudSat measurements. During four underflights,
these forward-simulated and CloudSat radar reflectivities agree with-
in 2 dB; thus the forward simulation is a good proxy for CloudSat ob-
servations. The cloud fraction obtained by MiRAC over all campaigns
is on average 30 %, with lower values of about 15 % at 2.5 km and a
maximum of 40 % close to the ground. CloudSat’s limitations increase
the forward-simulated cloud fraction at 720 m by 11 pp, which is 33 %
of the MiRAC cloud fraction. However, there are compensating ef-
fects at play: CloudSat’s horizontal resolution increases the cloud frac-
tion by a maximum of 25 pp and its range resolution by a maximum
of 20 pp, and its sensitivity decreases the cloud fraction by a maxi-
mum of 30 pp. The lower spatial resolution fills cloud gaps, stretches
clouds by 240 m at the cloud top and bottom, and hence increases the
cloud fraction of the forward-simulated observations more strongly
the closer to the ground. Our finding that MiRAC and CloudSat radar
reflectivities differ substantially below 1.5 km supports the conclusion
of Lamer et al. (2020) that the CPR cloud mask might be too restric-
tive, such that airborne remote sensing is necessary to resolve fine
cloud structures and the lowest kilometer of the atmosphere.

We aimed to identify the drivers for CloudSat’s over- and under-
estimations: fewer discrepancies between the forward-simulated and
MiRAC cloud fraction occurred over sea ice than over open water.
With 16 pp, the forward simulations overestimate the MiRAC cloud
fraction most strongly over water during cold-air outbreaks, mostly
due to cloud top stretching. Northerly flows, mainly connected with
CAOs, show the highest low-level cloud fraction and overestimation
by CloudSat. Therefore, we suggest a correction for profiles below
1.5 km that show fractions above 30 % which is simply a function
of cloud fraction. In this way, the overestimation can be corrected
roughly with a residual uncertainty of 5 pp. Note that cloud fractions
and CloudSat’s performance might depend on flight tracks.

This study confirms the finding of Kulie et al. (2016) and Kulie
and Milani (2018) that CloudSat observes mainly light snow events at
high latitudes during CAOs. The previous studies highlight the un-
til then unresolved blind zone limitations. This study resolves these
caveats on snowfall occurrence and amount that lead to an under-
estimation of the total precipitation amount by 51 pp. This finding
hampers efforts to quantify snowfall, especially light snowfall dur-
ing CAOs, with the best available spaceborne instruments. Moreover,
CloudSat’s pulse length merges layers of multilayer clouds; thus the
number of multilayer clouds obtained by MiRAC (48 %) reduces by a
factor of 4 during the forward simulations.

Additionally, some interesting insights on Arctic low-level clouds
have been revealed: cloud fractions over sea ice showed a rather con-
stant vertical profile, while low-level cloud formation strongly en-
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hances cloud fraction over water up to around 1 km. The cloud frac-
tions obtained by MiRAC indicate that low-level strati appear at their
lowest heights over sea ice. These strati were also frequently found be-
low 150 m during a Polarstern cruise taking place simultaneously with
ACLOUD (Griesche et al., 2020). These surface-coupled clouds have
a strong radiative effect, but their spatial extent is mainly unknown
due to the gaps in the current observation system. Hence, further
measurements are needed to study them in more detail (Griesche et
al., 2021).

To generalize our findings to the broader Arctic region, further air-
or shipborne measurements such as MOSAiC campaign data, which
cover a larger area, have to be studied. Moreover, winter- and sum-
mertime observations are needed to determine cloud occurrence year-
round. To mimic CloudSat observations more accurately, the resolu-
tion adaption of the finely resolved radar measurements should com-
prise an across-track convolution in the future as well. Follow-on stud-
ies could test the performance of the EarthCARE CPR to detect Arc-
tic low-level clouds and complement the study of Lamer et al. (2020)
for warm marine-boundary-layer clouds. Compared to the CloudSat
CPR, the EarthCARE CPR is more sensitive and has the same range
resolution (500 m; Burns et al., 2016). Due to the higher sensitivity
but remaining cloud stretching effect of about 250 m, we expect that
it will observe more clouds than CloudSat.
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3.7 appendix a

Figure 3.13: Map highlighting the tracks of CloudSat (light colors) and Po-
lar 5 (intense colors) during the four underflights (cases 1–4).
The arrows and vertical lines indicate the flight direction of each
platform and the location of the crossing, respectively.
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Figure 3.14: Dependence of the difference between the forward-simulated
and CloudSat equivalent radar reflectivities (ZC − Zsim) over
four underflights of Polar 5 below CloudSat on distance to the
crossing location (a) and distance between the platforms (b).
Note that CloudSat resolves no signals during case 2.
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data availability

The MiRAC, AMALi, and AMSR2 ARTIST Sea Ice (ASI) sea ice con-
centration data (version 5.4; provided by the University of Bremen)
are accessed via the ac3airborne intake catalog (Mech et al., 2022). The
MiRAC measurements during ACLOUD (Mech et al., 2022a), AFLUX
(Mech et al., 2022b), and MOSAiC-ACA (Mech et al., 2022c) as well
as the cloud top heights from AMALi during ACLOUD (Kulla et al.,
2021) and AFLUX (Kulla et al., 2021b) and the AMSR2 ASI observa-
tions (Melsheimer and Spreen, 2019) are stored on the PANGAEA
database. Data that are not yet published are stored on the Nextcloud
server of the (AC)3 project. The marine cold-air-outbreak indices and
circulation weather types are calculated from ERA5 reanalysis data
(Hersbach et al., 2020).
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C L O U D S A N D P R E C I P I TAT I O N I N T H E I N I T I A L
P H A S E O F M A R I N E C O L D A I R O U T B R E A K S A S
O B S E RV E D B Y A I R B O R N E R E M O T E S E N S I N G

abstract

Marine cold-air outbreaks (MCAOs) strongly affect the Arctic water
cycle and, thus, climate through large-scale air mass transformations.
The description of air mass transformations is still challenging, partly
because previous observations do not resolve fine scales, particularly
for the initial development of an MCAO, and due to a lack of in-
formation about the thermodynamical evolution starting over sea ice
and continuing over open ocean and associated cloud microphysi-
cal properties. Therefore, we focus on the crucial initial development
within the first 200 km over open water for two case studies in April
2022 during the HALO-(AC)3 campaign (named after the High Alti-
tude and Long Range Research Aircraft and Transregional Collaborative
Research Centre ArctiC Amplification: Climate Relevant Atmospheric
and SurfaCe Processes and Feedback Mechanisms (AC)3). The two
events, just 3 d apart, belong to a particularly long-lasting MCAO and
occurred under relatively similar thermodynamic conditions. Even
though both events were stronger than the climatological 75th per-
centile of that period, the first event was characterized by colder air
masses from the central Arctic which led to an MCAO index twice as
high compared to that of the second event.

The evolution and structure were assessed by flight legs crossing
the Fram Strait multiple times at the same location, sampling per-
pendicularly to the cloud streets. Airborne remote sensing and in
situ measurements were used to build statistical descriptions of the
boundary layer, dynamics, clouds, and precipitation. For this purpose,
we established a novel approach based solely on radar reflectivity
measurements to detect roll circulation that forms cloud streets. The
two cases exhibit different properties of clouds, riming, and roll cir-
culations, though the width of the roll circulation is similar. For the
stronger event, cloud tops are higher; more liquid-topped clouds ex-
ist; the liquid water path, mean radar reflectivity, precipitation rate,
and precipitation occurrence have increased; and riming is active. The
variability in rime mass has the same horizontal scale as the roll cir-
culation, implying the importance of roll circulation on cloud micro-
physics and precipitation.

Boundary layer and cloud properties evolve with distance over
open water, as seen by, e.g., cloud top height rising. In general, cloud
streets form after traveling 15 km over open water. After 20 km, this
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formation enhances cloud cover to just below 100 %. After around
30 km, precipitation forms, though for the weaker event, the develop-
ment of precipitation is shifted to larger distances. Within our anal-
ysis, we developed statistical descriptions of various parameters (i)
within the roll circulation and (ii) as a function of distance over open
water. These detailed cloud metrics are particularly well suited for
the evaluation of cloud-resolving models close to the sea ice edge to
evaluate their representation of dynamics and microphysics.

4.1 introduction

Marine cold-air outbreaks (MCAOs) are strong air mass transforma-
tions. During Arctic MCAOs, cold and dry air flows from the ice-
covered central Arctic southward over the open ocean. There, cloud
streets form that are clearly visible in satellite images and transform
to cellular convection downstream under extreme surface heat fluxes
(Brümmer, 1996). Especially over open ocean, cloud streets have im-
portant implications for the radiative surface energy budget due to
their high albedo induced by liquid cloud tops (Geerts et al., 2022).
Moreover, their long lifetimes affect precipitation evolution and char-
acteristics (Abel et al., 2017) and, thus, the Arctic water cycle. Arctic
MCAOs can also strongly influence the weather in the mid-latitudes
(Turner and Marshall, 2011b).

The Arctic is a hot spot with respect to climate change, most pro-
nounced by strong surface temperature increases and sea ice decline
(Wendisch et al., 2023). Dahlke et al. (2022) also showed significant
shifts in the occurrence of MCAOs, i.e., decreases in early winter and
increases in late winter. These shifts are possibly caused by changes
in synoptic circulation patterns and feedback mechanisms involving
retreating sea ice. How MCAO characteristics will develop in the fu-
ture will require improved modeling capabilities (Geerts et al., 2022)
and a better process understanding of these air mass transforma-
tions, including cloud phase changes (Pithan et al., 2018). To resolve
the mesoscale cloud organization in MCAOs, large-eddy simulations
(LESs) are required. Yet, the transition between organizational states
is especially difficult to model as initial conditions, turbulence, cloud
microphysics, and large-scale flow interact. Furthermore, small-scale
surface heterogeneity in the marginal sea ice zone (MIZ) is impor-
tant for the formation of rolls (Gryschka et al., 2014), whereby the
exposure of air to open water in the MIZ plays an important role
(Spensberger and Spengler, 2021). LES studies also highlight the im-
portance of mixed-phase microphysical processes in preconditioning
the transition of cloud organization (Abel et al., 2017; Tornow et al.,
2021). Model settings like the employed ice microphysical scheme
and model resolution affect the timing of transformation that differs
between the models, e.g., when the ice phase is permitted (Roode et
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al., 2019). Meanwhile, a higher resolution evokes roll convection at
smaller distances to the sea ice edge and increases the precipitation
amount (Spensberger and Spengler, 2021). So far, no consensus has
been reached and progress is delayed by the lack of observations for
models.

The first airborne in situ measurements during the Convection and
Turbulence (KonTur) experiment (Brümmer et al., 1985, 1982; Mark-
son, 1975); ARKTIS ’88 (Brümmer et al., 1992), 1991, and 1993 (Brüm-
mer, 1999); and Marginal Ice Zone Experiment (MIZEX; Walter and
Overland, 1984) investigated the mesoscale roll convection inside the
atmospheric boundary layer (ABL) that is strengthened by thermal
instability when air flows from the sea ice over the open water (Atkin-
son and Wu Zhang, 1996). Brümmer (1996) and Müller et al. (1999)
showed how the ABL was modified as a function of distance from
the sea ice within the first 300 km under the influence of strong sur-
face heat fluxes from open water. While cloud reflectance measure-
ments by satellites have provided important insights into the geo-
metrical appearance of MCAOs since their beginning, recent stud-
ies such as Murray-Watson et al. (2023), Wu and Ovchinnikov (2022),
and Tornow et al. (2023) quantitatively studied cloud development
in a quasi-Lagrangian way. Using back trajectories, they investigated
cloud properties derived by the Moderate Resolution Imaging Spec-
troradiometer (MODIS) as a function of time since the air passed the
sea ice edge. The liquid water path (LWP) and cloud top height (CTH)
increase within the first 10 h, with the strongest increase in the initial
MCAO phase, i.e., the first couple of hours. Further, they demon-
strate that MCAO strength affects the development until 30 h after
the air left the ice edge. However, due to retrieval limitations, they
only considered liquid-dominated clouds, and no information on the
vertical structure and precipitation is available. Based on CloudSat
observations, Mateling et al. (2023) demonstrate the important role
of snowfall from MCAOs, which produce the majority of snowfall
in the North Atlantic. Yet, CloudSat sampling is limited by its blind
zone of 1 km (Maahn et al., 2014; Schirmacher et al., 2023), and it
is unclear whether differences with model precipitation result from
model deficits or instrument limitation (Lerber et al., 2022a).

In summary, there is a clear need for high-resolution cloud ob-
servations within MCAOs. These are typically only available from
ground-based remote sensing measurements at supersites. Therefore,
the Cold-Air Outbreaks in the Marine Boundary Layer Experiment
(COMBLE) in 2021–2022 (Geerts et al., 2022) established two ground
stations at Andenes and Bear Island, Norway, providing important
insights into cloud properties (Lackner et al., 2023; Mages et al., 2023)
and supporting model evaluation (Geerts et al., 2022). As these sta-
tions were located about 1000 km away from the sea ice edge, only
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open and closed cellular convection was observed, whereas cloud
streets were not.

In this study, we exploit detailed cloud observations taken during
the initial MCAO phase close to the ice edge, where the rapid de-
velopment of mixed-phase clouds occurred. We use airborne remote
sensing observations that target model evaluation in a statistical sense
and suggest suitable metrics for this. The measurements were per-
formed during the HALO-(AC)3 campaign (named after the High Alti-
tude and Long Range Research Aircraft and Transregional Collaborative
Research Centre ArctiC Amplification: Climate Relevant Atmospheric
and SurfaCe Processes and Feedback Mechanisms (AC)3; Wendisch
et al., 2024) that took place over the Fram Strait where MCAOs oc-
cur frequently (Dahlke et al., 2022; Mateling et al., 2023; Papritz et
al., 2015). We focus on a major MCAO event that remained active
for more than 2 weeks (Walbröl et al., 2024). Within this period of
northerly flow, two dedicated research flights were performed just 3 d
apart, equipped with active and passive remote sensing instrumen-
tation. The environmental conditions during the flights were similar
but slightly different, particularly with respect to the cloud properties.
Strait flight tracks crossed cloud streets multiple times perpendicu-
larly to their elongated orientation to perform high-resolution mea-
surements of cloud and precipitation properties which are not possi-
ble from a satellite (e.g., see LWP observations by MODIS; Fig. 4.1c, d).
The data cover a fetch, i.e., the distance the air traveled over open
water prior to the measurement, of up to about 150 km. From these
unique measurements, we aim to answer the following questions:

1. What are the differences between the environmental conditions
on both flight days, and what are their implications for cloud
development?

2. Can we identify characteristic changes in cloud and precipita-
tion properties perpendicular to the cloud street orientation, i.e.,
within the roll circulation?

3. How do roll circulation, clouds, and precipitation properties
evolve with fetch in the initial MCAO phase, e.g., up to travel
times of 4 h?

The paper is organized as follows: first, we introduce the airborne
measurements and data (Sect. 4.2). Second, we describe the method-
ology that we developed to assign the fetch to each measurement
using back-trajectory calculations (Sect. 4.3.1) and the identification
algorithm to detect roll circulations from cloud radar measurements
(Sect. 4.3.2). Section 4.4 describes the boundary layer and cloud de-
velopment during the two flights (Sect. 4.4.1) and characterizes cloud
properties within roll circulation (Sect. 4.4.3) and the development
along fetch (Sect. 4.4.4). Finally, Sect. 4.5 concludes with the questions
raised above and discusses pathways for future model evaluation.
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Figure 4.1: Overview of 1 (left) and 4 April 2022 (right). (a, b) Maps of mean
sea level pressure (white contours), 500 hPa geopotential height
(black contours), and 850 hPa equivalent potential temperature
(shading) from ERA5 at 12:00 UTC with 15 % sea ice concentra-
tion (gray dots), the flight area (orange) shown in (c)–(h), and the
convergence line (purple) on 4 April. (c, d) Total cloud water path
(NASA Worldview, 2023a; 1 km resolution) and (e, f) corrected re-
flectance (NASA Worldview, 2023c; 500 m resolution) of MODIS
Terra on 1 April (13:45 UTC) and 4 April (14:15 UTC). Thick col-
ored dots show the P5 track, categorized by the measurement
regime (Table 4.1). Black lines represent the orientation of the
cloud streets. (g, h) Near-surface back trajectories for 12 h for the
P5 measurement locations (colored lines), dropsonde locations
(diamonds) of P5 (black) and HALO (white), and the flight path
of HALO on 1 April 2022 (blue line). Background image from
the Visible Infrared Imaging Radiometer Suite (VIIRS) (NASA
Worldview, 2023b) at 09:02 UTC on 1 April and 09:46 UTC on
4 April.



74 initial development of marine cold air outbreaks

4.2 data

Airborne measurements from the HALO-(AC)3 campaign (Wendisch
et al., 2021) manifest the backbone of this study. During this cam-
paign, the High Altitude and Long Range Research Aircraft (HALO;
Ziereis and Gläßer, 2006), the research aircraft Polar 5 (P5), and the re-
search aircraft Polar 6 (P6; Wesche et al., 2016) operated in the North
Atlantic sector of the Arctic at altitudes of around 10 km, 3 km, and
below 3 km, respectively. This analysis mostly focuses on radar, ra-
diometer, lidar, and dropsonde measurements from P5 that probed
MCAO events in their early phase. Dropsonde measurements from
HALO and in situ observations from P6 further support the analyses.
We limit the analyses to measurements taken over the ocean and re-
strict the remote sensing measurements to straight flight segments
that exceed a flight altitude of 2 km to observe clouds from aloft.
The focus is on two P5 flights, namely on 1 April 2022 (Fig. 4.1a)
and 4 April 2022 (Fig. 4.1b). To investigate roll circulation, the flight
paths crossed the cloud streets perpendicularly. P5 probed along the
same path going back and forth, yielding six legs on 1 April (09:08–
14:20 UTC) and four legs on 4 April (10:06–14:22 UTC).

4.2.1 Synoptic overview of cases

On 1 and 4 April, the large-scale constellation of a high-pressure sys-
tem over Greenland and a low-pressure system over Siberia led to
advection of cold air from the central Arctic over the open ocean
(Fig. 4.1a, b) and to cloud street formation (Fig. 4.1e, f). On 1 April,
the center of the cold air at 850 hPa was located over Svalbard. A lo-
cal near-surface low-pressure system southwest of Svalbard resulted
in a near-surface northeasterly flow. With height, the flow turned
northerly as indicated by the 500 hPa geopotential (Fig. 4.1a). On
4 April, contrarily, the cold air at 850 hPa height was shifted more
to the west, and the flow at all heights aligned parallel to the sea ice
edge over the Fram Strait (Fig. 4.1b). The easterly flow forced air to
ascend over Svalbard, thereby causing a lee effect. Therefore, a larger
cloud-free region west of the island appeared, and a convergence line
parallel to the ice edge at the transition to the cloudy regime formed
(Fig. 4.1f). However, note that the flow within our study area might
deviate from the large-scale condition. On both days, the MCAO in-
dex was stronger than the 75th percentile of the climatology from
1979 to 2022 (Walbröl et al., 2024). While the synoptic conditions are
similar for both cases, differences in flow directions led to different
MCAO strengths which in turn precondition the evolution over wa-
ter.
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4.2.2 Airborne instrumentation

4.2.2.1 Dropsondes

Vaisala RD94 dropsondes were launched from P5 and HALO. From
P5, 18 and 14 sondes were launched on 1 and 4 April, respectively.
They provide vertical profiles of potential temperature (θ; accuracy
of 0.2 K), relative humidity (2 %), pressure (0.4 hPa), and horizontal
wind components derived from GPS recordings (George et al., 2021;
Vaisala, 2010).

4.2.2.2 Airborne Mobile Aerosol Lidar (AMALi)

The AMALi instrument on board P5 measures profiles of backscat-
tered intensities at 532 nm (parallel and perpendicular polarized) and
355 nm (not polarized; Stachlewska et al., 2010). The lidar measure-
ments are processed with a vertical resolution of 7.5 m and temporal
resolution of 1 s. Lidar backscatter is highly sensitive to hydromete-
ors, especially to liquid, which, in our case, is always supercooled.
Cloud top height (CTH) is obtained for every profile that has consec-
utive heights with backscatter coefficients exceeding one of cloud-free
sections by a factor of 5. The CTH is the maximum altitude of these
consecutive heights. Further details can be found in Mech et al. (2022)
and Schirmacher et al. (2023).

4.2.2.3 Microwave Radar/radiometer for Arctic Clouds (MiRAC)

The active component of the downward-looking airborne MiRAC
(Mech et al., 2019) on board P5 consists of a frequency-modulated
continuous-wave (FMCW) radar that operates at 94 GHz. Addition-
ally, a passive channel at 89 GHz accompanies the active measure-
ments. Both measurements are taken at a 25° backward inclination.
While the vertically resolved radar measurements are reconstructed
to nadir measurements, the passive measurements are taken on a
slanted path. MiRAC measures every second, corresponding to a hor-
izontal resolution of the equivalent radar reflectivity (Ze) of about
85 m at the ground in the flight direction for typical cruise altitudes of
3 km height and ground speeds of 80 m s−1. The radar measurements
are quality-controlled and corrected for surface clutter and aircraft
attitude (Mech et al., 2019). Sensitivity and the vertical resolution of
the cloud radar depend on the chirp settings. During HALO-(AC)3,
the detection limit for the most distant ranges from P5 of 3 km was
around −45 dBZ and the vertical resolution was 4.5 m close to the
aircraft and at most 13.5 m (Mech et al., 2022). The processing inter-
polated the vertical resolution to 5 m over the whole profile. A blind
zone of 150 m above ground is omitted due to ground clutter (Schir-
macher et al., 2023). The accuracy of Ze is about 0.5 dBZ. Attenuation
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by water vapor (< 1dBZ) and clouds (∼ 0.6 dBZ) can potentially re-
duce this accuracy (Schirmacher et al., 2023).

The cloud top height is also derived from the radar profiles and
corresponds to the height of the uppermost radar reflectivity signal
above the noise level. Comparing this height with CTH derived from
lidar allows us to assess the supercooled liquid layer thickness (LLT).
Here, we exploit the fact that the lidar is more sensitive to the particle
amount (liquid), whereas the radar is more sensitive to the particle
size, i.e., ice particles (Ruiz-Donoso et al., 2020). Due to the limited
vertical resolution of the instruments and resulting uncertainties in
CTH, the CTH of the lidar has to exceed the CTH of the radar by at
least 10 m for a profile to be defined as liquid topped and thus mixed-
phase. For the calculation of the hydrometeor depth (D), we take the
difference between the lidar CTH and the lowest radar signal within
a continuous cloud layer. However, if a minor gap in the cloud profile
occurs (i.e., the vertical distance between two layers is smaller than
50 m), we define only one layer from the lower cloud bottom to the
upper cloud top.

We define profiles containing a Ze value higher than −5dBZ (Schir-
macher et al., 2023) in the lowest 500 m (Shupe et al., 2008b) as pre-
cipitating. Using the Ze–S relation for three bullet rosettes (Kulie
and Bennartz, 2009), this value corresponds to a snowfall rate (S)
of 0.07 mm h−1. This relation is also used to analyze S close to the
ground at 150 m. Note that these S estimates are inaccurate since Ze–S
relations highly depend on ice habits, which are very variable within
cloud streets (Maherndl et al., 2023; Moser et al., 2023).

The passive channel observes the brightness temperature (TB),
which is primarily influenced by the emission of liquid clouds and
the surface. Differences in TB between clear-sky and cloudy situa-
tions are used to retrieve LWP over the ocean via a regression ap-
proach (Ruiz-Donoso et al., 2020). Due to the unknown emissivity
of sea ice, LWP is only derived over open ocean. Depending on at-
mospheric conditions, the maximum uncertainty is below 30 g m−2

(Ruiz-Donoso et al., 2020). While radar reflectivities are corrected to
nadir profiles, TB and, thus, LWP measurements are measured along
a slanted path (Mech et al., 2022). Due to the strong attenuation of the
lidar backscatter close to the cloud top, we assume that most liquid
resides in the uppermost few hundred meters of the cloud, which is
in accordance with Shupe et al. (2008b). Therefore, LWP lags behind
the radar observations in time. Based on geometric considerations,
we shift the LWP measurements, assuming a daily average CTH for
cloud streets. Since this average differs for both days, we shift the
LWP measurements by different time periods, i.e., 16 and 19 s on 1

and 4 April, respectively, which results in an estimated maximum
error of 4 s. As a result, a good agreement between LWP peaks and
profiles of high Ze is observed.
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4.2.2.4 In situ probes

P6 was equipped with three in situ probes, namely the Cloud Droplet
Probe (CDP; Lance et al., 2010), Cloud Imaging Probe (CIP; Baum-
gardner et al., 2011), and Precipitation Imaging Probe (PIP; Baum-
gardner et al., 2011). The CDP is a forward-scattering optical spec-
trometer that measures small cloud particles (2.8–50µm). Larger
cloud particles are observed by the CIP (15–960µm) and PIP
(103µm–6.4 mm), which record shadow images of the cloud parti-
cles as particles pass through the sampling area (Moser et al., 2023).
Rimed mass is calculated from images of the fractal particle shapes, as
well as the continuous particle size distribution derived from combin-
ing CDP, CIP, and PIP observations. CIP and PIP data are processed
similarly to those from previous campaigns (Mech et al., 2022).

4.2.2.5 Collocation

On both days, P5 (remote sensing) and P6 (in situ) were closely col-
located. In the riming analyses, we use a data subset during which
both aircraft flew on straight paths with a time difference between
the collocated measurements of less than 5 min, a spatial distance be-
tween both platforms below 5 km, and a flight altitude of P6 between
0.15 and 1.3 km. Thereby, we reduce the error caused by sampling dif-
ferent air masses with P5 and P6 and caused by sampling air masses
with varying microphysical properties due to changing P6 locations
within the cloud vertical extent. On 1 April, 3971 s of collocated ob-
servations covers longitudes between 4.5 and 6.5° E, corresponding
to 25–165 km of fetch. On 4 April, only 845 s of observations is collo-
cated, located between 1.5 and 4.5° E and covering fetches between 55

and 165 km and mostly at around 80 km. On 1 April, seven collocated
data segments exist with gaps of less than 5 s. These segments cover
39 min at a fetch of 60–140 km, with most measurements concentrated
around 7° E.

4.2.3 Satellite and reanalysis data

For the sea ice concentration (SIC), we use a daily product that merges
satellite observations from MODIS and the second Advanced Mi-
crowave Scanning Radiometer (AMSR2) at 1 km horizontal resolu-
tion (Ludwig et al., 2020). For the analysis, we interpolate the data
to a 0.05°× 0.05° latitude–longitude grid. The sea surface tempera-
ture (SST) is obtained from the Arctic Ocean – Sea and Ice Surface
Temperature product based on observations from the Metop-A Ad-
vanced Very High Resolution Radiometer (AVHRR). The daily prod-
uct (Copernicus Marine Service, 2023) has a spatial resolution of 0.05°
and covers surface temperatures of the ocean, sea ice, and the MIZ.
Using satellite SST and dropsonde temperature measurements over



78 initial development of marine cold air outbreaks

open water (Fig. 4.1g, h, black and white dots), we calculate the
MCAO index from the difference between the potential temperature
(θ) at the sea surface and 850 hPa altitude. Generally, the MCAO in-
dex is positive during a MCAO and describes its strength (Kolstad,
2017; Papritz et al., 2015). Over the ocean, we use the Coupled Ocean–
Atmosphere Response Experiment (COARE) bulk air–sea flux algo-
rithm (Fairall et al., 2003) to additionally calculate surface heat fluxes
from satellite SST data and dropsonde observations at 10 m height.

The European Centre for Medium-Range Weather Forecasts
(ECMWF) reanalysis product version 5 (ERA5; Hersbach et al., 2020)
is used to analyze the large-scale environmental conditions and to
compute back trajectories using Lagranto (Sprenger and Wernli, 2015).
ERA5’s temporal, horizontal, and vertical resolution is 1 h, 31 km, and
137 model levels from the surface up to the top of the atmosphere,
respectively (Kirbus et al., 2024). Note that most HALO dropsondes
have been assimilated into ERA5, leading to improved performance
for our study cases.

4.3 analysis and identification approaches

In the following, we describe two approaches we established for ana-
lyzing the airborne measurements: first, the quantification of fetch as-
signed to each measurement (Sect. 4.3.1) and, second, a novel method
to identify roll circulation from airborne radar reflectivities only
(Sect. 4.3.2).

4.3.1 Trajectory calculations and fetch

During MCAOs, the warm ocean alters thermodynamic ABL condi-
tions of air masses initially formed in the central Arctic through tur-
bulent surface heat and moisture fluxes (e.g., Brümmer, 1996) when-
ever SIC is below 100 %. We aim to quantify this influence of open
water on ABL development. Since it is impossible to calculate inte-
grated surface fluxes along the trajectories with our data, we derive
the fetch for each airborne measurement. We follow Spensberger and
Spengler (2021) and account for open water over the MIZ as well as
leads in the ice. For flows unaffected by land masses, travel time over
open water and fetch can be linearly converted and are both valid to
study. The correlation coefficient between travel time and fetch is 0.99

for all P5 measurements that are not influenced by land masses and
−0.5 for measurements influenced by Svalbard. Thus, the latter data
have been removed from the analysis (see below).

We need to know the air masses’ previous path to calculate fetch for
each measurement. Therefore, we compute near-surface Lagrangian
back trajectories using Lagranto (Sprenger and Wernli, 2015) with
ERA5 wind fields as input. Specifically, we calculate back trajecto-
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Table 4.1: Categorization of P5 airborne data.

Day Description Color Location

1 April influence by Svalbard red longitude> 9.08° E
1 April prior to cloud streets green fetch< 15 km
1 April cloud streets blue remaining data

4 April influence by Svalbard red longitude> 3.7° E
and convergence line

4 April prior to cloud streets green longitude< 1.7° E
4 April cloud streets blue remaining data

ries for the previous 12 h for every flight minute and assign them to
the observations within each minute. The trajectories originate from
the horizontal location of P5 and 1000 hPa height, corresponding to
roughly 300 m above the surface. To investigate the influence of the
surface on the air masses, we take a near-surface starting point for
the trajectories. Similar to Spensberger and Spengler (2021), we calcu-
late the fetch for every back trajectory by integrating the ratio of open
water obtained from MODIS–AMSR2 SIC data (Sect. 4.2.3) along the
back-trajectory paths over the previous 12 h until measurement time
(0 h):

fetch =

∫s(0h)

s(12h)
(1− SIC(s))ds. (4.1)

Note that due to the resolution of ERA, neighboring trajectories are
rather similar (Fig. 4.1g, h). Differences in fetches between two neigh-
boring trajectories mainly come from differences in SIC along the
trajectories. The median of the relative change between two adjacent
fetches is 9.6 %.

To focus on cloud street characteristics during MCAO conditions,
we limit the analysis to air masses that did not pass Svalbard at any
time and that are not affected by the convergence line on 4 April (Ta-
ble 4.1; Fig. 4.1c–h, non-red dots). The remaining measurements are
classified as either “cloud streets” (Fig. 4.1c–h, blue) if radar reflectiv-
ities appear regularly or else as “prior to cloud streets” (Fig. 4.1c–h,
green). The latter category includes samples taken over and close to
sea ice that have fetches less than 15 km on 1 April and longitudes
smaller than 1.7° E on 4 April (fetches of about 17 km; Table 4.1). On
4 April, longitude instead of fetch is used for classification as cloud
streets over open ocean and cloud-free conditions over sea ice both
have fetches of 17 km. Note that fetch includes contributions from the
MIZ (80 %< SIC< 100 %) and open water.
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Figure 4.2: Visualization of roll cloud circulation identification. Time series
(30 s) of the equivalent radar reflectivity Ze profiles measured by
MiRAC starting at 10:08:37 UTC on 1 April (a), 0.7 of the hydrom-
eteor depth (D0.7, b), Ze smoothed in space and time (c), and
smoothed Ze at D0.7 (d, black) with its peak width and height
(d, orange) and the background Ze (d, gray). The original Ze ob-
servations (same as in a), detected up- (black) and downdrafts
(gray), and circulation objects (blue, red) are shown in (e). For
comparison, cloud top height observed by the AMALi lidar is
displayed (a, black dots). The shown time period covers fetches
from 73 to 80 km and corresponds to a flight distance of 7 km.

4.3.2 Roll circulation identification

To identify roll circulation from radar measurements, we must rely on
indirect information. Previous studies applied spectral analyses to ob-
servations of the three wind components, temperature, mixing ratio,
and radiative fluxes (Brümmer et al., 1985; Brümmer, 1999; Brümmer
et al., 1992; Walter and Overland, 1984). While vertical velocity cannot
be extracted from the airborne Doppler measurements (Mech et al.,
2022), we exploit the fact that cloud particles form to the largest extent
at the location of the strongest updraft due to vertical motion. Here,
frequent saturation with respect to ice occurs, facilitating the forma-
tion of cloud droplets and growth of both liquid and ice particles (Ko-
rolev and Field, 2008). In order to account for potential influences by
dry entrainment at the cloud top (Klingebiel et al., 2015) or occurrence
of precipitation (Morrison et al., 2012), we only consider measure-
ments at the height of 0.7 of the hydrometeor depth (D; Sect. 4.2.2)
for the identification of roll circulation. By using the radar reflectiv-
ity at this height (Ze0.7), we target the largest ice particles within the
profile and minimize the influence of dry-air entrainment and super-
cooled liquid water droplets at the cloud top as well as precipitation
at the bottom of D. We refer the reader to Appendix 4.6 for further
discussion on the height selection, including a sensitivity analysis.
Ze0.7 serves as a proxy for vertical velocity. We assume that max-

ima in Ze0.7 represent updraft regions, while minima in Ze0.7 represent
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Table 4.2: Conditions during 1 and 4 April. BLH and CTH stand for atmo-
spheric boundary layer height, i.e., the inversion height of poten-
tial temperature, and cloud top height, respectively.

Parameter Source 1 April 4 April

MCAO index dropsondes 8.6 K 4.6 K
Cloud street orientation MODIS 10° N 5° N
Cloud street wavelength MODIS 2 km 1 km
Temperature at cloud top dropsondes < −20 °C −20 to −10 °C
Median CTH of cloud streets radar 700 m 300 m
Interquartile range of CTH radar 530–790 m 250–375 m
of cloud streets
BLH trend dropsondes 4.5 m km−1

2.9 m km−1

Mixing ratio trend within dropsondes < doubling > doubling
100 km fetch
Driver of wind shear dropsondes wind direction wind speed
Cloud street profiles with radar 67 % 35 %
precipitation
Cloud street profiles with radar and lidar 86 % 71 %
liquid-topped clouds

downdraft regions of the roll circulation. For cloud-free areas, we
define the downdraft in the area’s center. The workflow of the circu-
lation detection is summarized in Fig. 4.2. Appendix 4.6 further sum-
marizes details, including Table 4.3 for a sensitivity analysis. Among
different configurations, we selected the detection algorithm with the
best ratio between determining peaks and ignoring noise. This auto-
mated peak detection depends only on the large-scale condition and,
thus, might not determine every maximum of Ze0.7 considered by the
human eye.

We only apply the detection algorithm to the cloud street regime as
roll convection is invisible to the radar as long as no significant num-
ber of hydrometeors is present. According to our definition, the max-
imum updraft (maximum Ze0.7) is not necessarily centered between
the two detected edges of our roll circulation object. The wavelength
of the circulation λ is the distance between two identified adjacent
downdrafts. The mesoscale circulation is described by the aspect ra-
tio (AR), which is the ratio between λ and the CTH at the updraft
position. In total, we identified 356 and 112 cloud circulation objects
in the cloud street regime on 1 and 4 April, respectively.
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Figure 4.3: Overview of environmental conditions on 1 April (left) and
4 April (right). Maps of sea surface temperature (a, b), the MCAO
index (c, d), sensible heat fluxes (e, f), and subsidence at 925 (g)
and 975 hPa (h) from ERA5 reanalysis data. Positive subsidence
values indicate downward motion. MCAO indices (c, d) and sen-
sible heat fluxes (e, f) from dropsonde observations are shown
as circles. Flight tracks in (g) and (h) are color-coded according
to the measurement categorization (Table 4.1). The gray lines in-
dicate the 15 % sea ice concentration from ERA5.
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Figure 4.4: Averaged dropsonde profiles from HALO and P5 of temperature
(a, f), potential temperature (b, g), mixing ratio (c, h), wind direc-
tion (d, i), and speed (e, j) binned by fetch on 1 April (first row)
and 4 April 2022 (second row). The shaded areas represent the
standard deviation of each category. The color coding follows
the categorization shown in Table 4.1. On 1 April, the number
of dropsondes per category is 27 (< 15 km fetch; green), 14 (15–
100 km and > 100 km fetch; dark and light blue), and 3 (land;
red). On 4 April, the number is 3, 4, and 9, respectively.

4.4 variability in thermodynamic conditions and cloud

street properties

In the following, we first investigate the boundary layer conditions
(Sect. 4.4.1) and the preconditioning by riming (Sect. 4.4.2). We then
statistically analyze cloud morphological and microphysical proper-
ties within the roll circulation object within the cloud street regime
(Sect. 4.4.3), followed by an assessment of cloud and precipitation
properties as a function of fetch within the first 170 km (4 h) of the
MCAO development (Sect. 4.4.4).

4.4.1 ABL conditioning

First, we investigate how much the ABL conditions differ between
the cases, including possible drivers. The influence of the ocean on
the ABL through surface sensible and latent heat fluxes is more pro-
nounced on 1 than 4 April (Fig. 4.3e, f). Dropsondes show maxima of
450 (225) W m−2 for sensible (latent) heat fluxes, respectively. Over the
MIZ, fluxes decrease, and the ratio changes to a higher contribution
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of the sensible heat flux due to less evaporation over sea ice as also
found by Li et al. (2020). Along the whole flight track, ERA5 shows
that the sensible heat flux decreases much faster with distance from
the sea ice edge on 4 than 1 April (Fig. 4.3e, f), even though oceanic
conditions here represented by SST are similar (Fig. 4.3a, b). This indi-
cates that the atmospheric conditions differ between the cases, which
is especially confirmed for temperature by differences in MCAO fields
(Fig. 4.3c, d). The MCAO index averaged over all dropsondes
launched from P5 is stronger on 1 than 4 April (8.6 K versus 4.6 K, Ta-
ble 4.2). Note that although dropsondes were launched further away
from sea ice on 1 April, ERA5 fields show roughly the same dif-
ferences of a factor of 2 over both flight tracks. In accordance with
Seethala et al. (2021), fluxes and MCAO indices from ERA5 generally
correspond to dropsonde estimates, except over sea ice, where ERA5

seems to overestimate the fluxes. Finer spatial structures in both pa-
rameters are resolved in the dropsondes.

Cloud conditions on 1 April are characterized by cloud streets ori-
ented by about 10° to the north (Fig. 4.1e, black line) and a wave-
length of about 2 km with shorter distances between the separated
streets close to sea ice. Note that this information is retrieved from
MODIS sensors (bands 1, 3, and 4) that have a spatial resolution of at
least 500 m. At the height of the median CTH, here 925 hPa, air sub-
sides within the regimes of prior to cloud streets and cloud streets,
respectively (Fig. 4.3g, green and blue track). Over the ocean, sub-
sidence is generally reduced compared to over sea ice. The area of
fetches between 75 and 120 km around 7° E is characterized by strong
subsidence (Fig. 4.3a, c) throughout the entire atmospheric column
(not shown) despite increasing SST and MCAO indices. This wave-
like pattern is likely induced by wave effects originating from the
Svalbard archipelago (Shestakova et al., 2022).

The thermodynamic state of the ABL is described by mean profiles
of dropsondes released from P5 and HALO over sea ice and open wa-
ter. On 1 April, temperatures are lower than −20 °C throughout all
altitudes over sea ice (fetch of < 15 km) and for parts over open water
(Fig. 4.4a). Over sea ice, surface layers generally develop an inversion
as air is cooled from the ground and warmed by subsidence from
above. Profiles that were sampled by HALO dropsondes over sea ice
exhibit a thin (< 250m deep) ABL. Close to the sea ice edge, the depth
of the ABL is similar to conditions over closed sea ice (Fig. 4.4b). The
ABL is capped by a low-level jet at 250 m height (Fig. 4.4e) and has
a low water vapor mixing ratio (0.5 g kg−1; Fig. 4.4c). The mixing ra-
tio indicates the low background vapor concentration of the polar
air mass. With 28°, wind direction is constant with height, while the
near-surface wind originates from 0° N regardless of surface proper-
ties (Fig. 4.4d). Over open water, temperatures and, thus, wind speeds
within the neutrally stratified ABL increase with fetch. The boundary
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Figure 4.5: Contoured frequency by altitude diagram (a, c) and absolute
counts per altitude (b, d) for all radar reflectivities (Ze) obtained
by MiRAC in the cloud street regime on 1 April (a, b) and 4 April
(c, d). Moreover, each averaged Ze profile (black dots) and the to-
tal number of profiles (Nprofiles) are displayed.

layer height (BLH), which is the inversion height of the potential tem-
perature θ, doubles within the first 100 km (Fig. 4.4b). Mixing ratio
increases with fetch due to strong surface heat fluxes and turbulent
mixing of near-surface air.

On 4 April, the MODIS image shows cloud streets with an orien-
tation of 5° to the north (Fig. 4.1f, black line) and a wavelength of
about 1 km. Compared to conditions on 1 April, the air mass at CTH
(975 hPa) ascends for fetches larger than 60 km (Fig. 4.3h). A wave ef-
fect is notable within the region affected by the lee effect but not for
the analyzed data west of the convergence line. Warmer temperatures
on 4 April reveal a difference in air mass between both days: all tem-
peratures below 2 km height range within −20 to −10 °C (Fig. 4.4f).
Free-tropospheric θ is higher by about 5 K on average compared to
1 April (Fig. 4.4b, g). Furthermore, mixing ratio of the polar air mass
is slightly higher at all heights (Fig. 4.4c, h). Flow conditions differ
compared to 1 April, even though a low-level jet also exists at 200 m
over sea ice (Fig. 4.4j). A directional shear from northerly winds at the
surface to westerly winds occurs at all heights and is strongest at the
BLH (Fig. 4.4i). Although HALO dropsondes cannot detect a BLH in
the central Arctic (81.3–87.0° N) as it is likely too shallow (not shown),
the capping inversion is stronger over the sea ice close to its edge. On
4 April, this inversion weakens less with fetch compared to 1 April
due to a layer of warm air above the BLH. Together with surface
fluxes about half as high as those of ERA5 on 4 April (Fig. 4.3e, f),
this results in a much weaker BLH increase rate averaged over all
fetches (Table 4.2) and a reduction in wind speeds by 5 m s−1.
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On both days, the radar profiles in the cloud street regime fre-
quently (93 %) exhibit clouds. The diagrams of contoured frequency
by altitude (Fig. 4.5) reveal the different cloud and precipitation char-
acteristics of cloud streets between the days. CTH is twice as high
on 1 as on 4 April, respectively. Furthermore, mean Ze (black dots)
is higher at all heights. On 1 April, values larger than −5dBZ as-
sociated with the onset of snowfall occur at all heights. The shorter
the fetch on 1 April, the stronger the decrease in the mean Ze pro-
file close to the surface (not shown). Thus, near-surface ice particles
might experience stronger sublimation on 1 April when the mixing
ratio is comparably small, and the relative humidity with respect to
ice is below 100 % (not shown). On 4 April, Ze rarely exceeds −5dBZ
even below 500 m, reducing the frequency of precipitation compared
to 1 April (Table 4.2). Moreover, mean Ze increases towards the sur-
face, indicating the ongoing growth process of ice particles. On both
days, most cloud streets are liquid topped (Table 4.2). Liquid-topped
cloud streets are mainly characterized by a higher CTH compared to
non-liquid-topped clouds (not shown).

In summary, the MCAO case on 1 April is stronger by a factor of 2

than that on 4 April due to colder and drier air masses (Table 4.2).
Wind shear occurs during wind speed changes on 1 April and di-
rectional changes on 4 April, respectively. Contradicting the MCAO
index, air subsides close to the surface in the cloud street regime at
fetches around 100 km on 1 April due to a wave effect caused by Sval-
bard.

4.4.2 Preconditioning by riming

Ice growth affects the boundary layer evolution during MCAOs in
several ways, e.g., by reducing cloud liquid water and triggering early
and light precipitation, which then in turn cools and moistens the
air below the cloud (Tornow et al., 2021). We evaluate the strength
and variability in riming to investigate whether riming preconditions
cloud microphysics and whether it impacts precipitation characteris-
tics already in the initial state of MCAO evolution. We use a subset
of in situ and remote sensing data during which P5 and P6 were col-
located within the cloud street regime (Sect. 4.2). To determine the
degree of riming, we calculate the normalized rime mass (M) defined
as the rime mass divided by the mass of the size-equivalent spherical
graupel particle. Following Maherndl et al. (2024a), two methods are
applied. The combined method uses the closure of in situ particle size
distributions and Ze simulations obtained from running averages of
in situ particle size distributions over 30 s. The in situ method relates
M to in situ particle shape measurements only. The results of both
retrievals are comparable. However, since the collocation of P5 and
P6 measurements might be inaccurate, we only show results from
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Figure 4.6: (a) Violin and box plot of the normalized rime mass (M) ob-
tained by the in situ method for collocated cloud street flight
data on 1 and 4 April. (b) Corresponding power spectrum of M
on 1 April with black lines marking important local maxima of
the spectrum.

the in situ method for which no matching is necessary. Note that our
definition of updrafts might bias the following findings.

Considering particles with M > 10−2 as rimed, more rimed parti-
cles exist on 1 April (97 %) than on 4 April (80 %), respectively. The
median M of 10−1.6 on 1 April and 10−1.8 on 4 April (Fig. 4.6a)
clearly reveals that riming is only significantly active in cloud streets
on 1 April. In particular, normalized rime masses of M > 10−1 only
exist on 1 April. On this day, cloud top temperatures are colder than
or at the low end of temperatures within the dendritic growth zone
(DGZ; −20 to −10 °C). Hence, conditions are too cold for aggregation
to be dominant (Chellini et al., 2022). On 4 April, contrarily, riming
is not significant because cloud top temperatures lie within the DGZ,
fostering aggregation.

The spatial variability in riming is investigated by linearly detrend-
ed and mean-centered power spectra of M obtained during seven col-
located segments (Sect. 4.2). Edge effects are minimized by applying a
Hann window for smoothing. Due to the units of variance, the power
spectrum increases automatically for smaller wavelengths. The aver-
aged power spectrum of M peaks at about 0.7 and 1.1 km (Fig. 4.6b).
These values roughly correspond to the wavelength λ of cloud streets
as seen in the MODIS images (Fig. 4.1; also see Sect. 4.4.4 below) and
as derived from the roll circulation analyses below. For 1 April, we,
hence, infer that riming is mainly present within the updraft regions
of cloud streets. A more detailed comparison with λ of the roll circu-
lation detected by the remote sensing measurements is performed in
Sect. 4.4.4. We further analyze the effect of active riming, present on
1 April, on cloud microphysics in the following sections.
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4.4.3 Impact of roll circulation on cloud and precipitation properties

Our measurement strategy across cloud streets allows us to detect
individual roll circulation objects (Sect. 4.3.2). For the following sta-
tistical assessment, we refer to “clouds” as objects that have at least
five successive radar measurements, resulting in 344 and 109 objects
on 1 and 4 April, respectively. First, we investigate the location of their
updraft center (Ze0.7) within the cloud. As explained before, these ob-
jects are not necessarily symmetric. However, most clouds form cen-
tered around the updraft of the circulation. Around 50 % of the time,
maxima of Ze0.7 occur within the central tercile of the cloud, and only
rarely are they within the tercile closest to the lateral cloud bound-
ary (7 %).

To characterize how dynamics within roll circulations affect cloud
and precipitation properties, circulation objects are composited for
their relative distance to Ze0.7 (Fig. 4.7). More precisely, we group
cloud properties into three regions according to their distance from
the maximum updraft region (Ze0.7): the central updraft region, the
region close to a cloud boundary, and the region in between.

On 1 April, the medians of several parameters show consistent be-
havior, although the variability, expressed by the interquartile dis-
tance, is high: CTH increases by 9 % from the cloud boundary to
the location of the maximum updraft (Fig. 4.7a). In line with liquid
formation within updrafts, LWP increases by 22 % (Fig. 4.7e). The
mean of Ze over each profile (82 %; Fig. 4.7g) and S (42 %; Fig. 4.7i)
increases, supporting the assumption of enhanced ice production in
updrafts. In contrast, a decrease in LLT (32 %; Fig. 4.7c) of 20 m can
be seen, which exceeds the uncertainty of 10 m. We speculate that,
here, updrafts carry ice particles to higher cloud regions. If so, the
mixed-phase region would expand at the expense of the liquid layer
and would enhance riming (Fig. 4.4.2). Potential riming occurrence
would increase ice particle size, Ze, and S in updrafts. The observed
slight LWP increase in updrafts (Fig. 4.7e, f) could indicate that, in
our study, condensation is more favored than the depletion of liquid.

Strong riming events might explain the frequently high extremes of
S. Precipitation events not only intensify at updraft locations but also
occur more frequently than at the cloud boundary (87 % compared
to 55 % of the profiles, Fig. 4.7). On 1 April, we expect that most
ice occurs at 0.6 of the hydrometeor depth for updraft positions as
indicated by Zemax (Fig. 4.7k). Large-rimed particles close to the cloud
top might lift the height compared to the cloud boundary, where most
ice is located within the lowest third of the hydrometeor depth.

On 4 April, the absolute increase in CTH (Fig. 4.7b) and mean Ze

(Fig. 4.7h) within the clouds is about half of that on 1 April. Moreover,
S (Fig. 4.7j) and LLT (Fig. 4.7d) stay constant within the clouds. In all
three categories, the normalized height at which ice occurrence is
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Figure 4.7: Average composites of cloud and precipitation properties within
the normalized distance between the lateral cloud boundary and
updraft (max Ze0.7 ) for circulation objects within the cloud street
regime on 1 April (left column) and 4 April (right column): cloud
top height (CTH; a, b), supercooled liquid layer thickness (LLT;
c, d), liquid water path (LWP; e, f), mean radar reflectivity (Ze)
over each profile (g, h), snowfall rate at 150 m (S; i, j), vertical
position of the maximum Ze for each profile normalized by the
hydrometeor depth (k, l), and fraction of precipitating profiles
(precip. frac.; m, n). The median (horizontal line) and lower and
upper quartile (box edges) are displayed at the boundary of the
clouds, the updraft position, and in between. The total number
of objects is given for every parameter separately.

highest is similar to cloud boundary conditions on 1 April (Fig. 4.7l).
The smaller MCAO strength on 4 April seems to weaken the updraft
motion and might, thus, suppress the rise in CTH and the lifting of
ice into the liquid layer in updrafts. In updrafts, this might prevent
riming, likely hampering an increase in S and mean Ze as well as a
lifting of the height level with the highest ice occurrence. While the
absolute precipitation fraction is lower than on 1 April, e.g., reduced
by 50 % at the cloud boundary, the relative increase in precipitation
fraction from the object center to the boundary is similar (30 percent-
age points).
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4.4.4 Development along fetch

To investigate how open water affects roll circulation and cloud prop-
erties, we analyze their evolution over all observed fetches (Fig. 4.8).
The most prominent characteristic of an MCAO event is the rise
in BLH driven by the strong heat fluxes as air flows over the rel-
atively warm ocean. Already in the MIZ, evaporation and convec-
tion lead to the appearance of initial, still unorganized clouds in the
regime of prior to cloud streets, although horizontal cloud cover is
low (Fig. 4.8g). Within the cloud street regime, cloud cover increases
rapidly and exceeds 90 % for fetches beyond 30 km. The comparison
of BLH, derived from dropsondes, and closely located airborne mea-
surements shows that CTH is generally only 8.5 m lower than BLH,
which indicates that we can use CTH as a proxy for BLH. On both
days, CTH increases steadily with fetch (Fig. 4.8a). Both the median
CTH and CTH growth rate are reduced by more than half on 4 April
compared to conditions on 1 April. A potential reason for this re-
duction might be a reduced buoyancy in the ABL, with warm air
being advected above the boundary layer. Future modeling experi-
ments could test this hypothesis, including lee effects on air mass
development caused by the Svalbard archipelago. Interestingly, on
1 April, the linear increase in CTH levels at around 100 km fetch (2.5 h
travel time). This area of fetch corresponds to an area of increased
subsidence (see Fig. 4.3), capping cloud development. On 4 April,
the CTH, cloud cover, and precipitation fraction decrease rapidly be-
yond fetches of 140 km. Corresponding trajectories are geographically
close to trajectories excluded from the analysis due to land mass in-
fluences. We speculate that the Svalbard lee effect gains importance
and increasingly suppresses cloud and precipitation formation de-
spite coarse ERA5 subsidence values indicating rising air masses.

Next, we examine the dependency of circulation characteristics
within the cloud street regime as function of fetch, specifically wave-
length (λ) and aspect ratio (AR). Note that bins of fetch with less than
10 roll circulation objects, e.g., at fetches around 50 km, are removed
as outliers from all following analyses of λ and AR (Fig. 4.8c, e). On
1 April, λ increases from roughly 1 to about 2 km at a fetch of 150 km
(Fig. 4.8c), approaching the width of the cloud streets seen by MODIS
(2 km; Sect. 4.4.1). For fetches larger than 60 km, AR is around 2 and
remains rather constant with fetch. As discussed in Sect. 4.4.2 and
Fig. 4.6b, the normalized rimed mass M follows a multi-modal power
spectrum. Local maxima of 0.7 and 1.1 km, respectively, align with λ,
suggesting that riming is enhanced in updraft regions of roll circu-
lation objects. On 4 April, the measurements only revealed reliable
circulation information for fetches smaller than 80 km. There, λ does
not increase substantially with fetch and aligns with the cloud street
width of the MODIS images (1 km; Sect. 4.4.1). Yet, the spread in λ val-
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Figure 4.8: The left column shows the development of circulation, cloud,
and precipitation characteristics with fetch on 1 (red) and 4 April
(blue): cloud top height (CTH; a, b), wavelength of the circula-
tion (λ; c, d), aspect ratio of the circulation (AR; e, f), horizontal
cloud cover (g), liquid layer thickness (LLT; h, i), liquid water
path (LWP; j, k), mean radar reflectivity over each profile (mean
Ze; l, m), and snowfall rate at 150 m height (S; n, o), with pre-
cipitation fraction (precip. frac.; p) and number of measured pro-
files (light color) and identified cloud circulations (dark color)
per fetch bin (q). LLT, LWP, and S statistics are only calculated
when a cloud/precipitation occurs. Lines and shades represent
mean values and the 5th and 95th percentile, respectively. The
vertical dashed lines indicate the regime change from prior to
cloud streets to cloud streets (Sect. 4.3.1). On the right box plots
show each distribution’s median and interquartile range within
the cloud street regime. The total number of measurements (N)
is given for each parameter and day.
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ues is high as roll convection is comparatively weaker at low fetches.
This spread propagates to the derived AR distribution, which is char-
acterized by a large interquartile range from 2.7 to 5.6. Beyond fetches
of 60 km, where convection is stronger, variability is lower and AR
slightly reduces with fetch. There, observed AR nearly doubles com-
pared to conditions on 1 April. Brown (1972) relates larger AR to re-
duced available energy for convection. Heat fluxes observed at fetches
of 60 km and beyond are indeed reduced on 4 April (Fig. 4.3e, f). In
summary, median λ is similar on both days (around 1.2 km; Fig. 4.8d),
while CTH on 1 April is increased by a factor of 2 compared to 4 April
(Fig. 4.8b). Consequently, median AR on 1 April (Fig. 4.8f) is smaller
than on 4 April (1.8 and 3.9, respectively).

We further analyze liquid layer thickness (LLT; Fig. 4.8h), LWP
(Fig. 4.8j), mean Ze (Fig. 4.8l), and S (Fig. 4.8n) to investigate how
the exposure to open water influences cloud microphysics. All pa-
rameters except for LLT show a slight increase with fetch. Median
LWP conditions differ substantially on both days as the median LWP
reduces from 50 g m−2 on 1 April to 10 g m−2 on 4 April, respec-
tively. While LWP ranges within the uncertainty limit of 30 g m−2 (see
Sect. 4.2.2) for small fetches below 100 km, it steadily increases with
fetch and exceeds the uncertainty limit for fetches larger 100 km. The
median LLT of 75 (50) m on 1 (4) April points to the dominant pres-
ence of liquid-topped mixed-phase clouds. This finding is in agree-
ment with the overall high occurrence of liquid layers of 86 % (71 %)
for the respective days (see Table 4.2). We attribute the constant LLT
with fetch to the fact that both liquid (LWP) and ice (approximated by
mean Ze) increase simultaneously, in turn keeping the LLT constant.

While the evolution of cloud microphysics with fetch is similar on
both days, thermodynamic conditions modify the intensity of the pa-
rameters. On 4 April, characterized by overall warmer temperatures,
clouds are more shallow. On this day, 90 % of the profiles contain-
ing liquid-topped cloud streets have an LLT of smaller than 100 m,
which is more than on 1 April (70 %). Less supercooled liquid may
reduce the number of liquid-topped cloud profiles (Table 4.2), LWP
(Fig. 4.8k), and LLT (Fig. 4.8i). A potential mechanism could be that
the warmer temperature, low amount of supercooled liquid, and weak
MCAO index prevent riming, reducing snowfall rate and mean Ze.
This could potentially explain why snowfall occurs less frequently on
4 April. Moreover, the lack of riming in updrafts would reduce the
variability in snowfall rate within each fetch bin. Lacking precondi-
tioning by riming might delay the precipitation onset on 4 April by
more than 10 km (Fig. 4.8p), which starts forming at fetches of 26 and
39 km on 1 and 4 April, respectively.
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Figure 4.9: Sketch of the development of the roll circulation and micro-
physics of the associated cloud streets with fetch on 1 April (top)
and 4 April (bottom). The arrows on the bottom indicate the di-
rection of the near-surface vertical motion.

4.5 conclusions

Our study investigates the evolution of thermodynamics, cloud and
circulation morphology, cloud microphysics, and precipitation within
air masses developing the first 170 km fetch (about 4 h of travel time)
in a long-lasting cold-air outbreak in the Fram Strait. Airborne remote
sensing and in situ observations were performed as part of the HALO-
(AC)3 campaign within two research flights just 3 d apart. A unique
sampling strategy oriented perpendicularly to cloud streets provided
the opportunity to statistically quantify finely resolved macro- and
microphysical cloud and circulation properties in the initial MCAO
phase. Specifically, two metrics were developed for this purpose. First,
we make use of a novel approach to detect roll circulation from ver-
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tical radar profiles only, which allows for the analysis of cloud and
precipitation parameters as a function of their position within the roll
circulation. Second, we use back trajectories to analyze cloud and cir-
culation development with fetch which allows us to draw a consistent
picture of the MCAO development on 1 and 4 April 2022 (Fig. 4.9).
Our findings answer the research questions posed in Sect. 4.1:

1. What are the differences between the environmental conditions
on both flight days, and what are their implications for cloud
development?
Both MCAO events feature northerly winds advecting dry and
cold air masses to the Fram Strait. The event on 1 April is charac-
terized by colder air temperatures, leading to a doubling of the
MCAO index and stronger heat fluxes compared to the 4 April
case. The more active convection on 1 April deepens the bound-
ary layer which causes higher cloud top heights that are aligned
well with the boundary layer height. A rough scaling factor
of 2 is observed in fluxes, the MCAO index, CTH, and LWP be-
tween both days. The Svalbard archipelago influenced the flow
on both days, provoking a wave effect in the lee of Svalbard on
1 April, with subsiding air masses leading to reduced cloud top
heights at 75 to 100 km fetch. On 4 April, lee effects caused an
even stronger cloud-free zone west of the island, which led to a
convergence zone and was not considered in the analysis.

The difference in cloud top height between lidar and radar is
used to detect the presence and derive the thickness of a super-
cooled liquid layer at the cloud top. Supercooled-liquid-topped
mixed-phase clouds occurred 86 % and 71 % of the time on 1

and 4 April, respectively. With respect to cloud microphysics,
the most prominent difference between both days is that riming
is only significantly active during the cold and strong MCAO
case on 1 April. This day also features a higher amount of su-
percooled liquid water with a median LWP of roughly 50 g m−2.
Riming influences LLT, radar reflectivities, precipitation onset,
and strength by producing larger ice particles. Regarding me-
dian properties, the cloud liquid layer thickness, liquid water
path, and snowfall rate are again roughly lower by a factor of 2

for the weaker MCAO on 4 April.

2. Can we identify characteristic changes in cloud and precipita-
tion properties perpendicular to the cloud street orientation, i.e.,
within the roll circulation?
Yes, several hundred roll circulation objects were identified us-
ing cloud radar measurements performed on multiple legs per-
pendicular to the cloud street orientation. A composite analy-
sis of these objects reveals that, on 1 April, several parameters
show consistent trends from the updraft region towards cloud
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boundaries, while, on 4 April, only radar reflectivity and cloud
top height increase slightly in the respective updraft region. On
1 April, our data reveal the same frequency of the normalized
rimed mass and updrafts within clouds. Thus, we speculate that
the presence of significant riming on 1 April leads to the ob-
served increases in snowfall rate, increases the height with most
ice towards the updraft center, and impacts the observed LLT
decrease towards the updraft as ice particles might be lifted
into the pure liquid layer. Our statistical analysis of median
cloud characteristics within the roll circulation and their vari-
ability (Fig. 4.7) could be used to test the performance of cloud
parameterizations and better understand riming effects.

3. How do roll circulation, clouds, and precipitation properties
evolve with fetch in the initial MCAO phase, e.g., up to travel
times of 4 h?
The analysis of our measurements as a function of fetch shows
increasing the cloud top height, liquid water path, radar re-
flectivity, near-surface precipitation rate, horizontal cloud cover,
and fraction of precipitating profiles with increasing fetch.
Cloud streets form at around 15 km fetch and start precipitating
at 25 to 40 km. We suspect that the later onset of precipitation
on 4 April is attributed to the lack of riming in air masses with
shorter fetches. The wavelength of the cloud streets λ slightly
increases with fetch on 1 April, but the variability is rather high.
The detected wavelength of around 1 km within the first 100 km
of fetch aligns with the local maxima found in the spectral anal-
ysis of riming. Even though the airborne-derived results here
generally coincide with MODIS-derived wavelengths, our anal-
yses highlight the importance of high-resolution airborne mea-
surements to evaluate satellite-derived products.

To answer the two last research questions, we established compos-
ite approaches to characterize the roll circulation (Fig. 4.7) and fetch
(Fig. 4.8). These metrics can also be generated from cloud-resolving
model output and be used to evaluate the model performance with
respect to the representation of microphysics and dynamics in the
initial phase of an MCAO. By considering the two cases with sim-
ilar large-scale synoptic settings but differences with respect to mi-
crophysics, e.g., in LWP and riming, microphysical parameterization
schemes can be evaluated. It will be particularly interesting to analyze
whether these models successfully reproduce the observed factor of 2

in scaling found for several parameters between the two cases.
To study the impact of the sharpness of the MIZ and flow diver-

gence on cloud evolution, more observations at a constant fetch over
open water and at a variable fetch over the MIZ near the sea ice edge
should be obtained in the future. Moreover, since the observed cloud
top temperatures lie within the dendritic growth zone, aggregation
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is an important process to study, e.g., by dual-frequency radar ob-
servations (Chellini et al., 2022), in order to understand dominant
precipitation-forming microphysical processes.

The Clouds over cOMPlEX environment (COMPEX) campaign
planned for spring 2026 northwest of Svalbard will present the op-
portunity to better characterize the impact of the marginal sea ice
zone (MIZ) on the air mass transformation. Flights within the MIZ
and along the ice edge could increase the number of samples. Fur-
ther, by enhancing our measurement suite with an airborne G-band
radar, more information on cloud microphysics can be deduced.
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4.6 appendix a : peak detection algorithm and sensitiv-
ity

To detect up- and downdrafts, we solely use Ze0.7 , which is the radar
reflectivity at the height of 0.7 of the hydrometeor depth (D;
Sect. 4.2.2). Figure 4.10 explains the choice of this height (red line).
To understand the applied height and Ze thresholds, one has to keep
in mind that Ze values larger −5dBZ (Schirmacher et al., 2023) and
below 500 m (Shupe et al., 2008b) height are defined as precipitation.
At 0.7 of the hydrometeor depth, most largest cloud particles occur,
i.e., most maximum Ze values per profile exceeding −10dBZ among
all non-precipitating values (Fig. 4.10a, gray line). Most maximum Ze

values per profile among non-precipitating radar bins occur at the
cloud bottom (Fig. 4.10a, black line). Nevertheless, this bottom near
maximum is induced by very small Ze values below −10dBZ. Since
we aim to detect updrafts at the selected height, we take the height
where large particles (> −10dBZ) occur most frequently. Moreover,
with 98 %, most precipitation occurs below 0.7 of the hydrometeor
depth (Fig. 4.10b, dashed black line). This finding is not sensitive to
the −5dBZ threshold for precipitation (Fig. 4.10b, dashed gray line).
Dry entrainment and liquid droplets seem rare at 0.7 of the hydrom-
eteor depth since 91 % of the lowest Ze values per profile lie above
this altitude (Fig. 4.10b, solid black line). In conclusion, we take Ze

at the height of 0.7 of the hydrometeor depth to consider the largest
ice particles within the profiles and minimize the influence of dry-air
entrainment and supercooled liquid water droplets at the cloud top
and precipitation at the bottom of the hydrometeor depth.

To find up- and downdraft regions using Ze0.7 , we use the following
method:

1. Determine 0.7 of D for every profile (Fig. 4.2b).

2. Average Ze over 100 m in the vertical to reduce noise.

3. Smooth Ze by averaging over 3 s to minimize noise detection
(Fig. 4.2c).

4. Extract the smoothed Ze0.7 at 0.7 of D for each profile, which
is the average between 0.65 and 0.75 times D (Fig. 4.2d, black
line).

5. Derive the large-scale background Zeback by averaging Ze0.7 over
500 s (∼ 40 km; Fig. 4.2d, gray line).

6. Determine peaks in Ze0.7 using the Python package
scipy.signal.find_peaks (Virtanen et al., 2020).
If Zeback ⩾ 0.67mm6 m−3, find peaks for Ze0.7 with a prominence
of at least 0.5 mm6 m−3 (difference between the height of the
peak and its lowest contour line; Fig. 4.2d, vertical orange line)
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Figure 4.10: Relative occurrences of Zemax among non-precipitating hydrom-
eteors (a, solid black line) and of non-precipitating Zemax that
exceed −10 dBZ (a, solid gray line). Relative occurrence of pre-
cipitation defined by Ze values larger than −5 dBZ (b, dashed
black line) and larger than 0 dBZ (b, dashed gray line) and min-
imum Ze of each radar profile (b, solid black line). The y axis
is the normalized hydrometeor depth (0= base, 1= top). The
height that is used to identify roll circulations is indicated by
the red line.

and a width of at least 2.9 samples (about 230 m horizontal
distance; Fig. 4.2d, horizontal orange line). Note that Fig. 4.2
shows Ze in logarithmic space, while peaks are detected in lin-
ear space.
If Zeback < 0.67mm6 m−3, find peaks for Ze0.7 with a prominence
of at least 0.1 mm6 m−3 and a width of at least 2.9 samples.
The detected peaks are defined as updrafts (Fig. 4.2e, vertical
black lines). Here, we apply two different thresholds depend-
ing on Zeback since the magnitude of the averaged Ze and its
peaks generally increase with fetch.

7. Find the minimum Ze0.7 between every two maxima (Fig. 4.2e,
vertical gray line). If conditions between two cloud streets are
cloud-free, we consider the downdraft location at the center of
the cloud-free distance.
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Table 4.3: Sensitivity of the steps of the algorithm applied to identify roll
circulation objects. Relative changes in the number of objects in
total; number of objects inside the cloud street regime; cloud top
height (CTH) of cloud streets; and aspect ratio (AR) of the roll
circulation to the results obtained by the applied configuration
after adjusting, i.e., mostly doubling, parameters.

Modification Total Number of CTH AR
number of objects within

objects cloud street
regime

III: average over 6 s −17.8 % −20 % +24 % +23 %
IV: 0.6 of hydrometeor depth −1.8 % −1 % 0 % 0 %
IV: 0.8 of hydrometeor depth +3.4 % 0 % 0 % 0 %
VI: width of 5.8 samples −31.3 % −37 % +59 % +57 %
VI: if Zeback ⩾ 0.67mm6 m−3, −9.8 % −11 % +10 % +11 %
prominence of at least 0.2 mm6 m−3

VI: if Zeback < 0.67mm6 m−3, −9.3 % −10 % +10 % +11 %
prominence of at least 1 mm6 m−3
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data availability

Processed radar, in situ, and dropsonde observations obtained during
the HALO-(AC)3 campaign are published by Ehrlich et al. (2024). The
retrieved LWP data are currently being prepared for publication on
PANGAEA. All airborne data are accessed via the ac3airborne mod-
ule (Mech et al., 2022). The merged MODIS–AMSR2 sea ice concen-
tration data are provided by the Institute of Environmental Physics
at the University of Bremen (https://data.seaice.uni-bremen.de/
modis_amsr2/, Ludwig and Spreen, 2023). Raw in situ data are stored
at the German Aerospace Center and available on request. Back trajec-
tories are calculated from ERA5 reanalysis data (Hersbach et al., 2017,
2020). ERA5 is available for pressure levels (Hersbach et al., 2023a)
and single levels (Hersbach et al., 2023b). A Python implementation
of the COARE 3.5 bulk air–sea flux algorithm is available in Ludovic
et al. (2021). MODIS observations of the total water path can be found
in NASA Worldview (2023a) (https://go.nasa.gov/46vE70B) and of
corrected reflectance in NASA Worldview (2023c) (https://go.nasa.
gov/46o4aXO). The corrected reflectance observed by VIIRS is avail-
able in NASA Worldview (2023b) (https://go.nasa.gov/47mKJjr).
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S N O W FA L L O V E R T H E F R A M S T R A I T

This study addresses the third research question (Sect. 1.6.3) regard-
ing the amount of snow falling over the Fram Strait during MCAOs

and the limits of reanalyses in the representation of this snowfall.

Schirmacher, I., C. Pettersen, K. Ebell, and S. Crewell (2024b). How
much snow falls over the Fram Strait during marine cold air outbreaks: con-
straints derived from airborne radar observations. (in prep.)

Currently, this work is under preparation and the future plan is to
submit the manuscript.
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H O W M U C H S N O W FA L L S O V E R T H E F R A M
S T R A I T D U R I N G M A R I N E C O L D A I R O U T B R E A K S :
C O N S T R A I N T S D E R I V E D F R O M A I R B O R N E R A D A R
O B S E RVAT I O N S

abstract

In the Arctic, the uncertainty of precipitation estimates is high be-
cause precipitation observations are rare and challenging. This holds
especially true for marine cold air outbreaks during which low-level
clouds produce light snow. The light snowfall is difficult to observe
from spaceborne passive instruments. Moreover, spaceborne radar ob-
servations frequently miss low-level clouds and precipitation due to
their roughly 1 km deep blind zone. Arctic marine cold air outbreaks
are particularly common over the Fram Strait.

To constrain Arctic precipitation estimates, we retrieve snowfall
rates for the Fram Strait region during marine cold air outbreaks. In
doing so, we exploit airborne radar reflectivity observations obtained
in the vicinity of Svalbard during three aircraft campaigns in the
spring between 2017 and 2022. The data cover 45 h travel time, which
corresponds to a distance of roughly 13.000 km, and span 190 km
fetch. First, we deduce a radar reflectivity – snowfall rate (Ze–S) re-
lation for low-level mixed-phase clouds occurring under marine cold
air outbreak conditions using collocated radar and precipitation gauge
observations at Ny-Ålesund. Second, we apply the retrieved Ze–S re-
lation to the airborne radar observations obtained over the Fram Strait
and reduce the temporal and spatial resolution to match the ones of
the global ERA5 reanalysis. This enables a comparison with ERA5

and resampled regional reanalysis (CARRA) data.
On average, the observed snowfall rate over the Fram Strait dur-

ing marine cold air outbreaks is 330 mm year−1. Until 140 km fetch,
the snowfall rates generally increase with fetch. At Ny-Ålesund, the
snowfall occurrence is similar to the one over the ocean. However,
snowfall events are occasionally intensified. Compared to common
snowfall conditions between 1979 and 2022, the observations capture
a 9 pp higher snowfall occurrence that is mostly very light snow and
underrepresent high snowfall rates, which might be due to flight re-
strictions under these conditions. ERA5 overestimates the snowfall
occurrence, particularly of light snow. Contrarily, CARRA underesti-
mates the snowfall occurrence and underestimates medium and high
snowfall rates over the whole Fram Strait. The observational data set
can serve as a benchmark for future evaluations of models, reanaly-
ses, or observations.
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5.1 introduction

In the Arctic, the uncertainty of precipitation estimates is high be-
cause the spatial and temporal coverage of accurate in situ and re-
mote sensing observations is poor (Vihma et al., 2016). Ground-based
observations are scarce. Spaceborne remote sensing instruments in-
stalled on polar orbiting satellites cannot observe precipitation in the
central Arctic and struggle to capture light snowfall in general. Space-
borne visible imagery is constrained to polar day and, similarly to
infrared imagery, fails to discriminate cloud and surface signals (Mi-
lani and Kidd, 2023). The latter holds also for light snowfall observed
from spaceborne passive microwave remote sensing instruments (Mi-
lani and Kidd, 2023). Spaceborne radars have limitations in observing
hydrometeors within their blind zone, i. e., the lowest kilometer of the
atmosphere for CloudSat’s cloud profiling radar (Schirmacher et al.,
2023).

Within the Global Precipitation Climatology Project (GPCP) frame-
work, an observational data product has been generated that merges
ground-based gauges, spaceborne passive microwave, and spaceborne
infrared and microwave sounder measurements. The data cover the
entire Arctic from 1979 onwards (Adler et al., 2018). With the mea-
surement techniques’ limitations in mind, this data set is expected to
be highly uncertain, especially for shallow and light snowfall (Maahn
et al., 2014; Milani and Kidd, 2023; Schirmacher et al., 2023). It is even
assumed that the GPCP data perform worse than reanalyses (Serreze
et al., 2005) that are also affected by model limitations and the lack of
reliable observations (Zhang et al., 2013).

Shallow and light snowfall dominates total snow accumulation,
particularly during marine cold air outbreaks (MCAO; Mateling et
al., 2023; Schirmacher et al., 2023), which are hence a blind spot for
the assessment of precipitation (Lerber et al., 2022b). Arctic MCAOs
frequently occur over the Fram Strait (Dahlke et al., 2022; Mateling et
al., 2023; Papritz et al., 2015), where long-term precipitation rates thus
range from 1 (Coupled Model Intercomparison Project Phase 5 and
6 (CMIP5, CMIP6) and GPCP; McCrystall et al., 2021) to 2 mm day−1

(fifth-generation global reanalysis (ERA5) and CloudSat; Lerber et al.,
2022b; McCrystall et al., 2021).

During MCAOs, cold and dry air flows from the Arctic sea ice over
the open ocean. Over the open water, cloud streets form with a width
of the order of 1 km. With increasing travel distance over the open wa-
ter, i. e., fetch, the cloud top heights (CTH) increase. However, Schir-
macher et al. (2024a) showed that CTH was below 1 km height within
170 km fetch for two MCAO cases of different strengths. After being
advected over the ocean for some tens of kilometers, precipitation
sets in that, at least in some cases, intensifies with fetch (Schirmacher
et al., 2024a).
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Even though uncertainty is high, the long-term pattern of Arc-
tic precipitation is similar among ERA5, CMIP5 and 6, GPCP, and
CloudSat data (Edel et al., 2020; Lerber et al., 2022b; McCrystall et
al., 2021). Precipitation rates are lowest over central Greenland and
highest along the coast of Greenland, over the Greenland Sea, Barents
Sea, and Fram Strait. Especially over the North Atlantic, cyclones that
advect heat and moisture into the Arctic enhance precipitation rates
(Lerber et al., 2022b).

The large variability in Arctic precipitation estimates causes dif-
ferent long-term precipitation trends among the data sets: models
and reanalyses show an apparent increase in precipitation related
to warming, which varies spatially and seasonally and is especially
strong over the Arctic Ocean (Bintanja, 2018; IPCC, 2013; McCrystall
et al., 2021; Vihma et al., 2016). Similarly, models and reanalyses have
captured frequent phase changes from solid to liquid precipitation
(Bintanja and Andry, 2017; Vihma et al., 2016). CMIP5 and 6 simula-
tions show an Arctic-wide decrease in the ratio between snowfall and
total precipitation occurrence with time, regardless of the season (Mc-
Crystall et al., 2021). The simulations predict a shift from a snow- to
rain-dominated Arctic in autumn between 2055 and 2090 (McCrystall
et al., 2021). The trend in precipitation amount obtained by models
and reanalyses is in stark contrast to observations that show no clear
trend (Boisvert and Stroeve, 2015; McCrystall et al., 2021; Vihma et al.,
2016). Nevertheless, observations confirm an increase in rain fraction
for the Atlantic sector of the Arctic (Łupikasza and Cielecka-Nowak,
2020), e. g., ground-based observations in Ny-Ålesund reported sev-
eral periods of heavy rain in recent winters (Maturilli et al., 2013).

Arctic precipitation has substantial implications for the Arctic cli-
mate system (Oltmanns et al., 2019; Vihma et al., 2016; Zhang et al.,
2013). This study thus aims to derive benchmark snowfall rate es-
timates over the Fram Strait during MCAOs, which vary widely be-
tween reanalyses and observations (Lerber et al., 2022b). The snowfall
rates are retrieved from airborne radar observations obtained dur-
ing several campaigns within the framework of the German Research
Foundation project “ArctiC Amplification: Climate Relevant Atmo-
spheric and SurfaCe Processes, and Feedback Mechanisms” ((AC)3;
Wendisch et al., 2023) that took place in the spring between 2017 and
2022.

Previous studies already derived several radar reflectivity – snow-
fall rate (Ze–S) relations, which depend on the microphysical snow
properties (Doviak and Zrnić, 2006), to derive snowfall for different
crystal habits and observation locations (Kulie and Bennartz, 2009;
Liu, 2008b; Matrosov, 2007; Schoger et al., 2021). To our knowledge,
nevertheless, no Ze–S relation exists for MCAOs over the Fram Strait.
Thus, we first derive a Ze–S relation from collocated radar and gauge
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measurements at Ny-Ålesund and apply it to the airborne radar ob-
servations.

The paper is organized as follows: first, we introduce the airborne
measurements taken over the Fram Strait, the ground-based measure-
ments from Ny-Ålesund, and reanalysis products (Sect. 5.2). Next, we
derive the Ze–S relation (Sect. 5.3) and provide a sensitivity study for
this relation (Sect. 5.3.2). The precipitation estimates retrieved over
the Fram Strait are presented in Sect. 5.4 and answer the following
questions:

1. How large is the snowfall rate over the Fram Strait during
MCAOs probed throughout the (AC)3 campaigns, and do the
measurements reveal spatial variability, e. g., compared to the
well-equipped research station Ny-Ålesund, Svalbard?
(Sect. 5.4.1)

2. How well is snowfall captured by the global reanalysis ERA5

and the Copernicus Arctic Regional Reanalysis (CARRA)?
(Sect. 5.4.2)

3. Do the snowfall estimates retrieved during the campaigns rep-
resent typical MCAO conditions? (Sect. 5.4.3)

Finally, we conclude with the above questions and discuss future per-
spectives (Sect. 5.5).

5.2 data

This study aims to retrieve a Ze–S relation that can be applied to
airborne radar observations obtained over the Fram Strait during
MCAOs (Sect. 5.2.1). To do so, we compare surface precipitation mea-
surements from a precipitation gauge and radar observations both
taken at Ny-Ålesund, Svalbard, during meteorological conditions sim-
ilar to MCAO conditions (Sect. 5.2.2). After applying the relation to
the airborne observations over the Fram Strait, we resample the re-
trieved estimates to ERA5 resolution, and compare them to ERA5 as
well as resampled CARRA reanalyses data (Sect. 5.2.3).

5.2.1 Airborne data

Within the framework of (AC)3 (Wendisch et al., 2023), airborne radar
observations have been conducted during three aircraft campaigns:
namely, the ACLOUD (Arctic CLoud Observations Using airborne
measurements during polar Day; Ehrlich et al., 2019a; Wendisch et
al., 2019) campaign in 2017, the AFLUX (Airborne measurements of
radiative and turbulent FLUXes of energy and momentum in the
Arctic boundary layer; Mech et al., 2022) campaign in 2019, and the
HALO-(AC)3 (High Altitude and LOng range research aircraft–(AC)3;
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Figure 5.1: Conditions during the analyzed airborne observations. Only
data over the open ocean are displayed. Marine cold air outbreak
(MCAO) index from ERA5 (a), wet bulb temperature from ERA5

(b), observed cloud top height of the lowest cloud layer (c), and
observed liquid water path (LWP; d). The median of each dis-
tribution (red dashed line) is highlighted. The total number of
observations is 84,133, and the snowfall occurrence is 45.3 %.

Wendisch et al., 2024) campaign in 2022. The campaigns cover peri-
ods from March to June. During all campaigns, the Polar aircraft P5
was based in Longyearbyen, Svalbard, and probed the Fram Strait.

On board P5, the Microwave Radar/radiometer for Arctic Clouds
(MiRAC; Mech et al., 2019) was installed with a 25° backward incli-
nation. The active module of MiRAC, i. e., MiRAC-A, consists of a
downward-looking frequency-modulated continuous-wave (FMCW)
radar that operates at 94 GHz (type RPG–FMCW–94–SP) with a sensi-
tivity of at least -40 dBZ (Mech et al., 2019). The antenna of MiRAC-A
was shortened compared to the original radar design, widening the
half-power beamwidth (HPBW) to 0.85° (Mech et al., 2019). The verti-
cal resolution of the radar observations is 4.5 m in the vicinity of the
aircraft and not more than 27 m (Mech et al., 2019). Nadir profiles are
constructed from the slant path measurements and vertically interpo-
lated to a standard 5 m grid. Due to the radar’s HPBW, its temporal
resolution of 1 s, and the low flight speed of P5, each measurement
covers roughly a distance of 110 m along the flight track. Radar reflec-
tivities are not corrected for any attenuation that is generally small
in the Arctic, e. g., below 1 and 0.6 dBZ for atmospheric water vapor
and hydrometeors, respectively (Schirmacher et al., 2023). To exclude
strong ground clutter effects, we only account for radar reflectivity
profiles above 150 m altitude (Mech et al., 2019) that have been ob-
tained along straight flight segments over the ocean and from a flight
altitude above 2 km.

The passive channel of MiRAC measures brightness temperatures
at 89 GHz, which are primarily influenced by the emission of liquid
clouds and the surface. From differences in brightness temperatures
between clear-sky and cloudy conditions, LWP is retrieved via a re-
gression approach (Ruiz-Donoso et al., 2020). Due to the unknown
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emissivity of sea ice, LWP is derived only over open ocean. The un-
certainty of LWP depends on atmospheric conditions and is below
30 g m−2 (Ruiz-Donoso et al., 2020). Contrarily to radar reflectivities,
LWP is not adjusted to nadir profiles and is only available along
slanted paths (Mech et al., 2022).

This study focuses only on snowfall by limiting the analysis to
flight days with surface wet bulb temperatures continuously below
-2°C along the flight track. To assess these air temperatures, we ana-
lyze measurements from dropsondes launched from P5 at the height
closest to the surface (George et al., 2021; Vaisala, 2010) and from
ERA5 reanalysis at 1000 hPa.

To identify MCAO conditions, the MCAO index is calculated from
the difference between potential temperatures at the surface and at
850 hPa height over the open water (Dahlke et al., 2022; Kolstad, 2017).
We calculate the MCAO index from ERA5 reanalysis data using ocean
skin temperature. We only consider flight days with a positive MCAO

index averaged over the ice-free Fram Strait, i. e., all grid cells within
75–81.5°N and 9°W–16°E that have a sea ice concentration (SIC) of
zero between 6 and 18 UTC.

Applying the above-mentioned selection criteria to the radar data
results in a final data set that covers 45 hours (roughly 13,000 km
distance) between March, April, and May. For the measurements over
the open ocean, the MCAO index is by definition mostly positive
(Fig. 5.1a), the median wet bulb temperature is -27°C (Fig. 5.1b), and
the median cloud top height (CTH) is 0.8 km height (Fig. 5.1c). Note
that the upper end of the CTH distribution is bounded by the flight
altitude, which is, on average, 3 km. For multilayer clouds, i. e., cloud
layers with a vertical gap of at least 90 m, only the lowest cloud layer
is considered. With a median LWP of 43.5 g m−2, the clouds contain
a substantial amount of cloud liquid (Fig. 5.1d). The radar signals
further imply the presence of cloud ice, thus the probed clouds are
mixed-phase clouds (MPC). Moreover, 45 % of the observed profiles
indicate snowfall with rates of at least 0.01 mm h−1 at 150 m height.

5.2.2 Ny-Ålesund

We retrieve a Ze–S relation adapted to MCAO conditions from ob-
servations obtained at the French-German AWIPEV research base
(Neuber, 2006) in Ny-Ålesund, Svalbard, operated by the German
Alfred Wegener Institute for Polar and Marine Research (AWI) and
the French Polar Institute Paul-Émile Victor (IPEV). The data cover
more than one year, lasting from 10.10.2021 to 31.12.2022. To con-
centrate on suitable meteorological conditions comparable to flight
conditions, we focus on snowfall events from low-level MPCs, whose
lowest cloud layer has a CTH below 2500 m (Chellini et al., 2023a),
and filter the data using:
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• temperature and wind observations from a measurement tower
180 m apart from the atmospheric observatory (Maturilli et al.,
2013).

• CTH of the lowest cloud layer that is obtained analogous to CTH

over the Fram Strait (Sect. 5.2.1) using the radar installed at the
roof of the observatory building (Sect. 5.2.2.1).

• LWP from the passive microwave radiometer called Humid-
ity And Temperature PROfiler (HATPRO) installed beside the
radar (Chellini et al., 2023a).

Within this study, we furthermore use particle shape and size obser-
vations that are characterized by the Video In Situ Snowfall Sensor
(VISSS) with a high resolution using two cameras installed at the
ground near the atmospheric observatory (Maahn et al., 2024; Maahn
and Maherndl, 2023).

5.2.2.1 Radar

At Ny-Ålesund, two radars of the model RPG–FMCW–94–SP con-
secutively obtained the analyzed radar reflectivities: the modified
radar MiRAC-A that was also on board the P5 and the unmodified
JOYRAD-94. JOYRAD-94 was installed on the roof of the atmospheric
observatory until 22.06.2022, followed by MiRAC-A. JOYRAD-94 has
a beam width of 0.5° full-width half maximum (FWHM; Küchler et
al., 2017). Both radars are operated with the same effective averaging
time of 2 s and chirp settings, resulting in a sensitivity that is slightly
better than -60 dBZ at the first radar bin at 102 m height (Chellini
et al., 2023a). At Ny-Ålesund, Ze is analyzed at the lowest available
range gate at 102.2 m to observe snowfall conditions that are closest
to the conditions at the surface. Up-looking radars are less influenced
by near-surface ground clutter than down-looking radars. Addition-
ally, Ze observations at 150 m are investigated, which is the height
of the lowest airborne range gate unaffected by ground clutter. Like
the airborne radar observations, radar observations at Ny-Ålesund
are not corrected for attenuation by hydrometeors and atmospheric
gases. The radar data used in this study are available with a 6 s reso-
lution and are processed and published by Chellini et al. (2023a).

5.2.2.2 Precipitation gauge

The precipitation gauge OTT Pluvio2 L 400 measures the surface pre-
cipitation amount and intensity at AWIPEV, Ny-Ålesund, next to the
measurement tower 180 m apart from the observatory (Ebell et al.,
2024). It detects liquid and solid precipitation in mm water equiva-
lent by weighing its bucket content, which has been collected over
one hour, and gives an output every minute. The minimum amount
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for the gauge to detect precipitation is 0.05 mm (OTT, 2024), corre-
sponding to a rate of 3 mm h−1 at the time step when the minimum
detectable amount is exceeded. After reaching this threshold, the res-
olution is 0.6 mm h−1 (OTT, 2024). According to OTT (2024), Pluvio’s
measurement uncertainty of the precipitation rate per minute is ±1 %,
corresponding to roughly ±0.3 mm h−1 for the highest amount mea-
sured. We use the non-real-time output that provides a more accurate
precipitation estimate due to advanced filtering (OTT, 2024). Uncer-
tainties in gauge observations frequently stem from wind-induced
undercatch, mainly a function of wind speed and temperature. For
solid precipitation at temperatures below -2°C, gauges catch only
80 % of the precipitation at wind speeds of 2 m s−1, 40 % at 5 m s−1,
and 20 % at higher wind speeds (Wolff et al., 2015). To reduce un-
dercatch and improve precipitation measurements (Nitu et al., 2018),
a single Alter wind shield surrounds Pluvio at Ny-Ålesund. More-
over, we correct the data for undercatch following Wolff et al. (2015)
using wind speed and temperature observations at 2 m height from
the measurement tower close to the observatory. Kochendorfer et al.
(2017) highlight the importance of this undercatch correction as it im-
proves the ’bias’ of the estimates and precipitation accumulation for
averaging periods of 30 and 60 min. Since the correction factor rises
with wind speed, the uncertainty range of the corrected precipitation
estimate increases with stronger winds. Thus, we limit the analyzed
wind speed conditions to below 4 m s−1 and the enhancement factor
of corrected precipitation to below two. According to Kochendorfer
et al. (2017), nevertheless, significant measurement errors persist af-
ter correcting for undercatch, likely due to measurement errors, the
spatial variability of precipitation, and the variability in type, size,
density, and fall speed of hydrometeors. This holds particularly true
for heavily rimed particles that fall faster than unrimed particles.

5.2.3 Reanalysis data

We take the latest global reanalysis ERA5 and the novel, higher-re-
solved Arctic reanalysis CARRA to analyze their performance. ERA5

is based on the Integrated Forecasting System (IFS) model cycle 41r2

with a four-dimensional variational data assimilation scheme. Its hor-
izontal and temporal resolution are 31 km and one hour, respectively
(Hersbach et al., 2020). ERA5 distinguishes between large-scale and
convective snowfall; however, we analyze the mean total snowfall
amount, which includes both precipitation types. From the wind field,
back trajectories are calculated for the airborne observations using La-
granto (Kirbus et al., 2024; Sprenger and Wernli, 2015). The trajectory
calculations start at 10 hPa (∼100 m) above ground. We use the open
water fraction along these trajectories to calculate fetch by following
Schirmacher et al. (2024a). Fetch is a proxy for the integrated turbu-
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lent fluxes from the ocean that influence the advected air along its
track. For the calculation, we use spaceborne sea ice concentration
(SIC) observations from a daily product with a 1 km horizontal reso-
lution (Ludwig et al., 2020). For the ACLOUD campaign in 2017, this
highly-resolved product is not available. Instead, a similar product
with a 3.125 km resolution is used.

CARRA is based on the HARMONIE-AROME non-hydrostatic re-
gional numerical weather prediction model that takes ERA5 output
as boundary forcing (Yang et al., 2023). CARRA’s horizontal resolu-
tion of 2.5 km is significantly finer than that of ERA5 (Yang et al.,
2023). We use data from the western domain of CARRA that covers
the Fram Strait. The snowfall amounts used in this study are from
forecast runs. For every flight day, the forecast starts at 00:00 AM
with a lead time of 3 h. Thus, we take the highest temporal resolution
possible (3 h). As the difference in precipitation amount between the
shortest and longer lead times is negligible after 6 h, we avoid spin-up
problems for the times of the aircraft flights (Yang et al., 2023). The
snowfall amount is the time integral of total solid precipitation since
the starting time of the forecast and is converted to precipitation rate
in mm h−1. As for ERA5, the total snowfall flux in CARRA includes
large-scale and convecve snowfall.

5.3 Ze –S relation

The water equivalent snowfall rate (S) can be derived empirically
from the radar reflectivity (Ze) following a power law with the in-
tercept parameter a and exponent parameter b (Doviak and Zrnić,
2006):

S = (
1

a
Ze)

1
b . (5.1)

This power law strongly depends on the microphysical properties
of the observed snow particles (Doviak and Zrnić, 2006). Thus, pre-
vious studies derived various relations for different crystal habits
and measurement locations through calculations or observations (Ta-
ble 2.1). To our knowledge, no Ze–S relation has been specifically
deduced for MCAO conditions. We thus derive such a relationship
using snowfall observations of low-level MPCs at Ny-Ålesund that
occurred under conditions resembling MCAOs over the Fram Strait
(Fig. 5.1).

The flowchart in Fig. 5.2 summarizes the derivation of the Ze–S rela-
tion for Ny-Ålesund. Every minute, we take precipitation rates from
Pluvio and allocate averaged radar reflectivities and meteorological
parameters. Next, we only consider Ze larger -15 dBZ as precipitation
signals because lower values are assumed to be cloud signals with
non-considerable snowfall rates (roughly 0.006mm h−1). Further, we
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radar reflectivity profileevery 6 s (Sect. 2.2.1) precipitation amountper minute (Sect. 2.2.2)
precipitation rateper minuteradar reflectivityprofile per minute

averaging
meteorological conditionsper minute (Sect. 2.2)

data selection:– 2 m wet bulb temperature < -2°C– cloud top height < 3 km– 2 m wind speed < 4 m s-1– snowfall detected by radar and gauge

cloud topheight
– radar reflectivity threshold: -15 dBZ– averaging over 0.75 h

regression

data 0.75 h

selected data

a, b

Figure 5.2: Flowchart summarizing the retrieval of the intercept parameter
a and exponent parameter b of the Ze–S relation (Eq. 5.1).

average the observations for several reasons: First, the instrument lo-
cation of the radar and precipitation gauge is shifted by 180 m, and
the sampling volumes differ. Through averaging, similar conditions
should be captured at both sites (Grazioli et al., 2017). Second, Plu-
vio collects light precipitation over one hour and detects it when
an amount of 0.05 mm is exceeded. Averaging helps to allocate light
snowfall correctly. Third, averaging improves the precipitation accu-
mulation (Sect. 5.2.2.2; Kochendorfer et al., 2017). Typical averaging
times range from 30 to 60 min (Fujiyoshi et al., 1990; Grazioli et al.,
2017; Kochendorfer et al., 2017; Rasmussen et al., 2003; Wiener et al.,
2024; Wolff et al., 2015). Fujiyoshi et al. (1990) recommend an averag-
ing time of 30 min for which their total snowfall was retrieved closest
to the observed one. For our data, nevertheless, precipitation events
in the radar and gauge data are frequently attributed to different time
stamps for such a short averaging time. Thus, we decided on an aver-
aging time of 0.75 h and manually sorted out heavy precipitation that
occurs at averaging range edges and is attributed to different time
stamps for the radar and Pluvio. A more in-depth discussion and sen-
sitivity study of different averaging times is presented in Sect. 5.3.2.

Only a subset of these integrated low-level MPC observations is
used for the regression calculation: Within the 0.75 h period,

1. the maximum 2 m wet bulb temperature has to be below -2°C
to focus on snowfall only.

2. the maximum 2 m wind speed has to be smaller than 4 m s−1 to
reduce inaccuracies in the undercatch correction (Sect. 5.2.2.2).

3. the maximum CTH has to be lower than 3 km to resemble CTHs
arising during MCAOs over the Fram Strait (Fig. 5.1c).
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Figure 5.3: Ze–S relation for low-level mixed-phase clouds at Ny-Ålesund
under environmental conditions similar to marine cold air out-
break conditions over the Fram Strait. Observations averaged
over 0.75 h (points), respective non-linear least square regression
(black line), regression for the 5th and 95th percentile of the
data (shade), and relations retrieved by previous studies (colored
lines; Table 2.1). Periods with aggregates and rimed particles are
highlighted in blue and red, respectively (Fig. 5.4). Intercept pa-
rameter a and exponent parameter b of the regressions (Eq. 5.1),
and the total number of observations N are mentioned.

4. Pluvio and the radar have to detect snow to exclude cases dur-
ing which Pluvio misses light snowfall due to its high detection
limit (Sect. 5.2.2.2).

After applying the criteria above, the LWP distribution at Ny-Ålesund
(not shown), which has a maximum of 0.5 kg m−2, resembles the dis-
tribution derived from airborne measurements over the Fram Strait
(Fig. 5.1d).

The analysis is based on 34 averaging periods (25.5 h). We obtain
a Ze–S relation by fitting the integrated radar reflectivities against
the integrated precipitation rates in logarithmic space and applying a
non-linear least square regression (Fig. 5.3, black line). The retrieved
intercept parameter a is 9.18, and the exponent parameter b is 1.09.
Both parameters are very similar to the findings by Liu (2008b) for dry
snow consisting of mixed random oriented particle shapes, including
nonspherical three, four, and six bullet rosettes, sectors, and dendrites
(Table 2.1). Their relation is based on backscatter computations of ice
particles and in situ measurements of particle size distributions.

Nevertheless, the scatter around the regression line is substantial
(Fig. 5.3). Herein, for a given Ze, S spans a range of values due to
different crystal habits such as particle shape and size distribution.
Nevertheless, the correlation coefficient r between the averaged ob-
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(a) (b)

10 mm =
Figure 5.4: Aggregates (a) and rimed particles (b) detected by the Video

In Situ Snowfall Sensor. Images are from Maahn and Maherndl
(2023).

servations of S and Ze is 0.93 high, and the RMSE concerning the
fitting curve is relatively small with 0.15 mm h−1.

To investigate whether different crystal habits cover different ar-
eas of the Ze–S space, we identify averaging periods with mostly
aggregated (Fig. 5.4a) or rimed particles (Fig. 5.4b) by visual inspec-
tions of images obtained by the VISSS (Sect. 5.2.2). The periods dur-
ing which nearly solely rimed particles occurred form a distinct Ze

regime (Fig. 5.3). In contrast, the periods with aggregates span a wide
range of Ze. Compared to rimed particles that are relatively spherical,
the cross-section of aggregates depends on their orientation and is
thus more variable (Maahn et al., 2024; Maherndl et al., 2024a). The
dependency of Ze on the particle orientation for aggregates likely ex-
plains the aggregate’s larger Ze spread. Note that the uncertainty of
S might be enhanced for rimed particles due to larger measurement
errors stemming from higher fall speeds than other hydrometeors
(Sect. 5.2.2.2; Kochendorfer et al., 2017).

5.3.1 Retrieval test

As a sanity check, we assess whether the retrieval reproduces the
gauge observations at Ny-Ålesund within the observation period be-
tween October 2021 and December 2022 by comparing estimated snow
accumulation. To do so, we apply the retrieved Ze–S relation to the
radar observations averaged over 0.75 h and set precipitation rates
smaller than 0.01 mm h−1 equal to 0 mm h−1 to account for the accu-
racy of the gauge. This threshold is consistent with detection limits
applied to models and observations in previous studies (Palerme et
al., 2014; Roussel et al., 2023). For comparison, the lowest precipita-
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Figure 5.5: Accumulated surface precipitation observed by the gauge (black
line) and retrieved by the Ze–S relation (red line) during all ob-
served averaging periods when precipitation was detected by the
gauge (a), when also wet bulb temperatures were below -2°C (b),
when also wind speeds were lower than 4 m s−1 (c), and when
also cloud top heights were below 3 km (d). N highlights the total
amount of averaging periods.

tion rate observed by the gauge at Ny-Ålesund over one minute is
0.04 mm h−1. We investigate the influence of each criterion applied
to filter snowfall during MCAO conditions (Sect. 5.3) on the accumu-
lated snow by selecting the calculated S consecutively.
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Figure 5.6: Comparison of observed and retrieved snowfall accumulation
over 0.75 h periods. The bias of the retrieval, Pearson correla-
tion coefficient r between observed and retrieved data, and line
through origin are highlighted. The black dashed lines indicate
the precipitation gauge’s claimed minimum detectable precipita-
tion amount, i. e. 0.05 mm over 1 h (Sect. 5.2.2.2). The red dashed
line shows the minimum detectable precipitation amount accord-
ing to our findings.

Over the entire period, the precipitation gauge detects 58 mm of
snow within 71.25 h of snowfall and 57 mm of rain within 138 h of
rainfall as defined by the temperature criterion (Fig. 5.5a, b). Because
the uncertainty is higher under stronger winds, we only consider low
wind speed conditions, drastically reducing total snowfall amount to
roughly 11 mm (Fig. 5.5c). 86 % of this snowfall comes from clouds
with top heights below 3 km (Fig. 5.5d).

The retrieval applies only to snowfall. Thus, the retrieved precipi-
tation amount highly overestimates the observations, especially from
August to December 2021, when temperatures indicate frequent rain
(Fig. 5.5a). The retrieved snowfall amount is less than half of the
observed (Fig. 5.5b). Under low wind speeds, the retrieval perfectly
matches the observations (Fig. 5.5c). With a focus on clouds with
CTHs below 3 km, retrieved (9.9 mm) and observed (9.7 mm) snow ac-
cumulations are still very similar (Fig. 5.5d). However, the minimum
snowfall rate detected by the gauge (0.11 mm h−1) is an order of mag-
nitude larger than the one detected by the retrieval (0.01 mm h−1; not
shown).

The one-by-one comparison of the snow accumulation over 0.75 h
periods shows a good agreement between observations and the re-
trieval (Fig. 5.6) with a high correlation (r=0.91) and very low high
bias of the retrieval (0.01 mm). Such good scores are obtained even
though the retrieval has a snowfall false detection rate compared
to the gauge of 24 % (Table 5.1). Setting the detection limit of the
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Table 5.1: Amount of analyzed snowfall observations at Ny-Ålesund sepa-
rated by the retrieved and observed snowfall rate (S) averaged
over 0.75 h. The value in the brackets highlights the number of
periods during which the retrieved snowfall amount exceeds the
claimed detection limit of the gauge (0.05 mm). These snowy peri-
ods should thus have been detected by the gauge as well.

retrieval to the claimed limit of the gauge (0.05 mm collected over
1 h) already reduces the false detection rate from 24 to 9 %. However,
we determined a detection limit of 0.165 mm over 0.75 h (Fig. 5.6, red
line) below which retrieved snowfall detections during observed non-
precipitating periods frequently go along with long-lasting, large-
scale precipitation as indicated by the radar. The gauge does not de-
tect any snowfall for consecutive averaging periods, which indicates
a low sensitivity of the gauge. False detections by the retrieval of
amounts larger than 0.165 mm (four events) are not induced by the
low sensitivity of the gauge but rather stem from local snow events
or events observed by the different instruments at consecutive peri-
ods. In conclusion, the retrieval reproduces gauge observations very
well. Disagreements between snowfall accumulations stem from the
gauge’s low sensitivity or incorrect snowfall allocations but not from
the retrieval per se. The relation can thus be applied to the airborne
data over the Fram Strait.

5.3.2 Sensitivity study

We investigate uncertainties of the retrieved Ze–S relation by perform-
ing five sensitivity studies (Table 5.2):

1. To account for the uncertainty of the gauge observations, we es-
timate a range of intercept parameters a and exponent parame-
ters b by calculating a regression for the 95th and 5th percentile
of the data (Fig. 5.3, gray shade). By definition, regressions with
a between 9.17±0.78 and b between 1.09±0.12 cover 90 % of
the data. The relative uncertainty of both parameters is roughly
10 %.

2. To account for Pluvio‘s accuracy (Sect. 5.2.2.2), we modify the
observed data by adding Gaussian-distributed values between
±0.3 mm h−1. The parameters of the Ze–S relation lie within
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the 90 % confidence interval of the data. Pluvio’s uncertainty
affects a by less than 4 % and b by 10 % relative to the retrieved
parameters, leading to an underestimation of the retrieved total
accumulation by 10 %.

3. To account for uncertainties due to the length of the averag-
ing period, we apply different periods of 0.5, 1, 1.5, and 2 h.
Contrary to the final relation, for which we manually exclude
precipitation events captured by the radar and gauge on consec-
utive averaging periods, no such processing was done for the
sensitivity study. Regressions for averaging times of 0.75, 1, and
1.5 h are very similar, while the regression parameters for 0.5
and 2 h differ by roughly 7 and 10–20 % compared to the 0.75 h
averaging period, respectively (Table 5.2). The correlation coeffi-
cient between the observed and retrieved precipitation amounts
is 0.91 for 0.75 h and reduces (increases) to 0.85 (0.97) for 30 min
(2 h) averages. We decided against the 30-minute period because
of the low correlation coefficient and against the 2-hour period
because the regression parameters have not been reproduced by
any other period and because the amount of periods with snow-
fall (18) is relatively low. We take the shortest remaining period
to base our analysis on a large amount of data (34 periods with
snowfall). An averaging period of 0.5 h (1 h) would result in 48

(33) snowfall periods.

4. Since the Doppler velocity spectra seem not to be affected by ar-
tifacts within the lowest range gates, we assume that artifacts in
Ze are negligible at the lowest range gate at 102 m height. Thus,
we use the observations at 102 m height to retrieve the Ze–S re-
lation. To analyze whether changes in the microphysics below
the lowest range gate of the airborne data and 102 m occur, we
repeat the power law retrieval for Ze obtained at 150 m height.
Compared to the intercept and exponent parameters obtained
by Ze at 102 m, a and b are less than 4 % higher and lower at
150 m, respectively. The correlation coefficient between both pre-
cipitation rates is thus roughly 1.

5. Separate regressions for rimed and aggregated particles distin-
guished by mean Doppler velocity observations show no differ-
ences that hold over different averaging times tested within the
framework of the sensitivity study. Thus, we decided to retrieve
one Ze–S relation for all data regardless of their microphysics.
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Table 5.2: Sensitivity studies for the retrieved Ze–S relation. Shown is the
intercept parameter a and exponent parameter b of each Ze–S
relation, as well as the total snow accumulation over the selected
period between October 2021 and December 2022 (Sect. 5.3).

name condition a b accumulation

retrieval 9.17 1.09 9.9 mm
sensitivity study 1 95th percentile 9.96 1.21 9.9 mm
sensitivity study 1 5th percentile 8.39 0.97 10.1 mm
sensitivity study 2 considering Pluvio’s 9.49 0.98 9.0 mm

uncertainty
sensitivity study 3 0.5 h averaging 8.50 1.15 10.5 mm
sensitivity study 3 1 h averaging 9.20 1.08 10.7 mm
sensitivity study 3 1.5 h averaging 9.10 1.12 11.5 mm
sensitivity study 3 2 h averaging 8.36 0.86 8.9 mm
sensitivity study 4 Ze at 150 m height 9.51 1.06 9.9 mm

5.4 snowfall rates over the fram strait region during

mcaos

In the following sections, we analyze the snowfall rates over the
Fram Strait calculated by applying the Ze–S relation obtained for Ny-
Ålesund to the airborne observations and setting the detection limit
to 0.01 mm h−1. To enable a comparison with previous studies and
reanalysis products, we investigate S in mm year−1 and resample the
observations to ERA5’s temporal and spatial resolution, respectively.
In Sect. 5.4.1, we present the observations and investigate the spatial
variability of the snowfall rates by analyzing their fetch dependency
and differences between the ocean and Ny-Ålesund. In Sect. 5.4.2,
we investigate the representation of MCAO snowfall in reanalyses
by comparing the retrieved estimates with ERA5 and CARRA prod-
ucts. In Sect. 5.4.3, we examine the representativeness of the observed
snowfall rates concerning MCAO conditions over the Fram Strait.

5.4.1 Snowfall rates and their spatial variability

The temporal evolution of the snowfall rates observed during MCAOs
over the Fram Strait indicates that the daily medians and interquartile
ranges (IQR) of precipitation rates during such conditions are gener-
ally larger in spring than early summer (Fig. 5.7a). Note that the flight
tracks during the different campaigns cover slightly different areas
over the Fram Strait. Generally, data obtained during ACLOUD focus
more on the southern and western parts of the investigated area, data
from AFLUX mainly on the northern parts, while data from HALO-
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Figure 5.7: Observed snowfall rates over the Fram Strait during marine cold
air outbreaks (MCAO). Temporal evolution of daily median val-
ues and interquartile ranges (IQR) during the ACLOUD (red),
AFLUX (green), and HALO-(AC)3 (blue) campaign (a). RGB
plot of the spatial frequency distribution of observations dur-
ing ACLOUD (red), AFLUX (green), and HALO-(AC)3 (blue) at
31 km spatial resolution (b). Relative frequency distribution of
the resampled (31 km, 1 h) snowfall rates over the Fram Strait
(black) and of hourly rates for MCAOs between October 2021

and December 2022 at Ny-Ålesund (blue) (c). Spatial distribu-
tion for all observed resampled snowfall rates with snowfall rates
below 0.01 mm h−1 in gray (d) and resampled rates exceeding
0.01 mm h−1 (e).
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(AC)3 cover the whole area (Fig. 5.7b). Nevertheless, all campaigns
cover the central Fram Strait.

Table 5.3: Mean snowfall rates over the Fram Strait. The averages include
conditions without snowfall. The definition of the term ’climatol-
ogy’ is given in Sect. 5.4.3.

data mean snowfall rate
/ mm year−1

observations over Fram Strait during MCAOs 330

ERA5 along flight tracks during MCAOs 447

CARRA along flight tracks during MCAOs 143

ERA5 climatology 661

ERA5 climatology during MCAOs 476

observations at Ny-Ålesund during MCAOs 666

between October 2021 and December 2022

Overall, the number of retrieved snowfall rates decreases with in-
creasing rates (Fig. 5.7c, black). All observed snowfall rates are below
1 mm h−1 and thus classified as light precipitation (WMO, 1997). Nev-
ertheless, we differentiate between light (< 0.1 mm h−1), medium (0.1
– 0.3 mm h−1), and heavy snowfall (> 0.3 mm h−1) hereafter. Most of
the resampled observations (53 %) detect no snowfall. Over all ob-
servations, the mean snowfall rate is 330 mm year−1 (Table 5.3), and
the maximum rate is 4000 mm year−1, corresponding to 0.46 mm h−1.
Note that the maximum rate holds for an approximately 30 km reso-
lution. Considering snowfall events only, the mean snowfall rate in-
creases to 700 mm year−1. High precipitation rates contribute most to
the total accumulation. Lasting 1 % of the measurement period, high
snowfall rates would accumulate 11 % of the actual observed snow
accumulation, while medium and light snowfall would accumulate
approximately 5 and 1 % of the total accumulation.

We assess the spatial distribution of total snow accumulation by
averaging the snowfall rates of all observations within each grid cell
(Fig. 5.7d). The closer to the sea ice and the boundary of the measure-
ment area, the more grid cells do not detect snowfall at all (gray cells).
The overall snowfall rates are the lowest closer to the sea ice edge, and
the highest over the central Fram Strait, directly west of the Svalbard
archipelago. Among grid cells and times for which snowfall was de-
tected (S > 0.01 mm h−1), the snowfall pattern is similar (Fig. 5.7e).
Nevertheless, some snowfall events close to sea ice, which are so rare
that they do not enhance the overall snowfall rates (Fig. 5.7d), are
intense (500–1000 mm year−1; Fig. 5.7e).

The sea ice conditions under which the observations have been ob-
tained differ due to the variety of years covered by the observations
(Sect. 5.2.1). To analyze the influence of the open ocean and related
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Figure 5.8: Snowfall rate dependency on fetch for all retrieved rates over the
Fram Strait during marine cold air outbreaks (red) and respective
rates above 0.01 mm h−1 (black) (a). The shades represent the 5th
and 95th percentile of the data. Number of observations with
snowfall rates above 0.01 mm h−1 (black) and detected snowfall
occurrence (purple)(b).

surface heat fluxes on snowfall occurrence and intensity in depth, we
investigate the dependence of snowfall on the travel distance over the
open water, i. e., S along fetch (Fig. 5.8). We take S observations in
their original resolution and only consider observations whose back
trajectories did not pass the Svalbard archipelago to exclude poten-
tial lee effects. For the analyzed MCAO cases, these S estimates and
their variability increase with fetch (Fig. 5.8a, red) for two reasons:
The snowfall events intensify with fetch until 140 km fetch (Fig. 5.8a,
black), particularly for the first 30 km fetch. Within the first 80 km of
fetch, this intensification of snowfall is accompanied by an increase
in snowfall occurrence (Fig. 5.8b, purple). For fetches beyond 80 km,
snowfall occurrence is around 75 %, and the increase in S comes solely
from the intensification of the already established events.

Next, we assess the spatial differences in snowfall rates during
MCAOs stemming from the different conditions over the Fram Strait
and at Ny-Ålesund (Fig. 5.7c). For Ny-Ålesund, we assess snowfall
rates of low-level MPCs during MCAOs between October 2021 and
December 2022. To obtain S, we apply the retrieved Ze–S relation
(Sect. 5.3) to the low-level MPC data set in its original temporal reso-
lution (6 s, Sect. 5.2.2) and set the detection limit to 0.01 mm h−1. To
improve the comparability, we temporally resample the data over the
Fram Strait and at Ny-Ålesund to the same resolution (1 h). Both data
sets detect snowfall 50 % of the time (Fig. 5.7c). At Ny-Ålesund, nev-
ertheless, the distribution is more positively skewed. Medium and
heavy snowfall events occur more frequently at Ny-Ålesund and reach
higher extreme rates than during the research flights over the Fram
Strait. In contrast, the frequency of occurrence of light snowfall is re-
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duced by 13 pp compared to over the Fram Strait. Thus, the mean
snowfall rate at Ny-Ålesund is twice the rate over the Fram Strait (Ta-
ble 5.3), leading to a higher total snow accumulation over a specific
time at Ny-Ålesund.

Interestingly, high snowfall rates have been observed at Ny-Ålesund
during different MCAO events under westerly to north-westerly wind
directions (not shown). During MCAO events featuring these high
snowfall rates, less intense snowfall was retrieved whenever the wind
came more from the north (not shown). Under westerly to north-
westerly wind directions, the fetch of the advected air is larger than
for northerly winds when the air is advected over the Svalbard archi-
pelago shortly before arriving at Ny-Ålesund. Thus, the finding that
snowfall intensifies with fetch (Fig. 5.8a) likely applies to observations
at Ny-Ålesund as well. However, further investigations are needed
that also include orographic effects. In summary, westerly to north-
westerly flows seem to intensify snowfall at Ny-Ålesund during
MCAOs, resulting in larger snowfall rates than observed over the
ocean.

5.4.2 Snowfall comparison with reanalyses

In this section, we investigate whether ERA5 and CARRA reanalysis
represent the snowfall observations. To do so, we also resample the
CARRA data to ERA5’s spatial resolution and set CARRA’s detec-
tion limit to 0.01 mm h−1. Note that the temporal resolution is 1 h for
ERA5 and the resampled observations and 3 h for CARRA. We com-
pare the respective S distributions along the flight tracks and attribute
differences between reanalyses and observations to limitations in the
reanalyses.

The snowfall rate distribution of ERA5 and CARRA along the flight
tracks differ (Fig. 5.9a). CARRA exhibits 42 pp fewer snowfall occur-
rences. Regardless of the snowfall intensity, ERA5 counts more rela-
tive occurrences than CARRA, especially for rates larger than
2300 mm year−1 that are not represented by CARRA at all.

Along the flight paths, ERA5 nicely represents the observed S dis-
tribution except for light rates (Fig. 5.9a). ERA5 misclassifies non-
precipitating observations as slightly-precipitating and thus overesti-
mates light snowfall by 43 pp and total snow accumulation along the
flight paths by 34 %. Spatially, ERA5 mostly overestimates snowfall
rates along the boundaries of the measurement area and underesti-
mates the rates over the central Fram Strait (Fig. 5.9b). Thus, ERA5

underestimates snowfall rates in areas with high observed snowfall
and vice versa (Fig. 5.7e).

Contrarily, CARRA slightly overestimates the relative occurrence
of no snow by 10 pp compared to the observations and underesti-
mates the relative occurrence of medium and high rates (Fig. 5.9a).
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Figure 5.9: Snowfall rate estimates over the Fram Strait during marine cold
air outbreaks from observations and reanalyses. Relative fre-
quency distribution of snowfall rates from resampled (31 km, 1 h)
observations over the Fram Strait (black), ERA5 reanalysis (red),
and spatially resampled CARRA reanalysis (green) (a). Spatial
distribution of the difference between estimates from reanalyses
and resampled observations for ERA5 (b) and CARRA (c).
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Therefore, CARRA underestimates total snow accumulation by 60 %
relative to our observations. Spatially, CARRA underestimates the
snowfall rates over the Fram Strait (Fig. 5.9c), rarely overestimates
the rates at the boundary of the studied area, where the sample size
is low (Fig. 5.7b), and resembles the observations close to the sea ice
edge, probably due to highly-resolved sea ice concentrations within
CARRA.

5.4.3 Representativeness of the snowfall estimates

Our observed mean snowfall rate (330 mm year−1; Table 5.3) aligns
approximately with the precipitation rate obtained over the Fram
Strait by CMIP5 and 6, and GPCP observations (365 mm year−1; Mc-
Crystall et al., 2021). However, our mean snowfall rate is about two to
three times lower than corresponding ERA5 and CloudSat precipita-
tion estimates (Lerber et al., 2022b; McCrystall et al., 2021). Contrarily
to this study, the studies mentioned above assess precipitation rates
over several years, including all kinds of meteorological conditions,
and, despite the CloudSat observations, comprise rain and snowfall.
This section investigates how the MCAO snowfall during the cam-
paigns aligns with the long-term MCAO conditions over the Fram
Strait.

We compare ERA5 data along the flight paths with the ERA5 snow-
fall rate climatology covering March, April, and May from 1979 until
2022. Herein, we first consider all snowfall events within the area over
the Fram Strait (5°W – 10°E; 77.5 – 81.5°N) and second consider only
events occurring during MCAOs. A comparison of the general (green)
and MCAO (blue) ERA5 climatology indicates that under MCAO con-
ditions, the maximum snowfall rate is less intense, and rates below
0.2 mm h−1 occur more frequently (Fig. 5.10a). However, the relative
occurrence of snowfall is 8.5 pp higher during MCAOs. According to
ERA5, snowfall occurs more frequently during MCAOs and is less in-
tense than snowfall events in general. This agrees with findings from
Mateling et al. (2023), who investigated CloudSat observations over
the North Atlantic and found that, due to light snowfall, more snow-
fall is produced during MCAO compared to non-MCAO conditions.
In ERA5, heavy snowfall over the northern North Atlantic sector is
mainly attributed to cyclones and fronts (Lauer et al., 2023a). In our
study, most high rates attributed to non-MCAO conditions occur in
March and April. This is because, during AFLUX (ACLOUD), snow-
dominated cyclones and fronts (rain-dominated atmospheric rivers)
contributed most to the total precipitation (Lauer et al., 2023a).

During spring, snowfall rates are generally lower over the sea ice
(below 700 mm year−1) than over the open ocean and the Svalbard
archipelago (roughly 1000 mm year−1; Fig.5.10b). During MCAOs,
rates are even lower over sea ice and land (Fig.5.10c, d). While souther-
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Figure 5.10: Snowfall rate estimates over the Fram Strait from ERA5 reanaly-
sis. Relative frequency distribution of snowfall rates from ERA5

along the flight paths (orange), from ERA5 during March, April,
and May between 1979 and 2022 (green), and from ERA5 dur-
ing marine cold air outbreaks (MCAO) in March, April, and
May between 1979 and 2022 (blue) (a). Spatial distribution of
snowfall estimates from ERA5 during March, April, and May
between 1979 and 2022 for all meteorological conditions (b), for
MCAOs (c), and the respective difference (d). Spatial distribu-
tion of the difference between snowfall rates from the respective
ERA5 MCAO climatology and ERA5 along the flight tracks (e).
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ly flows from the open ocean transport more humid and warmer air
over the sea ice that easily forms precipitation under the cold condi-
tions over ice, the cold and dry airflow from the central Arctic reduces
the snowfall rate during MCAOs. At first, surface heat fluxes from
the open ocean moisten and warm the Arctic air, increasing snowfall
rates. At least within the studied area, snowfall rates during MCAOs
do not exceed general rates (Fig.5.10d).

The ERA5 climatology of snowfall during MCAOs in spring shows
no snowfall for 30 % of the time, while along the tracks ERA5 shows
no snowfall for 21 % of the time (Fig. 5.10a). Thus, ERA5 overesti-
mates the snowfall occurrence along the tracks by 13 %. In particular,
the light snowfall is overrepresented. However, the maximum snow-
fall rate of the ERA5 climatology is by a factor of more than seven
larger than that along the tracks. The overestimation of snowfall oc-
currence and the underrepresentation of high snowfall rates along
the tracks compared to the climatology result in similar mean snow-
fall rates. The mean snowfall rate along the tracks is only 6 % lower
than the climatological one (Table 5.3). Spatially, the snowfall rates of
the ERA5 climatology are higher than that of ERA5 along the tracks,
almost over the entire Fram Strait, but most pronounced to the south
(Fig.5.10e). The increasing difference with fetch is visible for all cam-
paigns (not shown). All discrepancies between the ERA5 climatology
during MCAOs in spring and ERA5 along the flight tracks arise due
to exceptional weather conditions captured during the campaigns.

5.5 conclusions and outlook

In this study, we retrieve surface snowfall rates (S) for the Fram Strait
region from airborne radar reflectivity observations (Ze) obtained dur-
ing marine cold air outbreaks (MCAO). To do so, we deduce a Ze–S
relation for low-level mixed-phase clouds (MPC) occurring under con-
ditions similar to MCAO conditions over the Fram Strait. We derive
the relation from observations from a 94 GHz radar and precipita-
tion gauge at Ny-Ålesund. We also provide a sensitivity study for
the retrieved relation, which considers observations averaged over
0.75 h. After applying the retrieved Ze–S relation to the airborne ob-
servations over the Fram Strait, we can answer the research questions
posed in Sect. 5.1:

1. How large is the snowfall rate over the Fram Strait during
MCAOs probed throughout the (AC)3 campaigns, and do the
measurements reveal spatial variability, e. g., compared to the
well-equipped research station Ny-Ålesund, Svalbard?
Averaged over all observations, the mean snowfall rate is
330 mm year−1. The strength of S increases with fetch because,
first, the precipitation events intensify until 140 km fetch, and
second, the snowfall occurrence increases until 80 km fetch. At
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Ny-Ålesund, the snowfall occurrence is similar to the one over
the Fram Strait. Nevertheless, more intense snowfall occurs at
Ny-Ålesund - especially during westerly to north-westerly flows,
when the fetch of the advected air is presumably largest.

2. How well is snowfall captured by the global reanalysis ERA5

and the regional reanalysis CARRA?
ERA5 (CARRA) overestimates (underestimates) the total snow
accumulation along the flight tracks because of too much light
(too few heavy) snowfall events. Even though CARRA has a
higher resolution, it reproduces the observed mean snowfall
rate worse than ERA5. Overall, CARRA underestimates snow-
fall rates over open ocean, whereas ERA5 generally underesti-
mates heavy snowfall and overestimates light snowfall.

The investigation of factors causing the differences between re-
analyses and observations is beyond the scope of this study and
should be tackled in future work. In particular, this study does
not investigate the microphysical processes whose representa-
tions must be improved within the reanalyses in order to re-
duce the biases mentioned above. For ERA5 in particular, a too-
smooth sea ice distribution in the marginal sea ice zone and a
limited atmosphere-ocean exchange parametrization induce an
overestimation of sensible heat fluxes at high sea ice fractions
and vice versa (Renfrew et al., 2021). This presumably has a
similar influence on snowfall rates.

3. Do the snowfall estimates retrieved during the campaigns rep-
resent typical MCAO conditions?
The mean snowfall rate of the ERA5 climatology during MCAOs
in spring and ERA5 along the flight tracks fit well; the rate along
the flight tracks is only 6 % lower. However, there are likely
two compensating effects at play. While ERA5 overestimates the
snowfall occurrence along the tracks by 13 % due to an overrep-
resentation of light snow, it misses the very high snowfall rates
due to flight restrictions. The ERA5 estimates along the tracks
represent the observed flight conditions and enable a compari-
son with the ERA5 climatology, which suffers the same limita-
tions stemming from the reanalysis.

Over the studied area covering the Fram Strait until 76°N, ERA5

snowfall rates during MCAOs in spring do not exceed rates occur-
ring under further meteorological conditions. Further south, fetches
increase, and snowfall rates during MCAOs might eventually exceed
the general rates. This hypothesis should be studied using ERA5 data
and verified by observations, e. g., from the Cold-Air Outbreaks in
the Marine Boundary Layer Experiment (COMBLE) that comprises
fetches around 1000 km (Geerts et al., 2022). In the future, our data
set can be used to evaluate snowfall estimates from ERA6 and passive



5.5 conclusions and outlook 131

satellite retrievals (Camplani et al., 2024) over the Fram Strait during
MCAOs.



132 snowfall over the fram strait

data availability

The processed MiRAC-A radar observations obtained during
ACLOUD (Mech et al., 2022a), AFLUX (Mech et al., 2022b), and
HALO-(AC)3 (Mech et al., 2024), the dropsonde data obtained during
ACLOUD (Ehrlich et al., 2019), AFLUX (Becker et al., 2020), MOSAiC-
ACA (Becker et al., 2021), and HALO-(AC)3 (George et al., 2024),
and the VISS images from Ny-Ålesund (Maahn and Maherndl, 2023)
are published at PANGEA. The airborne data are accessed via the
ac3airborne module (Mech et al., 2022). The radar and precipitation
gauge data from Ny-Ålesund were processed by Chellini et al. (2023a)
and are stored under Chellini et al. (2023b). The ERA5 snowfall cli-
matology and back trajectories are calculated from ERA5 reanalysis
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C O N C L U S I O N S A N D P E R S P E C T I V E S

6.1 summary and conclusions

The aim of this thesis is to characterize and improve the understand-
ing of Arctic low-level clouds and snowfall over the Fram Strait. Three
research questions were posed at the beginning of this work and ad-
dressed by the presented studies using high-resolution airborne radar
measurements obtained by the Microwave Radar/radiometer for Arc-
tic Clouds (MiRAC) during four campaigns within the ArctiC Ampli-
fication: Climate Relevant Atmospheric and SurfaCe Processes, and
Feedback Mechanisms ((AC)3) project. In the following, brief answers
to the questions are provided:

how large is the low-level cloud fraction over the

fram strait, and how well can it be derived from

satellite observations?

The airborne observations are analyzed and used to forward-simulate
CloudSat measurements that serve as a proxy for CloudSat observa-
tions. Hereafter, the hydrometeor fraction, which includes clouds and
precipitation, is called the cloud fraction.

The vertically resolved cloud fraction below 2.5 km height obtained
by MiRAC over all campaigns is on average 30 %, with lower values
of about 15 % at 2.5 km and a maximum of 40 % close to the ground.
Cloud fractions over sea ice show a relatively constant vertical pro-
file, while low-level cloud formation strongly enhances cloud frac-
tion over water up to around 1 km height. Northerly flows are mainly
connected to Marine Cold Air Outbreaks (MCAOs) and thus show the
highest low-level cloud fraction that also includes particularly light
snow events.

Due to CloudSat limitations, the forward-simulated cloud fraction
increases at 720 m altitude by 11 pp, which is 33 % of the MiRAC cloud
fraction. Nevertheless, there are compensating effects at play: Cloud-
Sat’s sensitivity decreases the cloud fraction by a maximum of 30 pp.
CloudSat’s horizontal resolution, however, increases the cloud frac-
tion by a maximum of 25 pp and its range resolution, which stems
from the long pulse length, by a maximum of 20 pp. CloudSat’s lower
spatial resolution fills cloud gaps and stretches clouds by about 240 m
at their tops and bottoms. Both effects increase the cloud fraction of
the forward-simulated observations stronger, the closer to the ground.
Also, layers of multilayer clouds are merged, which reduces the num-
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ber of multilayer clouds obtained by MiRAC (48 %) by a factor of 4 dur-
ing the forward simulations. While the forward simulations represent
MiRAC’s cloud fraction over sea ice well, they overestimate MiRAC’s
cloud fraction by 16 pp strongest over water during MCAOs due to
cloud top stretching.

This study also investigates CloudSat’s blind zone limitations on
snowfall occurrence and an underestimation of the total precipitation
amount by 51 pp is found. This finding hampers efforts to quantify
snowfall from space, especially light snowfall during MCAOs. In con-
clusion, MiRAC and CloudSat radar reflectivities differ substantially
below 1.5 km, such that airborne remote sensing is necessary to re-
solve fine cloud structures and CloudSat’s blind zone, especially dur-
ing MCAOs. This is considered for the second study that answers the
following question:

do environmental conditions precondition MCAO evo-
lution, and how do roll circulation and cloud proper-
ties change with fetch in the initial state of MCAOs?

The evolution of thermodynamics, cloud and circulation morphology,
cloud microphysics, and precipitation within the air during a long-
lasting MCAO over the Fram Strait is studied within the first 170 km
fetch, i. e., about 4 hours of travel time. The analysis is based on air-
borne remote sensing and in situ observations performed during the
High Altitude LOng range aircraft (HALO)-(AC)3 campaign on 1 and 4

April 2022. Roll circulations are detected by a novel approach using
vertical radar profiles only, fetch is retrieved from calculated back tra-
jectories, and composite approaches characterize both.

For both MCAO cases, environmental conditions precondition bound-
ary layer and cloud characteristics slightly differently: both MCAO

events feature northerly winds that advect dry and cold air over the
Fram Strait. On 1 April, however, air temperatures are colder, dou-
bling the MCAO index and heat fluxes compared to 4 April. The
stronger convection on 1 April deepens the boundary layer and lifts
the cloud top heights by a factor of two.

Another factor that preconditions the MCAO evolution is the Sval-
bard archipelago. On 1 April, the island provokes a wave effect in
its lee with subsiding air masses that reduces cloud top heights at
75 to 100 km fetch. On 4 April, the lee effect causes an even larger
cloud-free area and a convergence zone west of Svalbard.

Moreover, the occurrence of riming differs between the MCAO cases
and might impact cloud and precipitation characteristics and evolu-
tion. Riming is only significantly active during the cold and strong
MCAO case on 1 April. On this day, the median Liquid Water Path
(LWP), supercooled liquid layer thickness at the cloud top, and precip-
itation strength are about two times higher, and precipitation onset is
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earlier. The local maximum found in the spectral analysis of riming
equals the wavelength of roll clouds on 1 April. Thus, significant rim-
ing on 1 April might have occurred in updraft regions. Riming in
updrafts would also explain the following modifications in updraft
regions compared to the residual cloud: increased snowfall rates by
producing larger ice particles, increased normalized height of maxi-
mum ice, and reduced liquid layer thickness as ice particles might be
lifted into the pure liquid layer. Nevertheless, the relative occurrence
of liquid-topped Mixed-Phase Clouds (MPCs) is higher on 1 April.

With increasing fetch, clouds evolve as follows: Cloud Top Height
(CTH), LWP, equivalent radar reflectivity (Ze), near-surface
liquid-equivalent snowfall rate (S), horizontal cloud cover, and the
fraction of precipitating profiles increase. Cloud streets form at around
15 km fetch and start precipitating at 25 to 40 km. The wavelengths of
the roll circulations slightly increase with increasing fetch on 1 April.
Nevertheless, the variability of the wavelengths is high at fetches be-
low 60 km on both days, which leads to a decrease in the aspect ratio
of the circulations, i. e., the ratio between circulation wavelength and
CTH, within these fetches.

To study the evolution of S with fetch, a fixed Ze–S relation assessing
three bullet rosettes (Kulie and Bennartz, 2009) was applied to the
radar observations. The retrieved S estimates are only rough estimates
since Ze–S relations highly depend on ice habits, which might be very
variable within the studied MPCs.

The third study derives a specific Ze–S relation for low-level MPCs

under MCAO conditions for the Fram Strait, thus revealing more pre-
cise S estimates. The relation is derived from ground-based radar
and precipitation gauge observations obtained at Ny-Ålesund and
applied to airborne Ze observations. These airborne observations have
been obtained over the Fram Strait during campaigns within the (AC)3

project in spring and early summer. The retrieved surface snowfall
rates allow to answer the following question:

how much snow falls over the fram strait during MCAOs,
and how well do current reanalyses capture the ob-
served snowfall rates?

Averaged over all observations, the mean snowfall rate of low-level
MPCs during MCAOs is 330 mm year−1. The strength of S increases
with fetch because, first, the precipitation events intensify until 140 km
fetch and, second, the fraction of snowfall observations increases un-
til 80 km fetch. At Ny-Ålesund, the snowfall fraction is similar to the
one over the Fram Strait. Nevertheless, more intense snowfall occurs
at Ny-Ålesund, especially during westerly to north-westerly flows,
when the fetch of the advected air is presumably at a maximum.
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Snowfall estimates from the European Centre for Medium-range
Weather Forecast (ECMWF) ReAnalysis version 5 (ERA5) (Copernicus
Arctic Regional ReAnalysis (CARRA)) overestimate (underestimate) the
total snow accumulation along the flight tracks because of too many
light (too few heavy) snowfall events. ERA5 mostly overestimates the
strength of the light snowfall and slightly underestimates the strength
of the intense snowfall over the central Fram Strait. CARRA, however,
underestimates most of the snowfall over open ocean.

Nevertheless, note that the observations do not represent typical
snowfall conditions: Even though the ERA5 climatological mean snow-
fall rate during MCAOs in spring is only 6 % higher than the ERA5

mean snowfall rate along the flight tracks, there are two compensat-
ing effects at play: ERA5 has a 13 % higher snowfall occurrence along
the tracks due to an overrepresentation of light snow and misses the
high snowfall rates due to flight restrictions.

6.2 outlook

An improved understanding of low-level MPCs over the Fram Strait
and the snowfall related to it is gained within the framework of this
thesis. For each study, future steps are presented in the following that
might answer unresolved questions or consider improvements to the
applied methodologies. A recommendation that holds for all studies
is to expand the conditions covered by the observations by including
observations during summer and polar night.

In May 2024, the Earth Clouds, Aerosols and Radiation Explorer
(EarthCARE) was launched, whose Cloud Profiling Radar (CPR) is the
successor of CloudSat CPR (Illingworth et al., 2015; Wehr et al., 2023).
The unique spaceborne Doppler capabilities on board raise new op-
portunities to sample not only cloud fraction and structure but also
vertical motions within clouds and precipitation. The pulse length
and thus range resolution (∼500 m) and blind zone depth (∼1 km) are
the same for both CPR (Burns et al., 2016). Compared to the Cloud-
Sat CPR (Stephens et al., 2002, 2008; Tanelli et al., 2008), however,
the EarthCARE CPR is more sensitive (-36 vs. -26 dBZ) and has a
higher sampling rate (100 vs. 240 m; Burns et al., 2016). The differ-
ent CPR specifications modify the cloud observations despite similar
cloud conditions, which highlights the importance of being aware
of the EarthCARE CPR limitations. Burns et al. (2016) already stud-
ied the limitations of EarthCARE in assessing marine stratus clouds:
they suggest that the higher range sampling rate compared to Cloud-
Sat improves the detection within the blind zone by an order of
magnitude. Moreover, they predict that the EarthCARE CPR range
resolution leads to overestimating the cloud top heights by 100 m.
However, this thesis found that CloudSat stretches cloud tops by
240 m for Arctic low-level clouds over the ocean. Since EarthCARE
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CPR has the same range resolution and higher sensitivity compared
to CloudSat, the cloud top stretching and thus cloud fraction over-
estimation by EarthCARE is assumed to be stronger compared to
CloudSat and compared to EarthCARE observations of marine stra-
tus clouds. This hypothesis should be tested during the upcoming air-
borne campaign COMPEX-EC (Clouds over cOMPlEX environment –
EarthCARE) campaign in April 2025 that aims to validate EarthCARE
observations.

In the future, the implications of EarthCARE’s new payload on the
assessed Arctic cloud fraction should be studied. To do so, the for-
ward simulator applied in this thesis should be improved by imple-
menting blind zone effects more accurately. The surface echo should
be also simulated by the applied range weighting function (Lamer et
al., 2020). This has already been implemented in the airborne reader
of the ’orbital-radar’ Python tool (Pfitzenmaier et al., 2024) that can
be easily used for follow-up studies. Finally, the error raised by as-
suming a homogenous cloud field within the field of view across the
track and by not considering an across-track convolution should be
estimated in the future.

The second study presented in this thesis is a benchmark for fu-
ture model evaluation studies about cloud street development during
MCAOs. The developed composite approaches characterize the roll cir-
culation and development along fetch. These metrics can also be gen-
erated from cloud-resolving model output. The results can be used
to evaluate the representation of microphysics and dynamics during
MCAOs in numerical models and to detect weak points in parametriza-
tion schemes. It is of particular interest whether these models suc-
cessfully reproduce the different MCAO strengths and precondition-
ing conditions, such as the microphysics, i. e., LWP and riming, but
similar cloud evolutions during the two studied MCAO events.

The aircraft observations of the two MCAO cases still provide unex-
plored information: for example, the flight paths feature several over-
passes over the same locations. This has been exploited recently by
Klingebiel et al. (2024), who studied the temporal evolution of cloud
street properties. Nevertheless, an in-depth investigation of the tem-
poral evolution of roll circulations, cloud macroscopic metrics such as
wavelength or aspect ratio, and cloud microphysical properties needs
to be included.

Still, questions remain that cannot be answered based on the con-
ducted observations. The upcoming Clouds over cOMPlEX environ-
ment (COMPEX) campaign scheduled for spring 2025 northwest of
Svalbard raises the opportunity to tackle these questions. The fol-
lowing unresolved research questions and proposed flight strategies
should be considered during flight planning.
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To answer whether cloud street evolution is already preconditioned
over sea ice by e. g., sea ice inhomogeneities, further airborne observa-
tions over sea ice are required. Characterizing the impact of the sharp-
ness of the Marginal Ice Zone (MIZ) on air mass transformation is par-
ticularly valuable - also for model comparison and evaluation studies
(Spensberger and Spengler, 2021). Future flights should be conducted
at constant fetch over open water, and at variable fetch over MIZ near
the sea ice edge. According to the model study by Spensberger and
Spengler (2021), also flow divergence affects cloud street and precipi-
tation development. Especially over the Fram Strait, flow divergence
is frequently induced by the Svalbard archipelago. However, the effect
of divergence on cloud street evolution has yet to be studied by obser-
vations. Finally, the cloud top temperatures during the studied MCAO

cases lie within the Dendritic Growth Zone (DGZ). Thus, aggregation
would be another dominant precipitation-forming microphysical pro-
cesses to study, e. g., by dual frequency radar observations (Chellini
et al., 2022). The instantaneous deployment of a W– (94 GHz) and
differential absorption G–band (167.3 and 174.7 GHz) radar during
COMPEX will open possibilities to do so.

In the third study, snowfall rates are retrieved over the Fram Strait
using a Ze–S relation derived from precipitation gauge observations.
These gauge observations have a low sensitivity and are prone to high
uncertainties. Thus, deducing an improved relation using observa-
tions of the laser disdrometer Particle Size Velocity (PARSIVEL) might
be reasonable - also to verify the applied relation. PARSIVEL obser-
vations include different measures of particle size, fall velocity, parti-
cle size distribution, and a particle shape description (Battaglia et al.,
2010). From derived velocity and mass distributions and measured
particle size distributions, S could be determined for Ny-Ålesund fol-
lowing Lerber et al. (2017). This method also allows to retrieve indi-
vidual relations for different microphysical regimes that the particle
shape measurements can distinguish.

Yet, only snowfall rates of low-level MPCs during MCAOs are re-
trieved for the Fram Strait. The data set could be expanded by retriev-
ing a Ze–S relation using radar data from Ny-Ålesund at 35 GHz and
applying the new relation to radar observations obtained by MIRA-
36 (Melchionna et al., 2008) on board HALO. MIRA-36 is part of the
HALO Microwave Package (HAMP; Mech et al., 2014) and operates
at 35.5 GHz. During HALO-(AC)3, HALO covered areas between Kiruna,
Sweden, and the North Pole. Thus, a snowfall data set derived from
MIRA-36 observations would cover a larger area than the one de-
rived from MiRAC observations on board Polar 5 (P5). Contrarily to P5,
HALO frequently probed warm air intrusions, providing the opportu-
nity to retrieve snowfall estimates under meteorological conditions
other than MCAOs. Retrieving snowfall estimates for warm air intru-
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sions in the Arctic is crucial as local and heavy snowfall events are
connected to these intrusions (Lauer et al., 2023b). Since Ze–S relations
strongly depend on cloud microphysics (Doviak and Zrnić, 2006), an
optimal relation has to be retrieved for warm air intrusions at Ny-
Ålesund, first.

The presented comparisons between observations and reanalyses
indicate potential improvements in the representation of snowfall in
reanalyses. Factors causing the differences between reanalyses and
observations should be identified in future work. For ERA5 in par-
ticular, a too-smooth sea ice distribution in the MIZ and a limited
atmosphere-ocean exchange parametrization induce an overestima-
tion of sensible heat fluxes at high sea ice fractions and vice versa
(Renfrew et al., 2021). This presumably has a similar influence on
snowfall rates.

In the future, the retrieved snowfall estimates over the Fram Strait
could also serve to evaluate further observations, models, or reanaly-
ses. Currently, the ECMWF establishes the ERA6 reanalysis (Hersbach
et al., 2022), which serves as the successor for ERA5 and comprises
various improvements regarding spatial resolution (horizontal reso-
lution of up to 14 km) and number of observations considered for
data assimilation. It will be interesting to see whether the snowfall
estimates improve and whether the location of mesoscale systems is
resolved correctly. Imprecisely collocated mesoscale systems, which
have not been explicitly resolved in ERA5, increase the potential to
model poorer snowfall estimates.

Retrieving Arctic-wide snowfall from observations is a challenge
that has been tackled by the spaceborne High lAtitude sNow Detec-
tion and Estimation aLgorithm for Advanced Technology Microwave
Sounder (HANDEL-ATMS; Camplani et al., 2024). This snowfall re-
trieval is based on machine learning and uses passive ATMS and ac-
tive CloudSat CPR observations as input and for testing, respectively.
To evaluate HANDEL-ATMS, the spaceborne snowfall estimates
should be collocated with the airborne estimates obtained in this the-
sis. Thus, the airborne snowfall estimates offer the opportunity to im-
prove the spaceborne retrieval algorithm and to improve the accuracy
of snowfall estimates that cover the entire Arctic.
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