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Kurzzusammenfassung
Diese Arbeit analysiert die Rotationsspektren der vier komplexen organischen Moleküle
Aceton-13C1 (13CH3C(O)CH3), Ethylphosphaethin (C2H5CP), Cyclopentadien (c–C5H6),
und Glycidaldehyd ((C2H3O)CHO). Breitbandmessungen zwischen 37 GHz und 1.1 THz
wurden an drei verschiedenen Absorptionsspektrometern in Köln aufgenommen. Sowohl
einfach 13C substituierte Isotopologe als auch vibrationsangeregte Zustände konnten auf
Grund der hohen Sensitivität der Spektrometer identifiziert werden. Mit der Ausnahme
von Aceton wurden alle einfach 13C substituierten Isotopologe analysiert sowie acht
Vibrationszustände von Cyclopentadien und 17 Vibrationszustände von Glycidaldehyde.
Fünf Interaktionssysteme wurden zwischen den Vibrationszuständen identifiziert und in
den Modellen explizit behandelt, was es ermöglichte die Spektren mit experimenteller
Genauigkeit zu beschreiben.
Die spektroskopische Analyse profitierte dabei von verschiedenen Methoden und Werkzeu-
gen, von denen einige im Rahmen dieser Arbeit entwickelt wurden. Quantenchemische
Rechnungen auf dem CCSD(T) Niveau wurden zusammen mit Ergebnissen vorheriger
Analysen für initiale Werte der Rotationskonstanten genutzt. Abweichungen vom experi-
mentellen Spektrum konnten leicht in Loomis-Wood Plots in der neu entwickelten LLWP
Software verfolgt werden. Eine aktualisierte Version der Doppelresonanz-Doppelmodulation
Messmethode erlaubte das Spektrum nach Linien zu filtern, die ein gemeinsames Energie-
niveau aufweisen. Damit konnten insbesondere Übergänge, die schwach in der Intensität,
von stärkeren Übergängen überlagert, und/oder schlecht vorhergesagt waren, identifiziert
werden. Durch die Kombination dieser Methoden war der Analyseprozess effizient und
zuverlässig.
Die resultierenden Frequenzvorhersagen ermöglichen radioastronomische Suchen der Mole-
küle über einen weiten Frequenz- und Quantenzahlenbereich. Vibrationszustände dienen
dabei als ausgezeichnete astronomische Temperaturmesser und die Isotopologe als Son-
den für die astronomische 12C/13C-Häufigkeit. Zusätzlich wurden anhand der Isotopolo-
genergebnisse die (eingeschränkten) semi-experimentellen Gleichgewichtsstrukturen von
Ethylphosphaethin und Cyclopentadien bestimmt.
Die hohe Anzahl an Zuständen, die mit experimenteller Genauigkeit analysiert wurden,
verdeutlicht die Effizienz und Güte des Analyseprozesses und der eingesetzten Werkzeuge.
Es ist zu erwarten, dass davon auch zukünftige spektroskopische Untersuchungen profitieren
werden.
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Abstract

This thesis presents the rotational analyses of the complex organic molecules acetone-13C1

(13CH3C(O)CH3), ethyl phosphaethyne (CH3CH2CP), cyclopentadiene (c–C5H6), and
glycidaldehyde ((C2H3O)CHO). Three absorption spectrometers in Cologne were used to
record high-resolution broadband spectra between 37 GHz and 1.1 THz resulting in a total
coverage of 2.2 THz for the four species. Due to the high sensitivity of the experimental
setups, singly substituted 13C isotopologues and vibrationally excited states up to 873 cm−1

could be identified. The singly substituted 13C isotopologues were analyzed for all species
but acetone-13C1 in addition to eight vibrationally excited states of cyclopentadiene and
17 vibrationally excited states of glycidaldehyde. Five interaction systems, resulting from
Fermi and Coriolis interactions between vibrationally excited states, were identified and
described to within experimental accuracy with combined fits.
A diverse set of tools was used for the spectroscopic analyses and in part also developed in
the course of this thesis. Quantum chemical calculations at the CCSD(T) level together with
previous analyses provided initial parameter values for the models which were efficiently
extended with Loomis-Wood plots in the newly developed LLWP software. Additionally, an
updated version of the recently developed double-modulation double-resonance technique
was used to filter spectra for lines sharing an energy level. This greatly simplified the
identification of lines in very dense spectra, especially if the lines of interest were weak,
blended, and/or poorly predicted. The combination of these tools tremendously increased
the speed and reliability of the analysis process.
The resulting frequency predictions allow for radio astronomical searches over a wide
range of frequencies and quantum numbers. Rotational lines from vibrationally excited
states are useful as astronomical temperature probes while the isotopologue predictions
are useful for tracing the astronomical 12C/13C ratio. In addition, the isotopologue data
were used to derive (constrained) semi-experimental equilibrium rSE

e geometries for ethyl
phosphaethyne, and cyclopentadiene.
The high number of assigned transitions and states analyzed to within experimental
uncertainty highlights the quality and efficiency of the analysis process and the tools used.
Future analyses of other molecular species are expected to benefit from these advancements,
especially in terms of efficiency and reliability.
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1. Introduction

Molecules possess distinct energy levels for their rotational, vibrational, and electronic
states in accordance with the rules of quantum mechanics. These energy levels are
characteristic of the geometry of the molecule, its force field, and its electronic structure,
respectively. Consequently, the transitions between the molecular energy levels are distinct
and characteristic of the molecule. Therefore, the spectrum of comprising transitions
is often referred to as the the molecular fingerprint because, analogously to a human
fingerprint, it uniquely identifies the molecule. An advantage of molecular fingerprints over
human fingerprints is that they can be used to infer physical properties (e.g., temperature,
pressure, column density or velocity) of the molecule’s environment. To derive these
properties from the spectroscopic fingerprint, a quantum mechanical (QM) description is
required. With this, the spectrum can be simulated for different physical properties and also
to some extent inter- and extrapolated to unmeasured regions of the electromagnetic (EM)
spectrum. Conversely, the physical properties of astronomical regions can be derived from
their spectra. For example, the temperature can be determined by measuring the relative
intensities of different transitions. Some approaches foregoing QM models exist1–5 but are
lacking the ability to inter- or extrapolate the spectruma.
Typically, the rotational, vibrational, and electronic transitions of a molecule are found in
different regions of the EM spectrum. Rotational transitions are the lowest in energy and
cover the microwave (MW; 1–30 GHz), millimeter-wavelength (MMW; 30–300 GHz), and
sub-millimeter-wavelength (sub-MMW; 300 GHz−30 THz) regions. Vibrational transitions
are higher in energy, spanning from the far-infrared (FIR; 400–50 cm−1), for energetically
low-lying vibrations such as torsional motions, to the infrared (IR; 4000–400 cm−1), for
more energetic vibrations like bending and stretching motions. Lastly, electronic transitions
are found in the optical and ultraviolet (UV) regimes.
This thesis focuses exclusively on molecular rotational spectra thereby covering the radio
wave (< 3 THz) and sub-MMW regions. A great advantage, especially for the MW

aIn principle, the double-modulation double-resonance (DM-DR) technique6 could also be used without
QM models. A full 2D scan of the rotational spectrum would reveal all shared energy levels between
transitions. However, due to the limited frequency coverage of the setup used here, only subnetworks
of the total energy term diagram can be reconstructed. Similarly, also the approach of De Lucia and
coworkers, using intensity-calibrated spectra measured over a range of temperatures,1, 2 and approaches
based on combination differences3–5 rely on measuring the entire spectral range of interest.
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Figure 1.1: The opacity of Earth’s atmosphere for different frequencies (upper scale) or
wavelengths (lower scale). Rotational transitions fall into the radio window of the atmosphere
and can therefore be observed from Earth. For frequencies above 300 GHz, the opacity reaches
up to 100 % requiring observations to be either performed at very high altitudes (e.g., ALMA)
or above the troposphere (e.g., with SOFIA, the Herschel Space Observatory, JWST, or the here
shown Compton Gamma Ray Observatory and Hubble Space Telescope). Figure adapted from
NASA.

and MMW regions, is the transparency of Earth’s atmosphere in this frequency range
(see Fig. 1.1). This makes it possible to use Earth-based telescopes to study distant
regions in space. While the first molecule detected in space, CH+,7–9 was found via
electronic transitions in the UV and visible regions, most astronomical detections of
molecules since then have been made using radio telescopes.10 The vast majority of recent
detections were made with three single-dish telescopes: The Institut de Radioastronomie
Millimétrique (IRAM) 30 m telescope, the Green Bank 100 m Telescope (GBT), and the
Yebes 40 m telescope.10 The latter two are located at altitudes of 818 m and 931 m with
the highest observable frequencies at 116 GHz and 90 GHz, respectively. In contrast, the
IRAM 30 m telescope covers frequencies up to 375 GHz and is located at an altitude of
2850 m b.
The telescopes measure the EM radiation emittedc by regions in space, which can then
be searched for molecular fingerprints. Once a molecule is found, appropriate models of
its spectral characteristics can be used to infer the prevalent physical properties of the
astronomical source which is invaluable to astronomers in understanding and modeling
these regions. To identify the molecules in space, a matching fingerprint in a database is

bGoing higher in altitude minimizes the attenuation of signals from space by reducing the distance
through the atmosphere. The Atacama Large Millimeter/submillimeter Array (ALMA) telescope covers
frequencies up to 950 GHz, which is slightly beyond the atmospheric window (compare Fig. 1.1). Located
at an altitude of 5059 m in the dry Atacama Desert, observations are possible because the atmosphere is
very thin and dry. Taking this even more to the extreme, the Stratospheric Observatory For Infrared
Astronomy (SOFIA) covered frequencies up to 1 THz while flying at altitudes of up to 13.7 km until its
decommissioning in 2022 and the James Webb Space Telescope (JWST) measures the infrared region
from space, about 1.5 × 106 km from Earth.

cIn special configurations, astronomical absorption spectra are possible as well if the absorption
spectrum can be measured against a continuous background source, such as a (proto)star.
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CHAPTER 1. INTRODUCTION

required. This is where molecular spectroscopy shines by measuring and analyzing the
spectra of molecules in the laboratory, building appropriate quantum chemical models,
and publishing the results in astronomical databases such as the Cologne Database for
Molecular Spectroscopy (CDMS).11,12 In this context, molecular spectroscopy is often
also referred to as laboratory astrophysics. The number of astronomical detections has
been increasing steeply since the year 2020 (see Fig. 1 of Sec. 5), mainly due to complex
organic molecules (COMs). This increase, driven in part by the commissioning of a new
generation of receivers,13 presents a challenge for laboratory spectroscopy, as the efficiency
of the analysis process must be improved to keep pace with the speed of astronomical
observations.14

To date, more than 340 molecules have been detected in the interstellar mediumd, half of
which can be classified as COMs, defined here as carbon-bearing molecules with six or
more atoms.15 COMs are of particular interest as they might be possible precursors of life,
and thus could indicate the formation of extraterrestrial life, or at least habitable zones.
They have been detected in a wide variety of astronomical objects, ranging from very
cold dark clouds (∼ 10 K) to star-forming regions or protoplanetary disks which easily
reach temperatures of a few 100 or 1000 K, respectively.11,16–18 Many of the most complex
molecules (> 12 atoms) have only recently been detected, especially in the cold dark cloud
TMC-1,19–30 but also towards high-mass star-forming regions.31 In contrast, two of the
three largest astronomically detected molecules, the fullerenes C60, and C70 were detected
in 2010 towards the young planetary nebula Tc 1,32 and C60

+ was tentatively detected in
1994 near several reddened stars33 but has since been found in other stars,34 as well as
protoplanetary and reflection nebulae.35,36 This highlights the richness of astronomical
chemistry, as both small and large molecules are found over a wide range of temperatures.
However, rotational spectroscopy goes far beyond laboratory astrophysics as it is also
immensely useful for identifying samples and quantifying concentrations on Earth, de-
termining molecular structures and other propertiese, as well as examining fundamental
physics.37–39 By combining the latter with radio astronomy, the variation of fundamental
constants over time can be tested by analyzing data at different redshifts. The only
requirements for rotational spectroscopy are that the molecule is polar and that it must
be measured in the gas phase.
In this thesis, the rotational analyses of the astrophysically relevant COMs acetone-13C1,

dSee the Molecules in Space section of the Cologne Database for Molecular Spectroscopy or The
Astrochymist website at www.astrochymist.org

eExamples of structure determinations are given in Sec. 7 and Sec. 8. Regarding further properties that
can be derived from spectroscopy, the rotational constants are directly related to the moments of inertia
and results from rotational spectroscopy are usually an order of magnitude more precise than those from
crystallography. The dipole moments can be derived from the Stark effect, vibrational energy separations
from interactions (see Sec. 8 and Sec. 9), barriers from internal rotation, the electronic structure from fine
or hyperfine structure, and the vibrational force field from both the centrifugal distortion constants and
interaction parameters.
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13CH3C(O)CH3
Acetone

CH3CH2CP
Ethyl phosphaethyne

c-C5H6
Cyclopentadiene

(C2H3O)CHO
Glycidaldehyde

Figure 1.2: The four COMs analyzed in this thesis in ball-and-stick representation. Hydrogen
atoms are shown in white, carbon atoms in gray, oxygen atoms in red, and the phosphorus atom
in orange. The representations were created with Avogadro.40,41

ethyl phosphaethyne, cyclopentadiene, and glycidaldehyde are presented. Ball-and-stick
representations of the four molecules are shown in Fig. 1.2. Acetone-13C1 has been
tentatively detected towards Sgr B2(N2)42 and cyclopentadiene was detected towards the
prototypical dark cloud TMC-1.26 Ethyl phosphaethyne and glycidaldehyde have not
yet been detected astronomically, but are potential candidates for detections since the
closely related ethyl cyanide (CH3CH2CN)43,44 and oxirane (c–C2H4O)45–49 are known to
be ubiquitous in space.
For all four molecules, high-resolution broadband spectra over a wide frequency range
were recorded with three different absorption spectrometers in the Cologne laboratories.
The broad frequency coverage achieved in the studies presented here leads to accurate
frequency predictions even beyond 1 THz which in turn facilitates astronomical searches
in a wide range of astronomical surveys. At the same time, the high sensitivity of the
experimental setups facilitates the analysis of isotopologues at natural abundance and
of vibrationally excited states even high in energy. Isotopologues and vibrational states
are of particular astronomical interest as they are excellent diagnostics of isotopic ratios
(e.g., 12C/13C ratio) and the temperature, respectively. In addition, they are thought to be
the origin of a large number of unassigned lines in astronomical spectra.15,50,51 However,
the analysis of vibrationally excited states in molecular spectra can be challenging due to
their lower intensity and possible interactions between vibrational states close in energy.51

This is amplified when going to higher vibrational energies, as the vibrational spectrum
becomes denser making the appearance of interactions more likely.
To address these challenges, a diverse toolbox has been used, parts of which were developed
during this thesis. The most important tools are Loomis-Wood plots (LWPs), quantum
chemical calculations (QCC), tools for treating interactions of vibrational states, and
double resonance (DR) techniques. Each of the four rotational analyses illustrates the use
of one of these tools. The acetone-13C1 analysis (Sec. 6) describes the LLWP software which
relies on LWPs for an efficient and reliable spectroscopic assignment process. The power

4



CHAPTER 1. INTRODUCTION

of QCC is demonstrated in the study of ethyl phosphaethyne (Sec. 7), where the excellent
agreement between calculations and measurements allowed the immediate assignment
of the experimental spectrum. For cyclopentadiene, vibrationally excited states were
analyzed for the first time in addition to the ground vibrational state. The process of
finding perturbed series without relying on QCC and treating the interactions between
vibrational states is highlighted there (Sec. 8). Finally, the analysis of glycidaldehyde is a
prime example of a powerful DM-DR technique6 that precisely filters the spectrum for
lines sharing an energy level (Sec. 9). Weak series were found even in the densest parts of
the spectrum, perturbed series were easily followed, and multiple interstate transitions
were identified. This allowed the analysis of 17 vibrationally excited states and three
interaction systems of glycidaldehyde.
The outline of this thesis is as follows: First, the rotational spectrum is introduced
in general (Sec. 2) by explaining the theory behind the frequency positions (Sec. 2.2)
as well as the intensities and lineshapes (Sec. 2.3). In addition, the implications and
treatment of internal rotation are introduced (Sec. 2.4). The experimental setups are
then described in some detail (Sec. 3), followed by a brief overview of the general analysis
process and software developed as part of this thesis (Sec. 4). Next, special considerations
for vibrational satellite spectra are discussed (Sec. 5), before the analyses of the four
molecules acetone-13C1 (Sec. 6), ethyl phosphaethyne (Sec. 7), cyclopentadiene (Sec. 8),
and glycidaldehyde (Sec. 9) follow. Finally, the results are summarized and an outlook is
given (Sec. 10).
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2. Theory

This chapter introduces the rotational fingerprint of molecules, which is used to uniquely
identify them. First, the origin of a line spectrum is explained (Sec. 2.1) and the rotational
Hamiltonian is introduced (Sec. 2.2). Since no analytical solution exists for the asymmetric
top case, to which the four molecules of interest belong to, a qualitative understanding of
the asymmetric top energy scheme is obtained by first introducing the analytically solvable
cases of linear molecules (Sec. 2.2.1) and symmetric tops (Sec. 2.2.2). The positions in
the spectrum can be derived from the rotational Hamiltonian. Then, the population,
intensities and lineshapes are explained (Sec. 2.3). Finally, internal rotation is introduced
phenomenologically (Sec. 2.4), the case of two internal rotors is explained (Sec. 2.4.2),
followed by the Effective Rotational HAMiltonian (ERHAM) approach used to solve the
internal rotation Hamiltonian in the analysis of acetone-13C1 (presented in Sec. 6).
Additional information on the rotational spectrum of vibrationally excited states is given
later in Sec. 5. This chapter is largely based on the corresponding chapters in Microwave
Molecular Spectra by Gordy and Cook52 and, unless otherwise noted, is implicitly limited
to the cases of absorption spectra of electronic dipole transitions.

2.1 Spectrum

Each molecule possesses distinct electronic, vibrational, and rotational states. If a transition
between two states is allowed, i.e. it has a non-zero intensity, a transition between two
states is possible either by absorbing a photon, going from the energetically lower to the
energetically higher state, or by emitting a photon for the inverse process. The energy
difference is related to the photon energy by

∆E = E ′ − E ′′ (2.1)

= hν = h
c

λ
= hcν̃ (2.2)

where E ′ and E ′′ are the energies of the upper and lower states, respectively, c is the speed
of light, and h the Planck constant.
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In the second row the fundamental relation

c = λν = ν

ν̃
(2.3)

was used which connects the wavelength λ, the frequency ν, and the wavenumber ν̃ of the
photon. By measuring the absorption (or emission) for a set of different frequencies, a
spectrum is obtained where each signal position is related to an energy difference by the
given formulas.

2.2 The Rotational Hamiltonian

According to the Born-Oppenheimer approximation, the complete wavefunction ψtotal of
a molecule can be treated as the product of an electronic, vibrational, rotational, and
nuclear spin wavefunction

ψtotal = ψelecψvibψrotψns (2.4)

The rotational energy of a state is thus given by the eigenvalues of its rotational wavefunc-
tion with the rotational Hamiltonian

Hrot|ψi⟩ = Erot,i|ψi⟩ (2.5)

In the classical case, the rotational energy of a rigid body with total angular momentum
J⃗ is given by

Erot = J2
a

2Ia

+ J2
b

2Ib

+ J2
c

2Ic

(2.6)

with the angular momentum components Jα and moment of inertia components Iα along
the α-axis, with α = a, b, or c. The a-, b-, and c-axes are the principal axes of the molecule,
meaning they are oriented in such a manner that the moment of inertia tensor is fully
diagonal with the three diagonal components being the Iα. By convention, the three
principal moments of inertia are ordered to fulfill

Ia ≤ Ib ≤ Ic (2.7)

In the literature, often the moments of inertia are specified indirectly via the inversely
proportional rotational constants

A/B/C = h

8π2Ia/b/c

(2.8)

which are given here in units of a frequency.

7
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The quantum mechanical Hamiltonian for a rigid rotor is defined analogously to Eq. 2.6 as

Hrr = J2
a

2Ia

+ J2
b

2Ib

+ J2
c

2Ic

(2.9)

where the Jα are the angular momentum component operators. Because the bonds between
atoms in a molecule are closer to springs than rigid connections, the centrifugal forces
resulting from the rotation lead to a distortion of the molecular geometry. This is taken
into account by adding terms for the centrifugal distortion to the rotational Hamiltonian

Hrot = Hrr + Hcd (2.10)

Hcd = 1
4
∑

α,β,γ,δ

ταβγδ JαJβJγJδ + ... (2.11)

For the centrifugal distortion Hamiltonian, α, β, γ, and δ are summed over a, b, and
c with the ταβγδ being the centrifugal distortion constants as defined by Kivelson and
Wilson.53 Here only the quartic order is given, but higher orders are defined analogously.
The invariance of the Hamiltonian under time-reversal requires even powers of the angular
momenta operators, essentially simplifying the centrifugal distortion Hamiltonian to

Hcd = 1
4
∑
α,β

τααββ J2
αJ2

β + ... (2.12)

Only five linear combinations of the fourth-order τ ’s are determinable, resulting in the
reduced Hamiltonians – being either Watson’s A-reduction54,55 or the S-reduction,56,57

with the latter being advantageous for very symmetric molecules. In the S-reduction, the
centrifugal distortion Hamiltonian takes the form

Hcd = −DJJ4 −DJKJ2J2
z −DKJ4

z

+ d1J2
(
J2

+ + J2
−

)
+ d2

(
J4

+ + J4
−

)
+ ...

(2.13)

where J± = Jx ± iJy are the raising and lowering operators. The connection between the
a, b, c and the x, y, z labels for the axes is given by the chosen representationa.

aThere are six different representations, meaning six mappings from the a, b, c to the x, y, z labels of
the axes:

Ir IIr IIIr Il IIl IIIl

a z y x z x y
b x z y y z x
c y x z x y z

The representation is typically chosen such that off-diagonal elements become as small as possible.
It is vital to specify the used representation as many rotational constants depend on the (x, y, z) axis
system. Therefore, Hamiltonians set up in different representations will result in different values for these
rotational constants.

8
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Higher-order centrifugal distortion constants are given in both A- and S-reduction in
Sec. A.1.
Molecules are divided into five molecule classes based on their moments of inertia:

Linear molecules Ia = 0 , Ib = Ic

Spherical tops Ia = Ib = Ic

Prolate symmetric tops Ia < Ib = Ic

Oblate symmetric tops Ia = Ib < Ic

Asymmetric tops Ia < Ib < Ic

The molecules studied in this thesis are all asymmetric tops for which no analytical
solutions exist except for the lowest values of the angular momentum quantum number J .
Typically, their energy levels are determined numerically via matrix formalism. The degree
of asymmetry of a molecule is measured by Ray’s asymmetry parameter κ given by58

κ = 2B − A− C

A− C
(2.14)

The two limiting cases are +1 for an oblate symmetric top and −1 for a prolate symmetric
top. If an asymmetric molecule is fairly close to one of the symmetric limits, the spectrum
shows qualitative similarities with the spectrum of the corresponding symmetric top.
Therefore, the analytical solutions for linear and symmetric molecules are introduced first
to provide some intuition. Spherical molecules are omitted because they have no net dipole
moment and thus no allowed rotational dipole transitions.

2.2.1 Linear Molecules

The most simple assumption is that of a rigid linear molecule. As a linear molecule has no
rotation around the a-axis and Ib = Ic = I its rotational Hamiltonian is simplified to

Hrot = J2

I
(2.15)

and the rotational energies are its eigenvalues

Erot/h = BJ(J + 1) (2.16)

as also shown on the left hand side of Fig. 2.1. For one-photon transitions, the change
in angular momentum is limited to the photon’s angular momentum of ±h̄ resulting in
∆J = ±1. The resulting spectrum consists of equidistant transitions

νJ+1←J = 2B(J + 1) (2.17)
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Figure 2.1: The calculated rotational energies (left hand side) and rotational transitions (right
hand side) of a linear molecule (OCS at 300 K) up to J = 7. The energies and frequencies are
given in multiples of the rotational constant B. The arrows indicating transitions in the energy
diagram are connected by gray dotted lines with the transitions in the spectrum. The intensities
of the transitions on the right hand side are explained in Sec. 2.3.4.

with a distance of 2B as shown on the right hand side of Fig. 2.1. When adding centrifugal
distortion for a non-rigid molecule, Eq. 2.16 is expanded into

Erot/h = BJ(J + 1) −D (J(J + 1))2 + ... (2.18)

with the centrifugal distortion constant D. For linear molecules, D is positive as the
internuclear distance is increased by the centrifugal forces. As a result, the effective
rotational constant Beff = B −DJ(J + 1) and the transition frequencies

νJ+1←J = 2B(J + 1) − 4D(J + 1)3 + ... (2.19)

are decreased in comparison to the rigid rotor.
The main results are, that rotational spectra of linear molecules have almost equidistant
patterns (as D is a few magnitudes smaller than B) and that neglecting higher centrifugal
distortion constants results in transition frequencies being predicted to slightly higher
frequencies.
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2.2.2 Symmetric Molecules

Starting again with the rigid rotor case and considering a prolate symmetric rotor, the
rotational energy of a symmetric top is obtained by using Ib = Ic and Eq. 2.6. This yields

Ep = J2
a

2Ia

+ J2
b + J2

c

2Ib

(2.20)

= J2
a

2Ia

+ J2 − J2
a

2Ib

(2.21)

= J2 1
2Ib

+ J2
a

( 1
2Ia

− 1
2Ib

)
(2.22)

The corresponding rotational Hamiltonian is

H = J2 1
2Ib

+ J2
a

( 1
2Ia

− 1
2Ib

)
(2.23)

When using Eq. 2.23 and the rotational constants A, B and C instead of the moments of
inertia, the energies are found to be

Ep/h = BJ(J + 1) + (A−B)K2
a (2.24)

Analogously, the energies of an oblate symmetric top are found to be

Eo/h = BJ(J + 1) + (C −B)K2
c (2.25)

Here, the total angular momentum quantum number J and its projections on the respective
molecule axes Ka and Kc are used. The projection quantum numbers have to fulfill J ≥ Ka

and J ≥ Kc as a projection cannot be larger than the quantity itself. Eq. 2.24 and Eq. 2.25
are similar to the linear molecule case (Eq. 2.16) but have a Ka or Kc dependent offset.
For a prolate symmetric top, the energy offset increases with Ka whereas it decreases
for the oblate symmetric top with Kc

b. This is shown in Fig. 2.2 where the energy term
diagrams are compared to a linear molecule.
The selection rules for a symmetric top molecule are

∆J = ±1 (2.26)
∆K = 0 (2.27)

resulting in the same transition frequencies as for a rigid linear molecule

νJ+1,K←J,K = 2B(J + 1) (2.28)
bFrom A ≥ B ≥ C it follows that A−B ≥ 0 and C −B ≤ 0

11
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Figure 2.2: Simulated energy term diagrams for a prolate symmetric top (red), a linear molecule
(black), and an oblate symmetric top (blue). For all molecules, B was chosen as 8 GHz and for
the prolate symmetric top A = 12 GHz while for the oblate symmetric top C = 4 GHz. Only
levels up to Jmax = 8 and Kmax = 5 are shown.

Only when adding centrifugal distortion effects, the degeneracy for transitions with different
Ka values is lifted as Eq. 2.24 is expanded into

Ep/h =BJ(J + 1) −DJ(J(J + 1))2

+(A−B)K2
a −DKK

4
a −DJKJ(J + 1)K2

a + ...
(2.29)

and accordingly the transition frequencies become

νJ+1,K←J,K = 2B(J + 1) − 4DJ(J + 1)3 − 2DJK(J + 1)K2
a + ... (2.30)

Two things should be noted here. First, each Ka series can be seen as a linear rotor
spectrum with Beff = (B − DJKK

2
a). Secondly, the parameter DK is not determinable

from the spectrum as the transition frequencies do not depend on it. This may not be a
problem if only the frequency positions of the spectrum are of interest, but if the complete
energy term diagram is of interest (e.g., for a partition function) this parameter has to be
estimated or calculated.

2.2.3 Asymmetric Molecules

The energy expression for asymmetric tops has no general analytical solution as all three
moment of inertia components are different Ia < Ib < Ic. Thus, the problem is solved
numerically which is typically done in matrix formalism. For this, Eq. 2.9 is reformulated
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as

h

4π2 Hrot = AJ2
a +BJ2

b + CJ2
c (2.31)

=
(
A+B

2

) (
J2

a + J2
b

)
+ CJ2

c + (A−B)
2

(
J2

a − J2
b

)
(2.32)

=
(
A+B

2

)
J2 +

(
C − A+B

2

)
J2

c +
(
A−B

4

) (
J2

+ + J2
−

)
(2.33)

and the following identities are used

〈
J,K

∣∣∣J2
∣∣∣ J,K〉 = h̄2J(J + 1) (2.34)〈

J,K
∣∣∣J2

c

∣∣∣ J,K〉 = h̄2K2 (2.35)〈
J,K + 2

∣∣∣J2
−

∣∣∣ J,K〉 = h̄2((J −K)(J +K + 1)(J −K − 1)(J +K + 2))1/2 (2.36)〈
J,K − 2

∣∣∣J2
+

∣∣∣ J,K〉 = h̄2((J +K)(J −K + 1)(J +K − 1)(J −K + 2))1/2 (2.37)

As all matrix elements are diagonal in J , the energy levels for each J value can be calculated
independently. This greatly reduces the size of the matrices and improves the efficiency of
the calculationsc.
The process is explained here for J = 1, as this case can be solved analytically. A total
of three states has to be considered due to the 2J + 1 different values of K, which is the
projection quantum number of J on the molecular z-axis. The states are written, as in
the identities above, in the format |J,K⟩. The system is then described with the following
matrix

H/h =

|1, 1⟩ |1, 0⟩ |1,−1⟩


⟨1, 1| C + A+B

2 0 A−B
2

⟨1, 0| 0 A+B 0

⟨1,−1| A−B
2 0 C + A+B

2

(2.38)

The energy values are found as the eigenvalues of the matrix

λ1 = A+B (2.39)
λ2 = A+ C (2.40)
λ3 = B + C (2.41)

To label the corresponding states the correlation diagram of prolate and oblate symmetric
cThe matrices for each J value can be subdivided even further. This results from the ellipsoid of

inertia being symmetric to the identity operation and the three 180◦ rotations around the principal axes of
inertia. The group formed by these symmetry operations is known as Four-group and the rigid asymmetric
Hamiltonian is invariant under its operations. This knowledge can be used for deriving selection rules and
for splitting up the energy matrices into four smaller sub-matrices.
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Figure 2.3: Correlation diagram for asymmetric top levels. The limiting cases of a prolate and
oblate symmetric top are given to the left and right, respectively. The asymmetric top levels are
labeld as JKa,Kc , with Ka coming from the correlated prolate energy level and Kc from the oblate
energy level. The asymmetric top energy values are calculated for A = 10.5 GHz, C = 5.5 GHz,
and B going from C (corresponding to κ = −1) to A (corresponding to κ = 1).

tops is introduced (see Figure 2.3). The limiting cases are the prolate symmetric top on
the left-hand side and the oblate symmetric top on the right-hand side. For each limiting
case, the corresponding energy levels are shown. The curves connecting prolate and oblate
states display the correlation. The levels for the asymmetric top are labeled by JKa,Kc ,
with Ka stemming from the prolate symmetric top and Kc from the oblate symmetric
top. It is important, that Ka and Kc are only good quantum numbers in their respective
limiting cases, but not in between. Important restrictions on Ka and Kc are, that their
sum is equal to J or J + 1 and equivalently to the symmetric top case J ≥ Ka and J ≥ Kc.
States with same J value are ordered in energy by τ = Ka −Kc. As a result the eigenvalues
are connected to the three possible states in the following manner: E(11,0)/h = A + B

as this is the highest energy, E(11,1)/h = A+ C, and E(10,1)/h = B + C, as this is the
lowest energy.
In Fig. 2.4, the energy term diagrams are shown for three of the four molecules analyzed in
this thesis. The molecules are ordered from left to right by increasing values of κ. On the
left hand side, glycidaldehyde with κ = −0.98 is close to the prolate limit for which reason
Ka is given on the x-axis. Accordingly, its energy term diagram matches qualitatively the
prolate symmetric top energy term diagram (see left hand side of Fig. 2.2). Differences are,
that for each pair of J and Ka values, two levels exist for the asymmetric top as Ka is no
longer a good quantum number and levels with both J + 1 = Ka +Kc and J = Ka +Kc

are possible, and that the energy offset with Ka is much more pronounced than for the
simulated symmetric top in Fig. 2.2. The splitting between the asymmetry components
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Figure 2.4: Energy term diagrams for three of the molecules analyzed in this thesis. Glycidal-
dehyde (left) is close to the prolate symmetric top limit, as indicated by its κ value, acetone-13C1
(middle) is an example for a rather asymmetric molecule, and cyclopentadiene is close to the oblate
symmetric top limit. Energy levels where Ka/c is nonzero are split as both the J + 1 = Ka +Kc

and J = Ka + Kc levels exist, with the former here being displayed to the left of the latter.
The qualitative agreement with the symmetric top limit cases can be seen by comparison with
Fig. 2.2.

(levels with same J and Ka value but different values of J −Ka −Kc) increases with J

but decreases with Ka. For low J values, levels with the same J and Ka values are paired
in energy (so-called prolate pairing) whereas at high J values energy levels with same J
and Kc values are paired in energy (so-called oblate pairing; this is shown more clearly in
Fig. A.1). On the right hand side, the energy term diagram of cyclopentadiene is shown,
which is quite close to the oblate limit (κ = 0.90) for which reason Kc is given on the
x-axis. The qualitative agreement with the oblate symmetric top energy term diagram
(see right hand side of Fig. 2.2) is very high. The asymmetry splitting increases with J and
decreases with Kc, similar to glycidaldehyde just that Ka and Kc are exchanged. Thus,
also the pairing is inverted, going from oblate pairing for low J values to prolate pairing
for high J values (see Fig. A.2). Acetone-13C1 is quite asymmetric (κ = 0.32) which is
also resembled by the strong asymmetry splitting in its energy term diagram (middle of
Fig. 2.4).
More typical patterns of the molecular fingerprint are highlighted in the analyses themselves.
Typical patterns of a-type transitions are shown in Fig. 2 of Sec. 7, with the top part
showing the pattern for different J values and the bottom the structure within the same
J value, and of both ∆J = 0 and ∆J = 1 b-type transitions in Fig. 2 of Sec. 8.

Selection Rules

The selection rules for J and M , the projection of J on the fixed space axis, are ∆J = 0,±1
and ∆M = 0,±1 due to the maximum angular momentum h̄ that a photon may carry.
Additionally, selection rules exist for Ka and Kc that are coupled to the dipole moment
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components µa, µb and µc
d. Every non-zero dipole moment component is responsible for

a set of transitions with a set of selection rules. Accordingly, the designation is a-, b-
and c-type transitions, with the corresponding component of the dipole moment being
non-zero.
a-type transitions follow the selection rules

∆Ka = 0 (±2,±4, ...) (2.42)
∆Kc = ±1 (±3,±5, ...) (2.43)

b-type transitions follow the selection rules

∆Ka = ±1 (±3,±5, ...) (2.44)
∆Kc = ±1 (±3,±5, ...) (2.45)

c-type transitions follow the selection rules

∆Ka = ±1 (±3,±5, ...) (2.46)
∆Kc = 0 (±2,±4, ...) (2.47)

Values in brackets indicate, that these values are possible but less likely than the first
value. The different transition types are shown in Fig. 2.5.

dThese selection rules follow from parity considerations. The transition dipole moment (see Eq. 2.54)
must stay unchanged under symmetry operations. For inversion, the sign of the µ components changes,
meaning the initial and final rotational wavefunctions ψm and ψn have to have opposite parity for the
transition dipole moment to stay unchanged. The Ka and Kc values specify if the respective wavefunction
is symmetric (even K values) or antisymmetric (odd K values) with respect to a rotation of 180◦ around
the respective axis. Four possible combinations arise (ee, eo, oe, oo) with the resulting group being the
Four-group. Six different transitions are possible, with µa ̸= 0 permitting ee ↔ eo and oe ↔ oo, µb ̸= 0
permitting ee ↔ oo and oe ↔ eo, and µc ≠ 0 permitting ee ↔ oe and eo ↔ oo. This is easily translated
into the changes in Ka and Kc given in equations 2.42 - 2.47.
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Figure 2.5: Different transition types are shown in the energy term diagram of glycidaldehyde.
For clarity, only transitions with ∆J = 1, ∆Ka = 0,±1, and ∆Kc = 0,±1 are shown.

2.3 Lineshape, Population and Intensity

With the knowledge of Sec. 2.2, the frequency positions of transitions in the rotational
spectrum can be explained. For a full interpretation of the spectrum, the lineshape and
the intensity of each transition need to be understood. First, the lineshape is explained
(Sec. 2.3.1), followed by the population distribution (Sec. 2.3.2), transition dipole moment
(Sec. 2.3.3), and finally the intensity (Sec. 2.3.4).

2.3.1 Lineshape

The absorption features have a width that is connected to their lifetime in the observed
state as well as their translational speed in the direction of the source. The lifetime of
the observed state is limited with the most important factors being the time between two
collisions (which might change the rotational state), the Rabi frequency (if the source
is powerful), and the natural lifetime. This limited lifetime ∆τ is connected via the
Heisenberg uncertainty principle

∆E∆τ ≥ h̄/2 (2.48)

to an energy uncertainty ∆E and results in a Lorentzian lineshape. For the molecules
and experimental setups used in this thesis, the most prominent effect arises from the
time between two collisions which is inversely proportional to the pressure p. Hence, this

17



CHAPTER 2. THEORY

broadening effect is called pressure broadening and the Full Width at Half Maximum
(FWHM) is proportional to the pressure

∆νT ∝ 1
∆τ ∝ p (2.49)

The second contribution results from the velocity component parallel to the direction
of the incoming radiation which causes a Doppler shift. This velocity component is a
heterogenous quantity, leading to a broadening in the form of a Gaussian with a FWHM
of

∆νD = 2ν0

√
2kT ln(2)
mc2 (2.50)

with the frequency of the source ν0, the Boltzmann constant k, the temperature T , and
the rest energy of the molecule mc2. For measurements at room temperature, and the
masses of the molecules examined in this thesis, Gaussians with FWHM ranging from
about 100 kHz at 75 GHz to 1.5 MHz at 1 THz are expected.
The combination of the aforementioned effects results in a Voigt profile being the convolu-
tion of the Gaussian and Lorentzian.

2.3.2 Population and Degeneracy

The intensity of a transition also depends on the population of the initial state m which
is given in thermal equilibrium by the Boltzmann distribution, depending on the total
number of molecules N , the energy of the state Em, and the degeneracy of the state gm.
The population in state m is then

Nm = N · gm
e−Em/kT

Q
(2.51)

where Q is the partition function

Q =
∑
m

gme
−Em/kT ≈ kT

σB
(2.52)

In the last step, the symmetry number σ was introduced, which is 1 for symmetric and 2
for asymmetric molecules. For the case of a linear molecule, the sum can just run over J
whereas for an asymmetric top molecule the sum has to run over J and K as states with
the same J value have different energies. The relative population Nm

N
and the Boltzmann

factor Nm

N gm
are shown in Fig. 2.6 for a linear rigid rotor.
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Figure 2.6: The relative population Nm
N (solid line) and the Boltzmann factor Nm

N gm
(dashed

line) against the angular momentum quantum number J for a linear top with B = 8 GHz at
T = 300 K. The relative population is equal to the product of the Boltzmann factors and the
degeneracies (gJ = 2 · J + 1) with subsequent normalization.

2.3.3 Transition Dipole Moment and Einstein Coefficient

The probability of a transition is given by its Einstein coefficient

Bmn = Bm→n = Bm←n =
(

8π3

3h2

)
|Mmn|2 (2.53)

where Mmn is the transition dipole moment between the two states m and n

M⃗mn =
∫
ψmµ⃗ψndτ = ⟨ψm|µ⃗|ψn⟩ (2.54)

Here, ψm and ψn are the wavefunctions of the initial and final states and µ⃗ is the dipole
moment

µ⃗ =
∑

i

qir⃗i (2.55)

with qi being the charges and the r⃗i their respective positions. The transition dipole
moment can be calculated from the eigenvectors, which are obtained when calculating the
energies as the eigenvalues of the rotational Hamiltonian, and knowledge of the dipole
moment. The transition dipole matrix is Hermitian, meaning ⟨ψm|µ⃗|ψn⟩ = ⟨ψn|µ⃗|ψm⟩∗.
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2.3.4 Intensity

In the laboratory, the intensity is measured as the transmitted power P after passing an
absorption cell

P = P0e
−αmnd (2.56)

with the incoming power P0 and the absorption path length d. The absorption coefficient
α is given by

αmn = Nm

c

(
1 − e−hνmn/kT

)
BmnhνmnS(ν, ν0) (2.57)

≈ Nm(hνmn)2

ckT
BmnS(ν, ν0) (2.58)

where in the second row hν ≪ kT was assumed. Therefore, the intensity depends on the
population of the initial state Nm, the transition frequency νmn, the temperature T , the
Einstein B coefficient, and the normalized lineshape function S(ν, ν0).
Often the absorption coefficient is also specified with the matrix dipole moment Mmn as

αmn = 8π3Nm

3hc νmn|Mmn|2
(
1 − e−hνmn/kT

)
S(ν, ν0) (2.59)

which resembles more closely the equation for the intensities calculated by the SPCAT59,60

software (see Eq. 1 of the original publication60)

Imn = 8π3

3hcνmnSµ
2
(
e−Em/kt − e−En/kT

)
/Q (2.60)

= 8π3

3hc
e−Em/kt

Q
νmnSµ

2
(
1 − e−hνmn/kT

)
(2.61)

where S is the line strengthe. When also accounting for degeneracyf, the resulting line
strength calculated by SPCAT

Imn = 8π3

3hc
Nm

N
νmn|Mmn|2

(
1 − e−hνmn/kT

)
(2.62)

is connected to the absorption coefficient by Imn ·N = αmn. The simulated spectrum of
glycidaldehyde is shown in Fig. 2.7 to highlight some of the contributions to the total
intensity. For example, the dependency on the population and degeneracy is seen by
comparison with Fig. 2.6. The weak c-type transitions highlight the influence of the dipole
moment component (Imn ≈ µ2

α), and the fact that the b-type spectrum (µb = 1.5 D) shows
stronger peaks than the a-type spectrum (µa = 1.9 D) highlights the dependence on the

eIf wavefunction mixing occurs, e.g., due to strong interactions, Sµ2 is calculated as the sum over all
three principal axes Sµ2 =

∑
α Sαµ

2
α with α = x, y, z

fFrom the documentation it is unclear, if the degeneracy is included in the line strength S or is
accomplished by summation over all degenerate levels.
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Figure 2.7: Simulated stick spectrum of glycidaldehyde’s rotational spectrum. a-type transitions
(blue), b-type transitions (red), and c-type transitions (yellow) are plotted with slight transparency.
Different aspects can be understood by different factors of the line strength as defined in Eq. 2.60.
The c-type spectrum is much weaker than the a- and b-type spectra due to its small dipole
moment of µc = 0.3 D (compared to µa = 1.9 D and µb = 1.5 D). Multiple series of transitions
are visible, with their curvature being the product of the relative population (Fig. 2.6) and the
frequency dependence. The comb-like structure of b-type transitions are ∆J = 0 transitions
where each teeth consists of transitions with the same Ka value.

transition frequency νmn (and the 1 − exp(−hνmn/kT ) factor). Transitions with ∆J = 0
are visible as a comb-like structure in the b-type spectrum.

2.4 Internal Rotation and ERHAM

If two groups of a molecule are connected only by a single bond, e.g., as is the case for the
methyl groups in acetone and ethyl phosphaethyne, the two groups can rotate around this
bond. While for a double bond the relative rotation requires uncoupling of the π-electrons,
which is quite difficult, the relative rotation about a single bond is only hindered by a
potential barrier.61 The coupling between the internal-rotation and the overall rotation
splits the transitions in the spectrum. The magnitude of the relative rotation is of large
amplitude (similar to the order of magnitude of the molecular parameters), classifying it
as a large amplitude motion (LAM). Two other examples of LAMs are inversion, as in
ammonia,62 or ring puckering.63–66

The outline of this section is as follows. First, a qualitative understanding of the origin
of the splitting is given by examining the two extreme cases of no and an infinitely high
potential barrier (Sec. 2.4.1). Then, this qualitative description is extended to two threefold
internal rotors (Sec. 2.4.2). Lastly, the ERHAM approach is explained which is used in
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Sec. 6 for the analysis of acetone-13C1 having two non-equivalent rotors. For more detailed
explanations the reader is referred to the literature.52,67–73

2.4.1 Internal Rotation Splitting

The two limiting cases of a single threefold internal rotor are an infinitely high and no
potential barrier. For an infinitely high barrier, each level is triply degenerate (due to the
three equivalent potential wells) and the internal motion of the methyl group corresponds
to a simple harmonic torsional oscillation whereas for no barrier the internal rotor spins
freely.
The symmetry of the internal rotor and the frame (the molecule without the internal rotor)
is essential for the description. The potential is periodic in the angle of internal rotation α
with periodicity 2π/N . Hence, the potential can be expressed as a Fouries series

V (α) =
∞∑

k=0

VkN

2 (1 − cos(kNα)) (2.63)

For methyl rotors, N = 3 and hence the Fourier series of the potential is given by

V (α) = V3

2 (1 − cos(3α)) + V6

2 (1 − cos(6α)) + ... (2.64)

As the Fourier series is rapidly converging, often only the first term is sufficient (shown in
Fig. 2.8), which is also supported by experimental findings.74–77 The energies are found
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Figure 2.8: Potential function for internal rotation with threefold degenerate potential. Hori-
zontal lines indicate the sublevels of the vibrational states due to internal rotation. The splitting
between sublevels is increasing with increasing vibrational energy. This figure is adapted from
Microwave Molecular Spectra by Gordy and Cook.52
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via the time-independent one-dimensional Schrödinger equation, which results in the wave
equation for internal rotation

−F d2U(α)
dα2 +

[
V3

2 (1 − cos(3α)) − E
]
U(α) = 0 (2.65)

with the eigenfunctions U(α), the internal rotation constant F = h̄2/2Ir, and the reduced
moment of inertia for the relative motion of the two groups Ir.
When considering the previously mentioned extreme case of a very small barrier, V3 → 0,
Eq. 2.65 simplifies to

d2U(α)
dα2 + E

F
U(α) = 0 (2.66)

This equation is easily solved analogously to a spatial rotator with a fixed axis of rotation

U(α) = Aeimα = A (cos(mα) + i sin(mα)) (2.67)

where A is an appropriate normalization factor resulting in

E = Fm2 (2.68)
m = 0,±1,±2, ... (2.69)

where the values for m directly follow from the boundary condition U(α) = U(α + 2π).
Except for m = 0, all energies are doubly degenerate.
When considering the opposite case of a very high barrier, V3 → ∞, α is restricted to
very small changes and thus the small angle approximation can be used for the potential,
simplifying Eq. 2.65 to

d2U(α)
dα2 + 1

F

(
E − 9

4V3α
2
)
U(α) = 0 (2.70)

This equation is solved analogously to a harmonic oscillator resulting in

E = 3
√
V3F

(
v + 1

2

)
(2.71)

v = 0, 1, 2, 3, ... (2.72)

Because there are three equivalent potential wells, all solutions of this limiting case are
triply degenerate. Additionally, the frequency of the torsional oscillation can be derived as

ν = 3
2π

√
V3

2Ir

(2.73)

As the frequency depends on the barrier height V3, the barrier height can be determined

23



CHAPTER 2. THEORY

0

1

2

3

4

0

±1

±2

±3

±4

±5

±6

A
E

E
A

A
E

E
A

A

V3 0 V3
Potential Barrier

m v

Figure 2.9: Correlation diagram for the two limiting cases of internal rotation, being the free
rotor on the left and the harmonic oscillator on the right. The free rotor levels are doubly
degenerate whereas the harmonic oscillator levels are triply degenerate. The degeneracy is split
for finite barrier heights. This figure is adapted from Microwave Molecular Spectra by Gordy
and Cook.52

by infrared studies or microwave intensity studies.
The internal motion of a real molecule lies somewhere in between the two extreme cases.
For the quantitative solution, the reader is referred to the literature as it is quite involved
and requires numerical evaluation (e.g., chapter 12 of Microwave Molecular Spectra by
Gordy and Cook52). Instead, the qualitative behavior for a finite barrier (0 < V3 < ∞) is
discussed in the following. The first consequence is, that a non-zero chance of tunneling is
introduced with the value depending on the height and width of the potential barrier. As
can be seen by the correlation diagram in Fig. 2.9, each of the triply degenerate levels
of the high-barrier extreme case splits into two levels labeled as A and E. The A levels
are singly degenerate while the E levels are doubly degenerate. In a classical sense, even
though not quantum mechanically correct, the E levels can be understood as the two
equivalent tunneling motions in clockwise and anti-clockwise direction while the A level
corresponds to the vibrational motion within a potential well. The correlation diagram
shows that for even v the E levels are higher in energy than the A level and for odd v

the A level is higher in energy than the E levels. If m is a multiple of three, the ±m
degeneracy is lifted but remains for all other values of m. The splitting between the A and
E levels increases with v, as does the rate of tunneling. If the torsional energy surpasses
the potential height, the internal rotor can spin freely and the energy levels go to the free
rotor case.
Just adding the two energies of internal and overall rotation is not sufficient for describing
spectra with internal rotation as no splitting would occur.78 Therefore, the complete
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internal rotation Hamiltonian is required incorporating the rotation-internal rotation
interaction. The Hamiltonian for a single internal rotor in the rigid-rotor approximation is
in the principal axis system (PAS) given by

H = F (p⃗α − ρaJa − ρbJb − ρcJc)2 + V (α) + AJ2
a +BJ2

b + CJ2
c (2.74)

which follows from classical considerations. The three last terms are the rigid rotor
Hamiltonian (see Eq. 2.9), the second term is the internal rotation potential (see Eq. 2.63),
and in the first term p⃗α is the internal rotation angular momentum conjugate to the torsion
angle α, the ρa/b/c are the components of the ρ vector, and F is the internal rotation
constant introduced earlier. The components of the ρ-vector are given by

ρg = λgIα

Ig

(2.75)

where Iα is the moment of inertia of the internal top and λa/b/c are the direction cosines
of the internal rotation axis i of the internal top in the principal axis system

λg = cos(Θ(i, g)) (2.76)

As the axis of internal rotation is typically not coinciding with one of the principal axes of
rotation, evaluation of Eq. 2.74 results in three quadratic terms of the form JiJj + JjJi

and three quadratic cross terms in p⃗αJi. With today’s computational power, this does not
pose a problem but historically different approaches were used to overcome these problems.
Quite a few different approaches were successfully used, including the principal axis method,
the rho-axis method, and the internal-axis method. These methods were implemented in
different programs, with JB95,79,80 SPFIT/SPCAT/IAMCALC,59,81 XIAM,82 BELGI,83,84

RAM3685/RAM36hf,86,87 and ERHAM88,89 being the most proven codes but also new
codes being developed, e.g., westerfit90 which combines the spin-coupling treatment of
SPFIT with an expanded version of the internal rotor treatment of BELGI. In the following,
only the working principle of ERHAM is described in detail as the other programs were
not used in this thesis. For more detailed information on the other codes, the reader is
referred to the review papers by Kleiner69,73 or the respective publications given above.

2.4.2 Two Internal Rotors

A single internal methyl rotor splits each level into an A and two degenerate E levels
where the E levels may be thought of as the rotation in clockwise/anti-clockwise direction
and the A level as the vibration within the potential well. The states can also be labelled
by the symmetry number σ = 0, 1, ..., N − 1 which is more convenient for the case of
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Figure 2.10: Schematic energy term diagram for molecules with (from left to right) no internal
rotor, one internal rotor, two internal rotors, and two equivalent internal rotors. For all internal
rotors N = 3 is assumed. A circle indicates a σ = 0 state whereas the clockwise and anti-clockwise
arrows indicate the σ = ±1 states. For one internal rotor, the levels split into an A and E level.
Adding a second rotor leads to a splitting into five sublevels which for the case of two equivalent
rotors reduces to four, as the (10) and (01) levels are indistinguishable.

two internal methyl rotorsg. The A level corresponds to σ = 0 and the degenerate E
levels correspond to σ = 1 and 2. The addition of a second methyl rotors splits these
levels even further into nine levels, labelled with the two symmetry numbers (σ1σ2) as
shown in Fig. 2.10. Except for (00), all levels are doubly degenerate resulting in the five
resolvable sublevels (00), (01), (10), (11), and (12). With two internal rotors, the cases of
rotation into the same or different directions, being the (11) and (12) levels, respectively,
are distinguishable due to top-top interactions. If the two rotors are equivalent, the (01)
and (10) components are equivalent, resulting in only four components.
For acetone-13C1, the two rotors are not equivalent as in one methyl rotor a 12C atom is
substituted by a 13C atom. Out of the five components, the (11) and (12) components
as well as the (10) and (01) components converge for transitions with all but the lowest
values of J . The result is a trident pattern in the spectrum with an intensity distribution
(due to nuclear spin statistics) of (1 + 1) : (2 + 2) : 2 = 1 : 2 : 1. More in detail information
on two internal rotors is found in the literature.78,91–97

2.4.3 ERHAM

ERHAM stands for Effective Rotational HAMiltonian88 and is used both for the Hamilto-
nian and the software implementing it. ERHAM has been applied successfully to molecules
with one98–101 or two102–104 internal rotors. Whereas many other programs try to determine
the potential function, ERHAM takes a different approach by exploiting the symmetry

gFor two internal methyl rotors, the symmetry of the sublevels depdends also on the symmetry of the
molecule and the two internal rotors.91
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considerations with a phenomenological Hamiltonian instead of actually solving the internal
rotation Hamiltonian. This makes the program considerably faster than programs solving
the internal rotation Hamiltonian.105 The idea is based on previous work by Ohashi,
Hougen, and coworkers on phenomenological Hamiltonians106–111 and is described just very
briefly here with a more detailed description being given in the respective literature.88,89,112

The overall wave function is constructed as a product of the symmetric rotor eigenfunctions
(as is typical for asymmetric rotors) and the eigenfunctions of the internal Hamiltonian
set up in a rho-axis system. Due to the periodicity of the internal rotation, the internal
rotation eigenfunctions and eigenvalues can be expressed as Fourier series. In the resulting
effective Hamiltonian, the potential energy terms appear only in the tunneling coefficients
ϵ which are fitting parameters. As a result of this approach, ERHAM is very fast but
the potential barrier is not given explicitly, as the internal rotation Hamiltonian is not
solved. However, the barrier can be calculated from the F constant and the splitting of
the torsional sublevels.89

The high efficiency of ERHAM is required for the large datasets, resulting from the broad
frequency coverage explained in Sec. 3, and especially for testing possible parameter
additions to the model, as explained in Sec. 4.
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3. Experimental Setup

All measurements in this thesis were performed using three different experimental setups
in Cologne. The three experimental setups are absorption spectrometers covering different
frequency ranges, which are shown in Fig. 3.1 together with the respective multiplication
factors of the amplifier-multiplier chains (AMCs).
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Figure 3.1: The frequency coverage of the three experimental setups and the pump source for
DR measurements. For each frequency range, the corresponding multiplication factor is given.

Starting at low frequencies, the MIllimeter-wave Double-pass Absorption Spectrometer for
COmplex INterstellar Species (MIDAS-COINS) covers the frequency ranges 37–67 GHz,
and 75–170 GHz.42 Additionally, MIDAS-COINS can be used to perform double-resonance
spectroscopy by adding a second, more powerful source operating in the 70–110 GHz
frequency range.6,113 Next, the Cologne (Sub-)millimeter-wave spectrometer covers the
frequency range of 170–510 GHz with three different multiplication setups.114 It has
the ability to produce unstable molecules in situ by means of a pyrolysis setup or an
RF-discharge. In this work, the pyrolysis setup was used to produce cyclopentadiene
from dicyclopentadiene via thermolysis. Finally, the Cologne THz spectrometer covers the
frequency range 500–1100 GHz. This results in a total frequency coverage of 1055 GHz,
excluding any overlap. Running all three experiments in parallel with typical integration
times and frequency resolutions, the full coverage of over 1 THz can be measured in less
than a month. The specified frequency limits can also be slightly exceeded to for example
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measure down to 70 GHz. However, the signal-to-noise ratio (SNR) drops quite drastically
toward the specified limits as the sources become less powerful and the detectors become
less sensitive.
In the following, the conventional absorption spectrometer setups are introduced first
(Sec. 3.1) followed by a description of the updated DR setup (Sec. 3.2).

3.1 Absorption Spectrometers

The three experimental setups share the same working principle (see Fig. 3.2). The source
generates radiation of a specified frequency which is guided through the absorption cell
containing the gaseous molecule. After the cell, the transmitted radiation is measured by
the detector. Repeating this for different frequencies results in a spectrum.
The radiation sources consist of synthesizers, subsequent AMCs to reach higher frequencies,
and matching horn antennas. The synthesizer models are an Agilent E8257D synthesizer
with an upper frequency limit of 67 GHz, and Rohde & Schwarz SMF100A’s with upper
frequency limits of either 22 GHz or 43.5 GHz. The subsequent AMCs are different
commercial options from Virginia Diodes Inc. and RPG Radiometer Physics. Only for the
frequency range of 37–67 GHz no AMC is used but the RF output of the Agilent E8257D
synthesizer is used directly without further multiplication. This is the only limitation
on the synthesizer usage which are otherwise completely interchangeable between the
experimental setups. All synthesizers are locked to a 10 MHz reference signal from a
rubidium atomic clock to ensure a frequency accuracy of ∆ν

ν
= 10−11.

The radiation enters and exits the absorption cells through Teflon (polytetrafluoroethylene)
windows. HDPE lenses are used between the source and the absorption cell entrance to
parallelize the beam and between the cell exit and the detector to focus the beam onto
the detector. The absorption cells themselves consist of Pyrex glass tubes with diameters
of about 10 cm and different lengths. For MIDAS-COINS, two 7 m cells are used in a
(contrary to its name) single-pass setup, resulting in an absorption path of 14 m. The
THz and (Sub-)MM spectrometers both use single 5 m cells. The latter uses a double-pass
configuration in which the radiation is reflected on one side at a rooftop mirror, doubling
the absorption path to 10 m (see Fig. A.3). Thus, the incoming and outgoing beams
are superimposed and a polarization filter is used to outcouple the outgoing beam onto
the detector while transmitting the orthogonally oriented radiation of the source. Each
absorption cell has a sample inlet and is connected to a vacuum pumping system consisting
of a turbo molecular pump and a backing pump.
On the detection side, Schottky detectors are used for the lower frequency ranges with bias
voltages applied (< 170 GHz) or as zero-bias detectors (170 GHz < ν < 500 GHz). For
frequencies above 500 GHz, a cryogenically cooled bolometer (QMC QNbB/PTC(2+XBI))
is utilized. A 2f -frequency modulation (FM) scheme is used to improve the SNR. The
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Figure 3.2: Schematic view of the THz spectrometer setup. On the left, the synthesizer
generates the radio frequency (RF), which is then multiplied by a factor of 54 in several stages.
Horn antennas and high-density polyethylene (HDPE) lenses are used to guide the beam through
the absorption cell and onto the bolometer. A bandpass filter and a lock-in amplifier are used to
increase the SNR.

output frequency of the synthesizer is modulated over time and the detector signal is
demodulated at 2f by a lock-in amplifiera. All lock-in amplifiers used here, being the
models Signal Recovery 7260, 7265, and 7270, digitize the detector signal after analog
pre-processing and perform the multiplication with the 2f signal and the subsequent
integration digitally. The modulation scheme can be seen as a very narrow bandpass filter
that rejects noise at all other frequencies and phases, resulting in a considerably better
SNR. Depending on the detector signal level, preamplifiers and analog bandpass filters
(set to a frequency of 2f) were used in front of the lock-in amplifiers to allow for optimal
digitization. The frequency of the FM is chosen such that the noise spectrum of the total
spectrometer is low at this frequency.
The FM amplitude should roughly match the width of the absorption lines. Too small or
too large FM amplitudes result in weak signals or very broad lineshapes after demodulation,
respectively, with the latter making it difficult to distinguish close-by lines. However, the
chosen FM amplitude is always a compromise between the strongest possible signal and
the narrowest linewidth with the goal of the measurement dictating the right mixture.
The resulting lineshapes look similar to the second derivative of a Voigt profile.
Broadband measurements are typically performed in segments of about 1 GHz, with each
segment scanned once for increasing and once for decreasing frequencies, and the intensities
averaged for each frequency. This procedure greatly reduces any memory effects in the
setups (e.g., due to exponential moving averages in the lock-in amplifiers) and intensity
variations due to the pressure in the absorption cells increasing with time.

aThe demodulation is performed with twice the modulation frequency because the symmetry of an
absorption peak doubles the FM frequency of the detector signal relative to the incoming RF radiation.
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3.2 Double Resonance Setup

For double resonance (DR) measurements, two sources are simultaneously resonant with
transitions of the molecule. Therefore, a second, more powerful source, the so-called pump
source, is added to the conventional absorption setup described in Sec. 3.1. The two beams
are co-spatially aligned in the absorption cell by using two polarization filters and the
polarization of the pump source being orthogonal to the polarization of the probe source,
see Fig. 3.3.
As explained later in Sec. 5 and Sec. 9, the Autler-Townes effect then splits all transitions
sharing an energy level with the pumped transition. The affected lines can be identified
by measuring the spectrum once with and once without the pump source and calculating
the difference. The subtraction of the on- and off-intensities for each frequency should
be performed on short time scales to minimize fluctuations in experimental conditions,
for which different implementations exist.6,115 Here, a single modulation of the pump
source was used while operating the probe source in continuous wave mode. The single
FM of the pump source simultaneously realizes a difference spectrum and increases the
SNR analogously to the conventional case. A more detailed explanation of the working
principle is given in Sec. 9. If all additional components (pump source, polarization filters)
are kept on the optical table, switching between the conventional and DR setup is as
easy as changing a single connection, going from the lock-in amplifier to either the probe
synthesizer (conventional) or the pump synthesizer (DR).

7 m

HDPE LensesPolarizaton Filters 10 cm

x6

x3

˜˜

U
I

Mirrors

Vertcal Polarizaton (Probe)

Horizontal Polarizaton (Pump)

Absorbent 
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Figure 3.3: DR setup used at MIDAS-COINS. The orthogonally polarized probe (blue) and
pump source (red) are aligned co-spatially via a polarization filter. While the probe beam is
recorded by the detector, the pump beam is outcoupled by another polarization filter and sent
into absorber foam. In contrast to the conventional setup, the probe source is operated in
continuous wave mode and the pump radiation is frequency modulated.
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4. Analysis Process and Software

This chapter describes the analysis process and the software used. An overview of the
analysis process is given in Fig. 4.1, consisting of measuring the spectrum (Sec. 4.1),
creating initial predictions (Sec. 4.2), multiple loops of the iterative assignment process
(Sec. 4.3), and finalizing the dataset for publication (Sec. 4.4). The iterative assignment
process consists of assigning predictions to the experimental spectrum, improving the
model by fitting it to the assignments, and generating new predictions to assign more
spectra, bringing the process full circle. Finally, some more advanced steps are presented
(Sec. 4.5). All software mentioned in this chapter, unless specified otherwise, was developed
as part of this thesis.

4.1 Measuring the Spectrum

High-resolution broadband spectra are recorded at the different experimental setups intro-
duced in Sec. 3. The required samples can either be purchased commercially, synthesized
(which was the case for acetone-13C1 in Sec. 6, ethyl phosphaethyne in Sec. 7, and glycid-
aldehyde in Sec. 9), or created in situ which is necessary when the molecule is not stable
or is very short-lived (cyclopentadiene was created via thermolysis in Sec. 8). Molecules
produced in situ are measured in a flow setup, which means that the target molecule is
constantly produced while at the same time the cell is pumped. For flow measurements,
the pressure in the cell is controlled by adjusting the production and pumping speed.
Establishing a stable equilibrium can be difficult and requires frequent supervision and
adjustments. In contrast, for static measurements, the cell is filled only in the beginning
and after the pressure in the cell has risen to a certain limita. The supervision requirements
for static measurements are very low, only requiring intervention when the cell needs to
be refilled.
The low supervision requirements are made possible by the measurement software Tool
for Remotely Accessing and Controlling Experiments (TRACE)b. The software is written

aThe pressure increases due to tiny leaks and diffusion from the walls and windows. The increasing
pressure causes the lineshapes to broaden (see Sec. 2.3.1). This causes the linewidth and FM amplitude
to mismatch, resulting in a decreasing signal. Typically, the cells are refilled when the signal reaches half
its initial value.

bAvailable at https://github.com/Ltotheois/TRACE
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Figure 4.1: Flowchart of the analysis process. The process begins with measuring the spectrum (top left) and initial predictions (top right), which
can either come from QCC, literature data, or even very simple assumptions. With these two prerequisites, the iterative assignment cycle begins. In
each round, lines from the experimental spectrum are assigned to the predicted transitions by matching their patterns. Then, the initial model is
updated with the new assignments, improved predictions are created, which in turn facilitate more assignments, starting the next round of the
iterative assignment cycle. When the quantum or frequency coverage is sufficient and the model matches the experimental accuracy, the data are
finalized by calculating the partition function and making the data publicly available, e.g., in the CDMS.11,12
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in Python3 and its graphical user interface (GUI) is shown in detail in Fig. A.11 and
Fig. A.12. Different measurement types, including broadband measurements and different
DR measurement techniques, can be started or queued quickly and easily. The ability
to perform reproducibility measurements after a user-defined number of scans is used to
monitor the performance of the spectrometer over the entire broadband measurement.
This facilitates to check the overall functionality of the experimental setup, the signal
degradation due to pressure increase, or to determine the frequency uncertainty of the
spectrometer (see Sec. A.7). Additionally, the software reports any errors to the user, e.g.,
if the synthesizer loses the 10 MHz reference signal of the atomic clock.
TRACE saves for each frequency the in-phase and quadrature components of the lock-in
amplifier. Hence, the phase of the demodulated spectrum can be checked and modified
afterwards with the software retrophasec, which is highlighted in Fig. A.9. Additionally,
standing waves are removed from each measurement by Fourier filtering with the software
fftfilterd shown in Fig. A.10. These post-processing steps greatly facilitate the detection of
very weak signals, which is the case for (most) isotopologues in natural abundance and
vibrationally excited states high in energy.

4.2 Initial Predictions

The second prerequisite is an initial model of the rotational spectrum. For the simplest
molecules, such as a linear molecule, just some rough approximations of the B rotational
constant may be sufficient. As the complexity of the molecule increases, so do the
requirements for the initial predictions. A good starting point are previous analyses from
the literature. If available, their data are re-fitted to confirm the molecular parameters.
Another option are QCC, which allow to predict the molecular constants ab initio with
good accuracy. All QCC presented in this work were performed with the Coupled-Cluster
techniques for Computational Chemistry (CFOUR)116–118 software at the CCSD(T) level
of theory.119 The reader is referred to the respective chapters for the choice of basis
sets120–123 and the techniques used to determine the equilibrium geometries124 as well as
the harmonic and anharmonic force fields.125–128 If an isoelectronic molecule with a similar
structure (e.g., an isotopologue) is known from previous studies, the rotational constants
obtained from the QCC can also be scaled by the exp/calc ratio of the known species,
often improving the agreement for the unknown species considerably (see e.g., Table S2 in
Sec. A.7, but also the literature on ions129–134). In some cases, even the exp/calc ratios of
the neutral and ion species show good agreement.135 This technique is so powerful, that a
handful of linear molecules were detected astronomically without laboratory data.131–135

However, even in these cases, laboratory data from similar molecules are essential to derive
cAvailable at https://pypi.org/project/retrophase/
dAvailable at https://pypi.org/project/fftfilter/

34

https://pypi.org/project/retrophase/
https://pypi.org/project/fftfilter/


CHAPTER 4. ANALYSIS PROCESS AND SOFTWARE

accurate exp/calc ratios.
Similarly, the rotational constants of vibrationally excited states can be significantly
improved by applying the rotation-vibration interaction constants to the experimental
ground state values.
Although the precision of modern QCC is very high, it does not match the precision of
rotational spectroscopy (especially for larger molecules). Similarly, literature data may show
deviations if the frequency or quantum number coverage is limited. Therefore, the initial
predictions often reproduce the spectrum very well qualitatively, but not quantitatively.
This qualitative agreement is then used in the iterative assignment cycle to also achieve
quantitative agreement.

4.3 Iterative Assignment Cycle

The goal of the iterative assignment cycle is to go from predictions that capture the
patterns in the experimental spectrum qualitatively but not quantitatively, to a model
that matches both qualitatively and quantitatively. Patterns between the predicted and
the experimental spectrum are matched to assign quantum numbers to the experimental
lines. Depending on the molecule, patterns can result from prolate or oblate pairing (see
Sec. 2.2.3), splitting due to hyperfine structure, internal rotation or other LAMs.
The patterns are especially easy to follow when viewed in LWPs.136 LWPs show sections
of the experimental broadband spectrum of the same width on top of each other. The
predicted positions of the target series are used as the center frequencies of the different
subplots. Deviations between the experimental and predicted spectrum appear then
as smooth trends. This increases at the same time the efficiency and reliability of the
spectroscopic assignment process. LWPs are implemented in the LLWP softwaree along
with additional features. LLWP provides functionality to determine the center frequency
of experimental lines by least squares fitting of different model lineshapes (including a
second derivative Voigt profile) to the experimental data, blended lines are either separated
in multi-component fits or assigned as a blend of lines, which is then handled accordingly
by the Hamiltonian fitting software (SPFIT59 or ERHAM88,89). The full feature set of
LLWP is described in more detail in Sec. 6. Two recent changes to the software are
worth highlighting here. First, to make the assignment process more efficient, a feature
was implemented to automatically assign all transitions of a series given a few initial
assignments. The center position of the next unassigned transition is predicted by a
polynomial fitted to the νexp − νcalc deviations of the already assigned transitions of the
series. The exact center frequency is determined by least-square fitting the selected
lineprofile to the experimental data around the predicted center frequency. This process is
repeated, until all transitions of the series have been assigned. Especially series that are

eAvailable at https://pypi.org/project/llwp/

35

https://pypi.org/project/llwp/


CHAPTER 4. ANALYSIS PROCESS AND SOFTWARE

straight-forward to assign, meaning transitions that are not blended with other transitions
or heavily influenced by interactions, are assigned quickly with this procedure – leaving
more time for series that are challenging to analyze. Second, the Automated Spectral
Assignment Procedure (ASAP)137 was implemented which makes assigning rovibrational
bands very efficient if one of the two vibrational states is known to sufficient accuracy. A
more detailed description of ASAP is given in Sec. 5.
When no more transitions can be assigned, the assignments are checked for integrity. A
very helpful tool are residual plots, where the νobs − νcalc deviations are plotted against J ,
Ka, Kc or the frequency ν. Correctly assigned series should form continuous trends (see
Fig. A.4) while misassignments are typically visible as individual outliers (see Fig. A.6),
making them easy to correct. The effective Hamiltonian is then fitted to the assigned
transitions. For the analysis of acetone-13C1, Groner’s ERHAM88,89 was used, while
Pickett’s SPFIT59 was used for all other analyses. Both programs take the assignments
and the initial parameter values as input.
ERHAM relies on a single input file containing all assignments, rotational constants, dipole
moments, and other settings. The output file provides a summary of the input data,
the updated parameter values and their standard errors, in addition to statistics on the
assignments. If specified, the predicted transitions are saved in the *.cat format.60

In contrast, the SPFIT software takes as input a *.lin file containing the assignments
and a *.par file containing the initial parameter values and some additional settings. Its
output includes the updated parameter values and standard errors in the *.var file (the
*.par input file is also overwritten with the new updated parameters), a summary of the
input data and statistics on the assignments in the *.fit file, and a backup of the initial
*.par file in the *.bak file. The updated predictions are obtained by running SPCAT60 on
the resulting *.var file and an *.int file specifying the dipole moments, partition function,
in addition to frequency and intensity limits.
The agreement between the model and the experimental data can be evaluated by a
combination of several quality criteria. Two factors are the root mean square (RMS) and
weighted root mean square (WRMS) values which are defined as

RMS =
√√√√ 1
N

∑
i

(νi − νi,0)2 (4.1)

and

WRMS =
√√√√ 1
N

∑
i

(
νi − νi,0

∆νi

)2
(4.2)

with the experimental frequencies νi, the experimental uncertainties ∆νi, the calculated
frequencies νi,0, and the number of lines N . The RMS value has the dimensions of a
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frequency and is independent of the assigned uncertainties. In contrast, the WRMS
value is dimensionless and depends on the assigned uncertainties. The RMS value is only
meaningful if the uncertainties of the entire dataset are similar. Then, a good agreement
between model and experiment is achieved if the RMS value is close to the experimental
uncertainty. Similarly, a WRMS value of about unity indicates good agreement. The
WRMS value is also meaningful if the dataset consists of subsets of varying quality but
relies on well-determined frequency uncertaintiesf.
Both the RMS and WRMS values are statistical values, meaning that very few blatant
outliers can greatly influence them. Such outliers can be identified in the aforementioned
residual plots which are another quality criterion. The distribution in the residual plots
should be Gaussian around zero. In addition to outliers, trends can be quickly identified in
residual plots (see Fig. A.5). Examples of these cases are shown in Sec. A.4. If the trends
persist after updating the Hamiltonian with the new assignments, they typically indicate
missing rotational constants or other deficiencies in the model. Two further quality criteria
are whether lines are rejected from the modelg and whether the fit converges or not.
Once all misassignments have been removed, additional parameters can be added to the
model. For all but the simplest cases, several different rotational parameters are potential
candidatesh. To determine the best additional parameter, it is very helpful to test the
influence of each candidate parameter on the dataset. Since doing this manually is both
slow and error-prone, this procedure was automated for both ERHAM and SPFIT/SPCAT.
For SPFIT/SPCAT, the Python3 package Pyckett i provides a command line interface (CLI)
to automatically test all candidate parameters. Their influence on the fit is reported in
terms of the RMS value, number of rejected lines, whether the fit is/was diverging, and the
initial and final parameter values. An example is given for the analysis of the vibrationally
excited state ν27 of cyclopentadiene. For this example, the Hamiltonian was reduced to the
quadratic rotational constants only. Running the pyckett_add command to test additional
parameters then produced the output shown in Fig. 4.2.

fBoth the RMS and WRMS values have cases where they can be misleading. The RMS value will
have little meaning if rotational and rovibrational data are used in a combined fit. The rovibrational
data will typically have much higher uncertainties than the rotational data. As a result, the deviations of
the rovibrational data will dominate the RMS value making it hard to spot problems in the rotational
data. For the WRMS value, the accurate determination of the experimental uncertainties is critical, as by
overestimating the uncertainties the WRMS value will reach unity before the model is actually matching
the experimental accuracy. Therefore, it is important to never rely solely on a single quality criterion but
to evaluate them in combination.

gIn SPFIT a threshold can be set for the |νobs −νcalc|/∆ν value. Assignments surpassing that threshold
will not be considered when fitting the Hamiltonian to the assignments.

hA very simple case is a linear molecule where the parameter hierarchy is just determined by the
rank of J . For example, if the model for a linear molecule consists of only the B rotational constant,
the centrifugal distortion constant D is the obvious parameter to test next. Similarly for asymmetric
molecules, all parameters that are obtained by multiplying either J2, J2

z, or J2
+ +J2

− to an already included
parameter are good candidates. This corresponds to increasing either j, k, or l by 1 in the SPFIT/SPCAT
parameter codes, see Eq. 1 from Practical uses of SPFIT by B. Drouin.138

iAvailable at https://pypi.org/project/pyckett
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>>> pyckett_add Analysis_v27 --skipfixed --sreduction

ID | RMS [kHz] | RejLines | Diverging | Init Value | Final Value
-----------------------------------------------------------------------

40100 | 190.94 | 0 | NEVER | 1.00e-37 | 6.28e-06
200 | 255.92 | 0 | NEVER | 1.00e-37 | -1.35e-06

1100 | 265.94 | 0 | NEVER | 1.00e-37 | -1.06e-06
50000 | 234.18 | 0 | NEVER | 1.00e-37 | 2.42e-06
2000 | 271.79 | 0 | NEVER | 1.00e-37 | -7.75e-07

Initial values were an RMS of 277.10 kHz, 0 rejected lines, and
diverging NEVER.
Best run is parameter 40100 with a final parameter value
of 6.28e-06, RMS of 190.94 kHz, 0 rejected lines, and diverging NEVER.

Figure 4.2: Example of the pyckett_add command. The first line is the command invocation
and the subsequent lines are the generated output. The parameter candidates are automatically
determined by the command. The output represents a table of the specified metrics when adding
the parameter specified in the first column to the model. For more information, see the text.

The first line is how to invoke the CLI. pyckett_add is the command name, Analysis_v27
the path (without the file extension) of the *.par and *.lin files of the corresponding
analysis, --skipfixed specifies that fixed parameters (parameters that are not floated in
the fit) should be ignored, and --sreduction specifies that the S-reduction (see Sec. 2.2)
should be used. The following lines are the output generated by the program, representing a
table. It is evident, that the parameter d1 with the parameter ID 40100 would improve the
model the most (as indicated by its RMS value in the first row). The parameter is a good
choice to add to the model because its final parameter value is physically reasonable and
its addition does not lead to the rejection of any lines nor to the fit diverging. Furthermore,
its addition would improve the RMS value much more significantly than the addition
of any other parameter. It is important to note that although Pyckett greatly improves
the workflow by eliminating tedious manual and error-prone work, it does not eliminate
the necessity of checking the results for spectroscopic meaningfulness. Similarly, the
influence of omitting already added parameters can be tested with pyckett_omit (see
Sec. A.5). Combined with the ability to quickly and interactively check residuals in LLWP,
determining the right parameters to add to or omit from the model becomes very efficient.
Once the set of rotational parameters has been updated and there are no more outliers
or trends visible in the residuals, new predictions are generated. These are then used
to assign more transitions, marking the first full cycle. This is repeated until all ex-
perimental/predicted transitions are assigned or the desired quantum number range is
covered.
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4.4 Finalizing the Analysis

After leaving the assignment cycle, the model is finalized by calculating the partition
function at different temperatures and making the data publicly available to astronomers
by uploading it together with the generated documentation to a spectroscopic database,
for example the CDMS.11,12

4.5 Advanced Steps

This very general procedure can be extended by more advanced steps, some of which are
described in the following.
The uncertainties of the determined center frequencies may be obtained with semi-automatic
procedures. In the analyses presented here, the RMS deviation between the best-fit
lineprofile and the experimental data was divided by the amplitude A of the best-fit
lineprofile. The resulting RMS/A values were used to group the assignments and assign
uncertainties (see Sec. A.7).
There are several additional methods to improve the identification of low-intensity patterns.
The intensities of the experimental data can be re-calibrated with the results of an initial fit,
e.g., the spectrum can be re-calibrated with the vibrational ground state data to facilitate
the detection of weaker spectra such as vibrationally excited states or isotopologues (see
Sec. 9). Furthermore, already assigned transitions can be removed from the spectrum,
which also facilitates the detection of low-intensity patterns (see Sec. 8).
If interactions between vibrationally excited states are significant, the analysis process must
be extended by identifying the interacting energy levels and describing the interactions
explicitly in combined fits. Interactions also pose additional challenges, as e.g., the correct
choice of parameters is difficult due to possible high correlations between interaction
and rotational parameters. In certain cases, a detour via the rovibrational spectrum can
simplify the analysis of vibrationally excited states, e.g., by using ASAP.137 Methods
concerning vibrationally excited states are discussed in more detail in Sec. 5.
Finally, additional experimental techniques such as DR measurements can be used to
alleviate some of the aforementioned difficulties by unambiguously confirming shared
energy levels between transitions in the spectrum.
In summary, the analysis process was explained and a broad range of tools has been
introduced, ranging from very universal tools, like QCC or LWPs, to more powerful tools,
like ASAP or DM-DR, which also require more upfront preparation. Some more detailed
information about LWPs, ASAP, and DR measurements follow in Sec. 5.

39



5. Spectroscopy of Vibrationally Ex-
cited COMs

Bibliographic Information

L. Bonah, S. Schlemmer, S. Thorwirth, Spectroscopy of Vibrationally Excited Complex
Organic Molecules for Radio Astronomy, in prep.

Author’s contribution

The author of this thesis wrote the original draft and provided the visualization.

Context
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theoretical background for understanding vibrational satellite spectra and explains their
analysis process.
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Abstract

The rotational spectra of molecules in vibrationally excited states (vibrational satellites) are astronomi-
cally very interesting but may be difficult to analyze. Their astronomical importance results from them
being excellent temperature (and energy) probes. In addition, they are suspected to be a major source
of unidentified lines in astronomical line surveys. Vibrational satellites are more difficult to analyze
because the vibrational Boltzmann factors result in weaker spectra and due to the high number of pos-
sible vibrational states per species. If vibrational states are lying close in energy, interactions between
them may occur, requiring an explicit description of the interactions in combined fits. Therefore, the
analysis of vibrationally excited states can benefit from tools catered to these challenges, three of which
are presented here.
Loomis-Wood plots (Loomis & Wood, 1928) use series of related lines as reference to make assigning

weak spectra more confident and efficient. The Automated Spectral Assignment Procedure (Martin-
Drumel et al., 2015) uses a detour via the rovibrational spectrum to assign even series with perturbations
seamlessly. Lastly, double resonance measurements can filter the spectrum for lines sharing an energy
level. Especially the combination of these tools makes deciphering vibrational satellite spectra efficient
and reliable.

Keywords: Vibrational Satellites, Double Resonance Spectroscopy, ASAP, Loomis-Wood Plots

1. Introduction

More than 340 molecules have been detected in
the interstellar medium to date1. Since 2020, the
detection rate has been increasing significantly (see
Fig. 1) due to the commissioning of a new receiver
generation [3] causing an increase in the detection
rate of complex organic molecules (COMs), defined
in this context as carbon-bearing molecules with
six or more atoms [4]. The analysis process in
the laboratory must be accelerated to match the
detection speed and demands of astronomical ob-
servations [5]. While modern laboratory spectro-
scopic experimental techniques, like FASSST [6] or

1See the Molecules in Space section of the Cologne
Database for Molecular Spectroscopy [1, 2] or The As-
trochymist webpage at www.astrochymist.org

chirped-pulse spectroscopy [7, 8], can record large
broadband spectra within hours, the analysis pro-
cess is usually the bottleneck. Assigning quan-
tum numbers to the experimental lines is predom-
inantly performed in a manual bootstrapping pro-
cess which limits the efficiency of the laboratory
anlayses.

Vibrational satellite spectra of COMs are astro-
nomically interesting as tracers for the excitation
conditions of the corresponding interstellar regions
and are thought to be the origin of many so-far
unidentified lines (U-lines) in astronomical line sur-
vey spectra, especially in hot regions. An example
has been given e.g. by Herbst and van Dishoeck [4]
for a 80–280GHz line survey of Orion-KL with the
IRAM-30m telescope [9]. Only half of the 16 000
detected lines could be assigned initially. After

Preprint submitted to Journal of Molecular Spectroscopy January 24, 2025
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Figure 1: Cumulative detections of astronomical molecules
over time.

two years, this number was significantly reduced
to about 6000 U-lines by laboratory measurements
of only two COMs, ethyl cyanide (CH3CH2CN) and
vinyl cyanide (CH2CHCN), and their isotopologues
and vibrationally excited states. Despite their im-
portance, data on vibrationally excited states are
still missing for many COMs [5]. One reason is the
increased difficulty in analyzing vibrational satellite
spectra. To begin with, every COM has by defini-
tion at least 12 vibrational fundamentals. When
also accounting for linear combinations, this re-
sults in a plethora of vibrational states requiring
analysis. In addition, the spectra of vibrational
states are lower in intensity due to their vibrational
Boltzmann factor. This is complicated even more
by the fact, that many COMs already have quite
dense and weak spectra due to large rotational par-
tition functions, splittings caused by internal rota-
tion or other large amplitude motions, and/or hy-
perfine splitting. Hence, the weak vibrational satel-
lite spectra are often considerably more challeng-
ing to identify. Last, vibrationally excited states
close in energy can interact with each other (via
e.g., Coriolis or Fermi resonances) leading to strong
perturbations in their spectral patterns and render-
ing single-state fits useless. To describe such inter-
action systems, the interacting states have to be
identified and their resonances have to be treated
explicitly in multi-state fits. Even though not the
main focus here, the situation is similar for iso-
topologues. They are astronomically interesting as
tracers of isotope ratios and carriers of U-lines but

often have weak intensities in natural abundance.

A wide variety of sophisticated tools exist to
speed up the spectroscopic analysis. For the as-
signment process, these include brute-force ap-
proaches like the AUTOFIT algorithm [10, 11],
approaches based on neural networks [12] or ge-
netic algorithms [13], codes exploiting the combina-
tion differences in purely rotational transitions [14],
and approaches using computational optimal trans-
port [15]. However, most of these tools require a
peak list as input, which can be especially difficult
to generate for low intensity patterns. On the ex-
perimental side, the energy term diagram can be
reconstructed by measuring the spectrum at differ-
ent temperatures [16, 17]. This requires to cover
the complete frequency range of interest, as quan-
tum mechanical models are foregone and with that
the ability to inter- or extrapolate the spectrum.

In this paper, three methods are presented that
can be used separately from each other but are es-
pecially powerful when combined: Loomis-Wood
plots (LWPs) are a visual aid using adjacent tran-
sitions of a series as reference for a more efficient
assignment process [18]. The Automated Spec-
tral Assignment Procedure (ASAP) uses a detour
via the rovibrational spectrum in combination with
previous knowledge about one vibrational state to
massively simplify the spectroscopic analysis of the
unknown (target) state [19]. The resulting quan-
tum mechanical model for the unknown vibrational
state can then be used to guide the rotational anal-
ysis. Double resonance (DR) measurements can
filter the spectrum for transitions sharing an en-
ergy level. As a result, subnetworks of the energy
term diagram can be reconstructed unambiguously,
which is especially useful for very weak spectra,
and/or spectra affected by interactions.

In the following, the theory of vibrational satel-
lite spectra is briefly summarized (Sec. 2). Then,
the conventional analysis process is introduced
(Sec. 3.1) to highlight how LWPs (Sec. 3.2), ASAP
(Sec. 3.3), and DR measurements (Sec. 3.4) extend
and improve it. Additionally, the identification
and treatment of interaction systems is described
(Sec. 4). Together, this results in an efficient and
confident process for deciphering the rotational fin-
gerprints of vibrationally excited states of COMs.
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2. Theory - Vibrational Satellite Spectra

The rotational Hamiltonian Hrot of a molecule is
generally given as

Hrot = Hrr +Hcd (1)

Hrr = AĴ2
a +BĴ2

b + CĴ2
c (2)

Hcd =
1

4

∑

α,β,γ,δ

ταβγδ ĴαĴβĴγĴδ + ... (3)

being the sum of the rigid-rotor Hamiltonian Hrr

and the Hamiltonian considering the centrifugal
distortion of the molecules geometry due to the
rotation Hcd [20]. The rigid-rotor Hamiltonian
is found analogous to the classical description,
where Ĵ is the angular momentum operator, and
A/B/C = ℏ2/(2Ia/b/c) are the effective rotational
constants depending on the moment of inertia com-
ponents Iα along the three principal axes α = a, b,
or c. For the centrifugal distortion Hamiltonian,
α, β, γ, and δ are summed over a, b, and c and
the ταβγδ are the centrifugal distortion constants as
defined by Kivelson and Wilson [21]. Here, only
the quartic order is given, but higher orders are
defined analogously. The invariance of the Hamil-
tonian under time-reversal requires even powers of
the angular momenta operators, simplifying Eq. 3
to

Hcd =
1

4

∑

α,β

τααββ Ĵ2
αĴ

2
β + ... (4)

Only five linear combinations of the fourth-order
τ ’s are determinable, leading to the reduced Hamil-
tonians – being either Watson’sA-reduction [22, 23]
or the S-reduction [24, 25] with the latter typically
being advantageous for very symmetric molecules2.
In the S-reduction, the effective centrifugal distor-
tion Hamiltonian has the form

H(4)
cd =−DJ Ĵ

4 −DJK Ĵ
2Ĵ2

z −DK Ĵ
4
z

+ d1Ĵ
2Ĵ2

± + d2Ĵ
4
± + ...

(5)

with the raising and lowering operators Ĵ± = Ĵx ±
iĴy, the imaginary unit i, and the connection be-
tween the a, b, c and x, y, z labels for the axes being

2An asymmetric molecule is said to be symmetric if its
Ray’s asymmetry parameter κ = (2B − A − C)/(A − C) is
close to the oblate limit of +1 or the prolate limit of −1 [26].

given by the chosen representation3. Consequently,
the transition frequencies depend on the rotational
constants and the centrifugal distortion constants.
When additionally considering the vibration

of the molecule, the complete vibration-rotation
Hamiltonian [27] can be approximated as two al-
most independent sums of rotation and vibration

Hrovib = Hrot +Hvib (6)

The vibrational excitation results in slightly
changed rotational parameters, given here exem-
plarily for the B rotational constant

Bv = Be −
∑

r

αB
r

(
vr +

1

2

)

+
∑

r≥s

γB
rs

(
vr +

1

2

)(
vs +

1

2

)
+ ...

(7)

The α’s and γ’s are the so-called rotation-vibration
interaction constants and γ is small compared to
α. Be is the rotational constant along the b-axis in
the equilibrium configuration. r and s are running
indices over the vibrational modes of the molecules
with the respective vibrational quantum numbers
vr and vs.
The α’s consist of three terms accounting for the

harmonic dependence of B on the normal coordi-
nate Qr, the Coriolis interation between the vibra-
tional mode r and any other vibrational mode s,
and the anharmonicity of the potential [28]

αB
r = −2B2

0

ωr

[∑

ξ

3
(
a
(bξ)
r

)2

4Iξ

+
∑

s

(
ζBrs
)2 3ω2

r + ω2
s

ω2
r − ω2

s

+π

√
c

h

∑

s

ϕrrsa
(bb)
s

ωr

ω
3/2
s

]
(8)

Here, ωr is the harmonic wavenumber of the rth
normal mode, a

(bξ)
r = (∂Ibξ/∂Qr)e (with ξ = a, b, c)

3There are six different representations, i.e., six mappings
from the a, b, c to the x, y, z labels of the axes. The repre-
sentation is typically chosen such that off-diagonal elements
become as small as possible.
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are the derivatives of the moment of inertia prod-
ucts with respect to the normal coordinate Qr, the
ζBrs are the Coriolis zeta constants, and the ϕ’s are
the anharmonic force constants. Each term within
the brackets will be roughly of order of unity4

meaning the magnitude of α is 2B2
0/ωr, which is

typically small compared to B0. For example, the
lowest vibrational modes of cyclopentadiene (ν27 at
350 cm−1 [29], B0 ≈ 8GHz [30]) or glycidaldehyde
(ν21 at 123 cm−1 [31], B0 ≈ 3GHz [32]) each result
in α/B0 ≈ 0.17%.
As a last consideration, the intensity of a rota-

tional transition within a vibrational state will be
compared to the same rotational transition in the
ground vibrational state for an absorption exper-
iment. For this approximation, similar transition
frequencies, transition dipole moments and line-
shapes are assumed for the two transitions. Hence,
their intensities I will differ mainly due to the pop-
ulationsN of their respective initial levels, resulting
in

Iv
I0
≈ Nv

N0

≈ exp (−∆Evib/kT ) (9)

where ∆Evib is the vibrational energy separation,
k the Boltzmann constant, and T the temperature.
To summarize, rotational energy levels are de-

scribed by effective Hamiltonians that are power
series in the angular momentum (component) op-
erators. Vibrational satellite spectra differ from
the ground vibrational state in their frequency po-
sitions (Eq. 7) but in general not by very much
(Eq. 8). Therefore, spectra are expected that qual-
itatively match the ground vibrational state spec-
trum with a relative intensity that is given by their
vibrational Boltzmann factor (Eq. 9).

3. Tools for Vibrational Satellite Analysis

The goal of the spectral analysis process is to re-
construct the energy level diagram. Fig. 2 shows
the connection between the energy level diagram
(left hand side) and the spectrum (red transitions
on the right hand side) for the Ka = 0 levels of

4The Coriolis term can get significantly bigger than unity
if ωr ≈ ωs. This resonant case is described in more detail in
Sec. 4

cyclopentadiene (v = 0 up to J = 8). For single-
photon absorption, only ∆J = +1 transitions are
allowed resulting in the eight possible transitions
that are highlighted by the red arrows in the energy
level diagram and by the respective red sticks in the
spectrum. In the spectral analysis, this process is
reversed by assigning the correct quantum numbers
to the lines in the spectrum and using these as-
signments to reconstruct the energy term diagram.
Transitions with other values of Ka are shown in
Fig. 2 in blue to indicate that following a series in
asymmetric top spectra is much more challenging
than for a single Ka ladder, which would be compa-
rable to the case of a simple linear molecule. While
for linear molecules the energy term diagram could
be easily reconstructed by measuring the complete
rotational spectrum and calculating the cumulative
sums of the transition positions, this is not feasi-
ble for more complicated molecules as identifying
the correct transitions is not straight-forward and
usually the frequency coverage is limited.
A more robust approach is to model an effective

Hamiltonian (see Eq. 1) to the assigned transitions.
The effective Hamiltonian in turn allows to inter-
and (within limits) to extrapolate the energy term
diagram.

3.1. Conventional Analysis

Conventionally, the assignment process is based
on matching the patterns of initial predictions to
the experimental spectrum. Therefore, the initial
predictions should predict the spectrum qualita-
tively but quantitative agreement is not required.
The predictions can be based on previous analy-
ses (if available) or quantum chemical calculations
(QCC). The accuracy of QCC may be improved
if previous data from isoelectronic molecules sim-
ilar in geometry are available. Then, the derived
exp/calc ratio for the parameters of the known
molecule can be used to scale the parameters of the
unknown molecule. This works so well that some
linear molecules not known from laboratory studies
have been detected astronomically solely based on
scaled parameters from QCC [33–37].
The rotational energy levels are described by

power series, as described in Sec. 2. If the rota-
tional constants used for the predictions deviate
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Figure 2: Simulated rotational energy levels (left) and spectrum (right) of the ground vibrational state of cyclopentadiene
for Ka = 0 up to J = 8. The nine allowed one-photon transitions are highlighted by red arrows in the energy term
diagram and as red sticks in the simulated spectrum. The transition frequencies are almost equidistant. The goal of the
spectroscopic analysis is to recognize the patterns in the spectrum and assign the correct quantum numbers. Then, the
energy term diagram can be reconstructed via an effective Hamiltonian.

from their true values, the deviations between ex-
perimental and predicted positions of a series of
transitions also form a power series, which con-
verges quickly for low values of J . This behaviour is
exploited in Loomis-Wood plots [18] which are pre-
sented in Sec. 3.2, but can also be followed manu-
ally. In combination with other patterns, e.g., from
internal rotation, hyperfine splitting, and prolate or
oblate pairing, this can be used to assign the quan-
tum numbers from the predictions to the match-
ing patterns in the experimental spectrum. The
model Hamiltonian is then improved by fitting it
to the assignments. Predictions from the improved
Hamiltonian facilitate more assignments, starting a
bootstrapping cycle.

Unfortunately, this process becomes more diffi-
cult for patterns which are weak and less promi-
nent, as is the case for vibrationally excited states
and isotopologues in natural abundance. This can
be accommodated experimentally by measuring at
higher temperatures, to increase the population of
vibrationally excited states, or by using isotopically
enriched samples. Furthermore, post-processing
steps can emphasize weaker patterns in the spec-
trum, e.g., by removing already known patterns
from the spectrum [38]. As already mentioned,

LWPs greatly improve the identification of even
low-intensity patterns, while ASAP and DR mea-
surements can identify series without relying on
well-behaved trends in the deviations.

3.2. Loomis-Wood Plots

Loomis-Wood plots (LWPs) are a visual aid for
identifying series of transitions in spectra and were
first employed by Loomis and Wood in 1928 [18].
An example is shown in Fig. 3 for a series of tran-
sitions of the vibrational mode ν27 of cyclopenta-
diene [38]. The full experimental spectrum from
170 to 250GHz is shown in the plot on the right
hand side (rotated by 90◦). In this broadband view,
strong patterns formed by the b-type ∆J = 1 tran-
sitions repeat every 8.5GHz. The areas highlighted
in red are the parts of the spectrum that are shown
in the vertically aligned plots on the left hand side.
All rows have the same width and each row is cen-
tered around the respective predicted position (red
sticks) for the Ka = 1 ← 0 series of v27 = 1. The
corresponding experimental transitions are high-
lighted in blue and form an almost straight line
with the absolute deviation (νobs− νcalc) increasing
with increasing J value. This Loomis-Wood repre-
sentation makes assigning the series very efficient
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Figure 3: Loomis-Wood plot for the vibrational mode ν27 of cyclopentadiene [38]. The reference positons (red sticks in the
center) are calculated by applying rotation-vibration interaction constants from QCC to the experimental ground state
model.

and reliable as the well-behaved deviation trend is
easy to identify and follow. The adjacent rows ba-
sically act as mutual references for each other.
For the example shown in Fig. 3, the predicted

positions were calculated by using the rotational
parameters of the final ground vibrational state
model and adding the rotation-vibration interac-
tion constants from quantum-chemical calculations
performed at CCSD(T) level with CFOUR [39–
41]. The small deviations (only 8 to 12MHz at
175 to 243GHz, respectively) for transitions al-
ready quite high in J highlight the accuracy of
combining the rotation-vibration interaction con-
stants with experimental ground state rotational
constants. However, also much simpler approaches
can be chosen for the reference positions, e.g., the
ground vibrational state predictions often suffice to
identify vibrationally excited states (Fig. A.1). Ba-
sically the predictions just have to deviate follow-
ing well-behaved trends (see Appendix A). When
interactions are present, this may not be the case
anymore and LWPs will be of limited use requiring
more powerful methods like ASAP or DR measure-
ments. However, for the vast majority of assign-
ments, LWPs increase the reliability and efficiency
dramatically.
LWPs have been used manually (e.g., Ref. [42])

and computer-aided (e.g., Ref. [43]) to simplify

spectral analyses. Some popular codes that are rou-
tinely used are the AABS package [44], LWW [45],
Pgopher [46], and LLWP [47].

3.3. ASAP

The rotational analysis can benefit from a de-
tour via the rovibrational spectrum. Reasons can
be low signal-to-noise ratios in the pure-rotational
spectrum, due to low population of the vibra-
tional states or small permanent dipole moments,
or strong interactions, that make it hard to iden-
tify patterns in LWPs. If certain prerequisites are
met, the Automated Spectral Assignment Procedure
(ASAP) [19] can significantly speed up the rovibra-
tional assignment process. ASAP requires the ex-
perimental spectrum to be background-corrected,
meaning areas with no transitions have a zero base-
line. Additionally, the rotational spectrum of one
of the two vibrational states and the selection rules
have to be known. The second set of requirements
is met quite frequently when the ground vibrational
state is known from pure rotation. Then, the sec-
ond state can be easily approximated by combining
the ground state results with rotation-vibration in-
teraction constants, for example from QCC.
ASAP’s working principle is described in Fig. 4

at the example of S2O where the ground vibra-
tional state ν0 was already known from pure ro-
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Figure 4: The working principle of the Automated Spectral Assignment Procedure (ASAP) explained exemplarily for the
target state JKa,Kc

= 3015,15 of the vibrational mode ν2 of S2O [19]. The ground vibrational state ν0 is known to high
accuracy from a previous rotational analysis [48]. Hence, all nine allowed transitions from ν0 into the target state (left
column) have the same offset from their predicted positions (middle and right column). By multiplying the offset plots
with each other, the cross-correlation plot (red spectrum on bottom) results with only a single feature, the offset of the
target level. The figure is adapted from Fig. 5 of the original ASAP publication [19].

tation to high accuracy [48]. The procedure is
shown for the assignment of a single energy level,
the JKa,Kc = 3015,15 energy level of ν2, which will
be called target level hereafter. The left column
of the figure shows the target level in red on top,
and the nine ν0 rotational levels that have an al-
lowed transition into the target level. The actual
and predicted energy of the target level will differ
by ∆E = Eobs−Ecalc. Consequently, all nine tran-
sitions will deviate from their predicted positions
ν̃calc,i by the same amount ∆ν̃i = ∆ν̃ = ∆E/hc.
The predicted positions are used as the reference
positions in a Loomis-Wood plot resulting in the
actual transitions being vertically aligned at an off-
set of exactly ∆ν̃ as shown in the middle and right
columns of Fig. 4 (the right column is a zoom-in of
the middle column).

Identification of this pattern can be massively
simplified by computing the cross-correlation of the
Loomis-Wood plot by multiplying all rows with
each other (red spectrum at the bottom of the

middle and right columns in Fig. 4). The tran-
sitions into the target level all have the same off-
set resulting in a strong cross-correlation signal at
this position. At all other offset frequencies, there
should be no cross-correlation signal. This simpli-
fies the analysis immensely as typically only a sin-
gle strong feature remains in the cross-correlation
plot. By determining its center frequency, the true
energy of the target state can be calculated as
Eobs = Ecalc+∆ν̃ ·hc as well as the positions of the
nine contributing transitions ν̃i = ν̃calc,i +∆ν̃.

In some cases, there can be accidental cross-
correlation signals, especially if the number of rovi-
brational transitions into the target state is low or
the quality of the background-correction is not op-
timal. This can be addressed by weighting the sig-
nals according to their predicted intensity before
calculating the cross-correlation plots and by plot-
ting the cross-correlation plots for a series of target
states in Loomis-Wood fashion. An example of the
latter is shown in Fig. 5 for the J15,J series of states.
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Figure 5: Loomis-Wood type representation of cross-
correlation plots for a series of target states, the J15,J series
of the ν2 vibrational mode of S2O. Each row is an ASAP
cross-correlation plot as explained in Fig. 4. The Loomis-
Wood representation allows to easily spot accidental cross-
correlation signals, like for J = 44 at about 0.24 cm−1, and
makes the assignment process very efficient.

Each row is a cross-correlation plot similar to Fig. 4
and the series of transitions is easily identified and
followed by the trend in the deviations. The cross-
correlation peak for J = 44 at an wavenumber off-
set of about 0.24 cm−1 is clearly identified as an
accidental cross-correlation peak by not matching
the trend of the cross-correlation peaks for other
values of J .
The results of the rovibrational analysis per-

formed with ASAP subsequently guide the pure-
rotational analysis. Even though ASAP greatly im-
proves the rovibrational analysis, there are only a
handful of worked examples as of yet [19, 49–53].
ASAP could also be of special interest for interact-
ing vibrational states, as the energy of the target
level only needs to be known very roughly, which
could significantly simplify the identification of per-
turbed series and thereby the interaction analysis.

3.4. Double Resonance Techniques

Double resonance (DR) techniques use two radi-
ation fields that are resonant with different transi-
tions of the molecule. While the probe radiation is
used to scan the spectrum (similar to the conven-
tional case), the pump radiation induces changes
in the spectrum that can be monitored with the
probe radiation. DR is used routinely in a wide
variety of frequency ranges (see the introductions

˜
˜

Vertical polarzaaton for probe raizaton

Horzaontal polarzaaton for pump raizaton

Figure 6: Schematic depiction of a double resonance setup.
The probe radiation (blue) and the pump radiation (red)
are orthogonally polarized to align them colinearly with the
help of a polarization filter. After the absorption cell, the
probe radiation is coupled out into a detector and the pump
radiation is sent into an absorber. Additional equipment to
synchronize the timing and to improve the signal-to-noise
ratio, like modulations schemes, are omitted here for im-
proved clarity.

of Refs. [54, 55]). If the two radiations cover sig-
nificantly different frequency ranges, DR methods
can be used to extend the frequency range [56–
58], or populate higher vibrational states [59]. The
other case, where the two radiations cover (approx-
imately) the same frequency ranges, is called two-
dimensional (2D) spectroscopy and is well estab-
lished, for example in NMR [60–63] and ESR [64–
66] techniques. For rotational transitions, the mi-
crowave (MW) and (sub-)millimeter regions are of
special interest. In the MW, 2D and 3D techniques
are established for quite some time [67–70] with re-
cent work combining the strengths of chirped-pulse
and cavity FTMW spectroscopy [71, 72]. For the
sub-MMW region, 2D spectroscopy is a rather re-
cent development [31, 55, 73–75]. An exemplary
experimental setup is shown in Fig. 6.

2D spectroscopy can verify the relationships be-
tween transitions, which is especially useful if per-
turbations are present [78–80]. The pump radiation
only modifies transitions sharing an energy level
with the pumped transition, which can be identi-
fied by subtracting the spectra with and without
pump source (see Fig. 7). The underlying effects
are population changes and the Autler-Townes ef-
fect (ATE; also known as AC Stark effect) [76, 77].
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Figure 7: Example of a double resonance measurement for
syn-propanal. The 101,10 ← 91,9 transition is probed and
the 100,10 ← 91,9 transition is pumped. If the pump radia-
tion is applied, the probe transition splits due to the Autler-
Townes effect from a single line (black trace in top plot) into
two half as intense lines (red trace in top plot) [76, 77].
The DM-DR spectrum is the difference of the pump-off
and pump-on spectrum. The lineshapes are close to sec-
ond derivatives due to the employed frequency modulation
and 2f -demodulation of the detector signal.

The population ratio of two states

Ni

Nj

=
gi
gj

exp (−∆E/kT ) (10)

depends on their degeneracies g, their energy dif-
ference ∆E, and the temperature T . When as-
suming gi ≈ gj, room temperature, and a tran-
sition frequency of 100GHz, the intensity ratio is
Ni/Nj = 98.4%, which is very close to unity. As
will be shown in the following, the changes that can
be realized with the ATE are often dominating, es-
pecially if powerful sources are available.
The ATE is most easily explained by considering

a three-level system and two fields in a fully quan-
tum mechanical picture. Here, a conventional ab-
sorption spectrometer is considered foregoing any
phase dependency as this is discussed in more de-
tail elsewhere [81]. The three levels a, b, and c
have energies Ea < Eb < Ec and the transitions
a ↔ b and b ↔ c are allowed. The pump field
ωp is quasi-resonant to the transition b← a mean-
ing its detuning δ = ωp − ωab is small compared to
ωab and ωbc. At the same time, the pump field is
non-resonant for the transition c ← b meaning the
difference between ωab and ωbc is sufficiently large.

Therefore, in an initial description the level c and
the probe field ω can be excluded. The remaining
two-level system is described by

H = Hmol +Hfield +Hint (11)

where the three terms are the respective Hamilto-
nians for the molecular levels, the pump field, and
the interaction

Hmol = ℏωabσ
+σ− (12)

Hfield = ℏωpa
†a (13)

Hint =
ℏΩn

2
ÊŜ (14)

with the reduced Planck constant ℏ. The molecular
Hamiltonian describes the simple two-level system
consisting of levels a and b where σ+ = |b⟩⟨a| is
the raising operator and σ− = |a⟩⟨b| is the lower-
ing operator. The Hamiltonian for the pump field
consists of a single bosonic mode with the creation
operator a† and the annihilation operator a. The
interaction Hamiltonian describes the coupling of
the molecule to the electric field Ê = E0(a

† + a)
by its polarization Ŝ = σ+ + σ−. The n-photon
Rabi frequency Ωn is proportional to the transition
dipole moment and the power of the pump source.
The interaction Hamiltonian can be simplified by
applying the rotating wave approximation resulting
in

Hint =
ℏΩn

2
(a†σ− + σ+a) (15)

When describing this system in the dressed-atom
model (also known as Jaynes-Cummings model)
each dressed state is described by a quantum num-
ber for the molecular level and one for the number
of photons [82]. The two dressed states |b, n⟩ and
|a, n+1⟩ can be expressed in matrix representation
(with respect to the lowest molecule level a) as

Ĥ

ℏ
=

|a, n+ 1⟩ |b, n⟩
( )⟨a, n+ 1| (n+ 1)ωp Ωn/2

⟨b, n| Ωn/2 nωp + ωab

(16)

The resulting eigenvalues are

E±
n =

1

2
ℏ
(
±
√
δ2 + Ω2

n − δ
)
+ (n+ 1)ℏωp (17)
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with the normalized eigenvectors

|n,+⟩ = cos(ϑ)|a, n+ 1⟩ − sin(ϑ)|b, n⟩ (18)

|n,−⟩ = sin(ϑ)|a, n+ 1⟩+ cos(ϑ)|b, n⟩ (19)

where cos(ϑ) and sin(ϑ) are mixing coefficients.
The two states |n,±⟩ are linear combinations of
the initial unperturbed states |b, n⟩ and |a, n+1⟩5.
Hence, both |n,+⟩ and |n,−⟩ have an allowed tran-
sition into the level |c, n⟩ as they consist to some
amount of |b, n⟩. As the resonant case (δ = 0) is
ideal for the spectroscopic application, the reader is
referred to the literature for the implications of the
off-resonant case [55]. For δ = 0, the two mixing
coefficients are equal cos(ϑ) = sin(ϑ) = 1/

√
2, and

the energies of the new states are

E±
n = ωbc ± ℏΩn/2 (20)

Consequently, the transition c ← b splits into two
half as intense transitions that are symmetrically
shifted from their initial position ωbc by ±ℏΩn/2,
compare the right spectrum of Fig. 8. Generaliz-
ing this to an actual molecule, all transitions shar-
ing an energy level with the pumped transition will
show this splitting. By subtracting the spectrum
with and without pump radiation, a baseline free
spectrum is obtained consisting of only transitions
sharing an energy level with the pumped transition
(see Fig. 7 and Fig. 9).
In the following, some implications for real ex-

periments are discussed. The splitting of the tran-
sitions is proportional to the transition dipole mo-
ment and the electric field, which in turn is pro-
portional to the square root of the power of the
source. Thus, the splitting of the transitions can
be smaller than their FWHM resulting in a wider
and less intense lineshape but no clear splitting (see
the middle spectrum of Fig. 8). If the splitting is
small, the influence from population changes has
to be considered also. When the pump and probe
transition share the same upper or lower level (so-
called regressive arrangement; shown in Fig. 7), the
population changes also decrease the intensity of

5Equivalent results are obtained for the states |a, n⟩ and
|b, n− 1⟩.

|a, n

|b, n

|c, n

2 0 2

n = 0

2 0 2
Frequency Offset [MHz]

n < FWHM

2 0 2

n FWHM

|a, n + 1 |b, n
2

|a, n |b, n 1
2

|c, n

Figure 8: The Autler-Townes effect [76, 77] explained with a
simple three-level system and simulated spectra. The probe
radiation is indicated as a blue arrow and the pump radia-
tion as a red arrow. When no pump radiation is present
(left side), only the probed transition c ← b appears in
the spectrum. When a strong pump source is resonant
with the transition b ← a, the unperturbed dressed-states
|b, n⟩ and |a, n + 1⟩ mix to create the two perturbed states
(|a, n+ 1⟩± |b, n⟩)/

√
2 which are offset by ±ℏΩn/2 from the

unperturbed level |b, n⟩, resulting in a splitting of the tran-
sition in the spectrum (right side). If Ωn is smaller than the
FWHM, the line appears broader but less intense (middle).

the probe transition, whereas they increase the in-
tensity if the shared level is the upper level of one
and the lower level of the other transition (progres-
sive arrangement; shown in Fig. 9). Therefore, for
small Ωn and similar transition dipole moments, it
is advantageous to use regressive energy level ar-
rangements. Additionally, it is advisable to per-
form the subtraction on a short timescale to mit-
igate fluctuations of the experimental conditions.
One possible way is to add a second modulation
resulting in a double-modulation double-resonance
(DM-DR) setup [55] where for each frequency the
measurement with and without pump field are per-
formed in rapid succession before switching to the
next frequency.
The advantage of DR measurements is that they

unambiguously confirm shared energy levels be-
tween transitions. With unlimited frequency cover-
age, a complete 2D scan would immediately yield
the energy term diagram. Even with limited fre-
quency coverage, subnetworks of the energy term
diagram can be reconstructed, which in turn can
be used to build an initial model and extrapolate
the network to areas where no DR spectroscopy
but conventional measurements are available. Of-
ten, these predictions suffice in combination with
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Figure 9: Double-modulation double-resonance (DM-DR) spectrum of glycidaldehyde for the interstate transition from
165,11 of v21 = 3 to 177,10 of v19 = 1. Only a single line of the conventional spectrum (black spectrum on bottom) remains
in the DM-DR spectrum (red spectrum on top) if the 165,11 ← 155,10 transition of v21 = 3 is pumped. The rotational
transition between two vibrational states is possible due to their interaction which leads to wavefunction mixing, meaning
the levels are actually linear combinations of both vibrational states (see Appendix C). Identifying these transitions is
immensely helpful for the analysis of the interaction as the vibrational energy difference is determined with rotational
precision.

LWPs to assign all measured transitions of the se-
ries.

Cases where DR measurements are especially
powerful are i) blended or very weak transitions
that can only be identified by removing all tran-
sitions not sharing an energy level with the pump
transition from the spectrum (see Fig. B.1), ii) se-
ries of transitions that are heavily perturbed, or iii)
(nominal) interstate transitions coupling different
vibrational states (see Fig. 9) or tunneling states
(see Fig. B.1) as they depend on the energy sepa-
ration of the two states which often is not known
with sufficient accuracy, making these transitions
very difficult to identify by conventional means.
Fig. 9 shows the identification of a nominal inter-
state transition between two vibrationally excited
states of glycidaldehyde due to wavefunction mix-
ing [31]. The two vibrational states v21 = 3 and
v19 = 1 are interacting via Fermi and Coriolis inter-
actions with each other. The resulting interacting
states are linear combinations of the unperturbed
v21 = 3 and v19 = 1 levels (see Fig. C.2). Therefore,
rotational transitions between nominally different
vibrational modes become possible (see Appendix

C). Because there was no experimental value for
the vibrational energy separation between v21 = 3
and v19 = 1, the frequency position of the interstate
transition was very uncertain. By pumping an al-
ready known transition of v21 = 3 (red arrow in
Fig. 9), the DM-DR measurement reveals the in-
terstate transition unambiguously, being the only
line within 1GHz to share an energy level with the
pumped transition. Thereby, the vibrational en-
ergy separation is determined with rotational pre-
cision, which greatly facilitates the quantum me-
chanical modeling of the interaction system.

Another example of a DM-DR measurement is
given in Fig. B.1 for a transition between the
two tunneling states v = 0+ and v = 0− of
propanal [74]. The transition is split into A and E
components due to internal rotation of the methyl
rotor. Again, the energy separation between the
two tunneling states was tough to determine exper-
imentally as the transition is highly blended with
other, stronger lines, making their assignment in
the conventional spectrum impossible (see zoom-in
in bottom plot of Fig. B.1). Measuring transitions
between the tunneling states was essential to derive
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their energy separation accurately which in turn
was important to describe the interactions with the
energetically low-lying ν24 aldehyde torsion.
In summary, DR measurements are extremely

powerful for finding transitions that are impor-
tant for the quantum mechanical description but
poorly predicted. At the same time, they speed up
the analysis process by unambiguously construct-
ing subnetworks, shifting work from the analysis
process to the measurements.

4. Interactions

Often it is sufficient to analyze each vibrationally
excited state separately in a single-state fit. Then,
for each vibrational state a unique set of rotational
parameters is obtained. This is no longer possible if
the coupling between vibrational modes is strong,
which can happen if their energies are (nearly) de-
generate. An example for such an interaction is
introduced by the second term in Eq. 8, which de-
scribes the influence of Coriolis coupling on the ro-
tational constants. For ωr ≈ ωs, the denomina-
tor goes to zero, the term increases in magnitude,
and gains first-order significance. Then, the applied
perturbation treatment is no longer sufficient and
the Coriolis resonance has to be treated explicitly
by using a combined fit and exactly diagonalizing
the Hamiltonian. Exemplarily for two vibrational
states va and vb, the combined Hamiltonian has the
form

H =

(
Hva

rot Hvavb
int

Hvbva
int Hvb

rot

)
(21)

where the diagonal terms represent the rotational
Hamiltonians (Eq. 1) and the off-diagonal terms are
the interaction Hamiltonians. The complete Hamil-
tonian is Hermitian, hence, Hvavb

int is the Hermitian
transpose of Hvbva

int . In the following, Coriolis and
Fermi resonances will be introduced. For higher-
order resonances, like Darling-Dennison [83] reso-
nances or higher-order Coriolis resonances [84] the
reader is referred to the literature. All mentioned
resonance types have in common, that they are di-
agonal in the total angular momentum J , meaning
only energy levels with the same J value interact,
and that the effects get stronger the closer the inter-
acting energy levels are energetically to each other.

Coriolis interactions were first described by
Ebers and Nielsen [85] in 1937. They can already
be seen in the harmonic potential and are a result
of the coupling of rotation and vibration via the
Coriolis operator. There can be a-, b-, and c-type
Coriolis interactions corresponding to the rotations
around each of the three principal axes. They oc-
cur only if the two vibrational levels ⟨va, vb| and
⟨va ± 1, vb ∓ 1| are close in energy6 and the prod-
uct of their symmetries Γ(va) × Γ(vb) is equal to
the symmetry of the rotation around the respec-
tive axis Γ(Rα) [86]. An easy example is the water
molecule where the asymmetric-stretch will induce
the bending motion (and vice versa) for a rotation
around the out-of-plane axis. This can be verified
by simply applying the right-hand rule for the re-
spective motions to each atom. The Coriolis inter-
action Hamiltonian has the form

HCor = iGaĴa + iGbĴb + iGcĴc

+ Fbc

(
ĴbĴc + ĴcĴb

)

+ Fca

(
ĴcĴa + ĴaĴc

)

+ Fab

(
ĴaĴb + ĴbĴa

)
+ ...

(22)

Fermi resonances were first described by
Fermi [87] in 1931. They result from the an-
harmonicity of the cubic potential and couple vi-
brational states with the same symmetry. Two
types of resonance are possible, between ⟨va, vb, vc|
and ⟨va ± 1, vb ± 1, vc ∓ 1| or between ⟨va, vb| and
⟨va ± 2, vb ∓ 1|. As Fermi resonances are a purely
vibrational effect, the absolute energy shift is the
same for levels with the same J value. The Fermi
resonance interaction Hamiltonian has the form

ĤFer = W0 +WJ Ĵ
2 +WkĴ

2
z

+ 2W±
(
Ĵ2
x − Ĵ2

y

)
+ ...

(23)

Unfortunately, the nomenclature for the Coriolis
and Fermi interaction parameters is not always con-
sistent in the literature.

6In this notation only the changing vibrational quantum
numbers are specified. Any unspecified vibrational quantum
numbers are assumed to remain constant.
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Figure 10: Resonance plot for ∆J∆Ka,∆Kc = 10,1 transitions
of glycidaldehyde for Ka = 5 of v21 = 3 (blue) and Ka =
7 of v19 = 1 (red). Here, the J = Ka + Kc asymmetry
components are shown. The respective y-axes are shifted
to highlight the mirror-image nature of the two series which
indicates that the two series are interaction partners with
the center of the interaction between J = 16 and J = 17.
See Fig. C.2 for the corresponding reduced energy diagram.

Resonances can be identified in so-called reso-
nance plots which display (ν − νGS)/(J

′′ + 1) for a
series of transitions against J ′′ + 1, where ν is the
frequency of the transition and νGS the frequency of
the respective ground vibrational state transition.
An example is given for the interacting vibrational
states v21 = 3 and v19 = 1 of glycidaldehyde in
Fig. 10. Whereas for states without interactions
smooth curves are expected (see Fig. C.1), interac-
tions lead to mirror-like deviations. To treat the
resonances, first, the possible interaction types be-
tween the involved vibrational states should be de-
rived from the mentioned symmetry considerations.
Next, the energy difference of the two states has
to be determined accurately. If no accurate value
is available, the energy difference can be approxi-
mated from the involved energy levels and single-
state fits. In the example of Fig. 10, the center
of the resonance is between J = 16 and 17. The
pattern suggests that the two energy level series
are crossing each other at this position, with the
v19 = 1 energy levels being energetically higher for
J ≤ 16 and energetically lower for J ≥ 17. By com-
paring the rotational energies of the single state fits,
the vibrational energy separation can be approxi-
mated to give a sensible initial value. Then, the
different interaction parameters have to be tested.

Initial parameter values can either be calculated,
estimated from similar systems in other molecules,
or different magnitudes are tested. It is not always
sufficient to set the initial interaction parameter
values to zero, as this can result in the model not
converging toward the correct solution. This pro-
cedure is both tedious and error prone, especially
when testing different starting values for multiple
interaction parameters. Therefore, the inclusion of
different interaction parameters can be automati-
cally tested with the Pyckett library7 [88], a Python
3 wrapper around Pickett’s SPFIT/SPCAT [89].
Once the correct interaction parameters are added
to the model, it should reach about experimental
uncertainty.
In summary, this approach allows to fit simple

interaction systems, especially with two interacting
states, with little to no a priori knowledge.

5. Conclusions and Outlook

Three methods were presented to speed up and
simplify the analysis of rotational spectra of COMs
– especially for vibrational satellite spectra but also
isotopologues in natural abundance. As mentioned
in the beginning, this increase in efficiency is highly
desirable as weak satellite spectra are more chal-
lenging to analyze, and the capabilities of the lat-
est generation of state-of-the-art radio astronomical
instrumentation have significantly upped the rate
of spectroscopic information. Many of the molec-
ular fingerprints found in astronomical data can-
not be assigned yet, even with the most compre-
hensive databases, like the Cologne Database for
Molecular Spectroscopy, CDMS [1, 2]. However,
their identification is important to better under-
stand and model the corresponding astronomical
regions. Vibrationally excited states are excellent
tracers for the temperature of warm astronomical
medium, while isotopologues are used to determine
isotope ratios, e.g., the important 12C/13C ratio.
Possible future steps should be taken toward ex-

tending the frequency coverage of DR measure-
ments. A full 2D coverage of the rotational spec-
trum would immediately yield the complete en-
ergy term diagram, as regressive and progressive

7Available at https://pypi.org/project/pyckett
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arrangements are distinguishable, only the intensi-
ties would require additional attention. Measur-
ing large 2D spectra could be sped up by com-
bining the DR approach with fast-scanning tech-
niques, like chirped-pulse spectroscopy. On a sim-
ilar note, vibrational states high in energy might
benefit from an infrared laser as the pump source.
The laser could increase their population, resulting
in a stronger signal and would provide the ability
to filter the spectrum for lines only belonging to
the targeted vibrational state. This would make
the analysis of these vibrational satellite spectra as
simple as for the ground vibrational state.
Even though ASAP is a powerful technique, it

has been rarely used yet, which may be endorsed
by a user-friendly and well documented implemen-
tation.
Lastly, the analysis of easily recognizable pat-

terns may be automated further. Neural networks
can be trained to identify patterns in the spec-
tra [12]. Possibly, also patterns of interactions
could be identified with machine learning to speed
up their analysis.
Together with the other tools mentioned earlier,

the methods highlighted here provide a powerful
toolbox to tackle the analysis of challenging rota-
tional spectra more efficiently and reliably in the
future.
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Appendix A. Additional LWPs

Loomis-Wood plots can be used with a wide
range of predictions for the reference positions.
In Fig. 3, predictions were generated by com-
bining the ground vibrational state analysis with
rotation-vibration interaction constants from quan-
tum chemical calculations. This resulted in an ex-
cellent agreement, with only very small deviations
between predicted and experimental positions. An

example of a much simpler approach is shown in
Fig. A.1. The ground vibrational state data is used
as reference without applying any corrections for
the vibrational states. Nonetheless, the rotational
patterns of many vibrational modes can be iden-
tified in the Loomis-Wood plots, as is highlighted
exemplarily for ν27 (blue), ν14 (red), and ν13 (or-
ange). The deviations from the reference position
are of course significantly higher for the simpler ap-
proach than for the more sophisticated approach
(for ν27 about 100–145GHz compared to 8–12MHz
in Fig. 3, respectively).
Another point of reference comes from the fact,

that the deviation trends are not only well-behaved
in J but also in Ka or Kc. This is highlighted
in Fig. A.2 where three Loomis-Wood plots of cy-
clopentadiene are shown next to each other. The
K ′′

a values increase from left to right, being K ′′
a = 0,

1, and 2.
Combining these two approaches, vibrational

satellite spectra can be identified in Loomis-Wood
plots without any a priori knowledge of the vibra-
tional modes, simply with the ground vibrational
state as reference positions. The Loomis-Wood plot
shown in Fig. A.1 will show the same qualitative
pattern for the next higher value of Ka, as high-
lighted in Fig. A.2. This can be used to identify
series belonging to the same vibrational mode. Es-
pecially for students, this can provide the opportu-
nity to explore and assign vibrational satellite spec-
tra without having to resort to QCC.

Appendix B. DM-DR for Energy Separa-
tion of Tunneling States

gauche-propanal has two tunneling states as a
result of the low barrier between the two gauche
configurations. The energy differences are essen-
tial for accurately modeling the interactions and
thereby the spectrum [74]. Similar to the example
of vibrational states of glycidaldehyde in Sec. 3.4,
the transitions of interest are weak in intensity and
their positions are poorly predicted. Fig. B.1 shows
how a transition between the two tunneling states
of the ground vibrational state, ν+

0 and ν−
0 , could be

identified. On the bottom (in black), the conven-
tional spectrum is shown while on top the DM-DR
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Figure A.1: Loomis-Wood plot for the ν27 (blue), ν14 (red), and ν13 (orange) vibrational modes of cyclopentadiene [38]. The
respective ground vibrational state transitions are chosen as reference positions which are at lower frequencies compared
to the region shown here. The different relative intensities due to the vibrational Boltzmann factor (Eq. 9) are visible
(ν̃27 = 350 cm−1, ν̃14 = 516 cm−1, ν̃13 = 700 cm−1 [29]).
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Figure A.2: Loomis-Wood plot for three subsequent b-type transition series of cyclopentadiene’s v27 = 1 vibrational state.
The deviation progression is smooth in J but also in Ka, giving another point of reference when assigning transitions.
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Figure B.1: Double-modulation double-resonance (DM-DR) measurement of gauche-propanal to determine the energy
difference of the two tunneling states ν+0 and ν−0 . The conventional spectrum is shown in black on the bottom. When
pumping the 122,10 ← 112,9 transition of the ν+0 state, only two transitions remain in the DM-DR spectrum (red spectrum
on top). These are the A and E components (due to internal rotation) of the targeted transition from 112,9 of ν+0 to 113,9
of ν+0 . The zoom-ins highlight the importance of DM-DR measurements for the correct assignment as the two components
are heavily blended in the conventional spectrum, making it almost impossible to assign them by conventional means.

spectrum is shown for pumping the 122,10 ← 112,9
transition of the ν+

0 tunneling state. Only two lines
are left in the DM-DR spectrum, being the A and
E internal rotation components of the transition
from the 112,9 level of ν+

0 to the 113,9 level of ν−
0 .

Even with accurate predictions, the two transitions
were almost impossible to identify in the conven-
tional spectrum as they are heavily blended with
much stronger transitions. The DM-DR spectrum
removes all contributions from lines that do not
share an energy level with the pumped transition.
As a result, the two components of the targeted
transitions are easily visible in the DM-DR spec-
trum. Thereby, the energy separation of the tun-
neling states could be determined accurately which
was essential for analyzing the interactions with the
aldehyde torsion ν24.

This is another example of DM-DR measure-
ments greatly facilitating the analysis by identify-
ing transitions that otherwise could not be found
and by determining crucial energy differences for
the analysis process, here the energy separation be-
tween the tunneling states.
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Figure C.1: Resonance plot for a-type transitions of gly-
cidaldehyde for the two non-interacting series Ka = 5 of
v21 = 1 and Ka = 7 of v20 = 1. In contrast to Fig. 10, where
two interacting series are shown, the two non-interacting se-
ries show no mirror-like deviations and form smooth trends.

Appendix C. Details on the Interaction
System

In Sec. 4 and in Fig. 9, the interaction system
between v21 = 3 and v19 = 1 of glycidaldehyde is
used as an example. Here, this interaction system
is looked at in more detail.

First, the interaction system was identified via

16



14 16 18 20
J

373.5

374.0

Re
du

ce
d 

En
er

gy
 [c

m
1 ]

14 16 18 20
J

373.9

374.0

374.1

Ka = 5; v21 = 3
Ka = 7; v19 = 1

With Interaction
No Interaction

Figure C.2: Reduced energy diagram with and without interactions for energy levels with Ka = 5 of v21 = 3 (blue) and
Ka = 7 of v19 = 1 (red) of glycidaldehyde. The J = Ka + Kc asymmetry components are shown. Without interactions,
the two series are far apart (diamonds). Due to the interactions the two series are crossing each other (circles). The states
close to the crossing are linear combination of the unperturbed states (as indicated by their colors). As a result, new
transitions (purple arrows in the zoom in) become allowed, which connect nominally different vibrational states.

resonance plots, as shown in Fig. 10. The reso-
nance plots of the Ka = 5 transitions of v21 = 3
and the Ka = 7 transitions of v19 = 1 are almost
perfect mirror-images of each other. This is an in-
dication, that the two series are interacting with
each other. In contrast, Fig. C.1 shows the reso-
nance plot of two non-interacting series, theKa = 5
transitions of v21 = 1 and the Ka = 7 transitions of
v20 = 1. Both series form almost straight-lines, as
is expected from Sec. 2. This highlights, how strong
the deviations in the resonance plot are in Fig. 9
and what an interaction looks like in comparison to
no interaction.
Second, the reduced energy plots for the v21 = 3

Ka = 5 and v19 = 1 Ka = 7 energy levels are
shown in Fig. C.2. For glycidaldehyde, a near pro-
late asymmetric top, the reduced energy is given
by

Ered = E − B + C

2
J(J + 1) (C.1)

where B and C are the rotational constants of the
ground vibrational state. As a result, energy levels
belonging to the same series (levels with the same
values ofKa and J−Ka−Kc) are displayed roughly
as horizontal lines. Circles show the energy levels
for the real case with interactions and diamonds

for the simulated case of no interactions. With-
out the interactions, the two series are far apart
from each other. With interactions, the two se-
ries cross each other between J = 16 and 17. The
right side shows a zoom in y-direction. As men-
tioned beforehand, only levels with the same value
of J can interact with each other and the interac-
tions are stronger the closer the interacting levels
are to each other. Therefore, the energy levels with
J = 16 and 17 are influenced the most by the inter-
actions as can be seen from their deviations from
the trend of the remaining levels. Similar to the
explanation of the ATE in Sec. 3.4, the interaction
shifts the positions of the levels and the resulting
levels are linear combinations of the unperturbed
levels. This is indicated in Fig. C.2 by the interact-
ing levels being more purple than pure red or blue.
The red- and blue-dotted lines trace the labeling
of SPFIT/SPCAT [89], which labels them by the
unperturbed level with the biggest contribution to
the mixed levels. Due to this wavefunction mix-
ing, new transitions are allowed between the levels
indicated by purple arrows. These transitions are
nominally interstate transitions, but are actually
allowed because both levels are linear combination
of the respective v19 = 1 and v21 = 3 levels.
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Nominal interstate transitions are often very dif-
ficult to find, as their intensity also depends on the
mixing coefficients of the involved levels, and their
frequency prediction depends highly on the interac-
tion strength and the energy separation. DM-DR
techniques greatly simplify their identification (see
Fig. 9), which in turn drastically simplifies the anal-
ysis process by determining the vibrational energy
separation with rotational accuracy.

References

[1] C. P. Endres, S. Schlemmer, P. Schilke, J. Stutzki,
H. S. P. Müller, The Cologne Database for Molecu-
lar Spectroscopy, CDMS, in the Virtual Atomic and
Molecular Data Centre, VAMDC, J. Mol. Spectrosc.
327 (2016) 95–104. doi:10.1016/j.jms.2016.03.005.

[2] H. S. P. Müller, S. Thorwirth, D. A. Roth, G. Win-
newisser, The Cologne Database for Molecular Spec-
troscopy, CDMS, Astron. Astrophys. 370 (2001)
L49–L52. doi:10.1051/0004-6361:20010367.

[3] F. Tercero, J. A. López-Pérez, J. D. Gallego,
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A B S T R A C T

Acetone-13C1 is a complex organic molecule with two internal methyl (-CH3) rotors having relatively low
effective barriers to internal rotation of about 249 cm−1. This leads to two low-lying torsional modes and five
internal rotation components resulting in a dense and complicated spectrum. In this study, measurements
of acetone-13C1 were performed with an isotopically enriched sample in the frequency range 37–1102GHz.
Predicted spectra of acetone-13C1 created with ERHAM allow for future radio astronomical searches.

Loomis-Wood plots are one approach to improve and fasten the analysis of such crowded spectra. In this
study, the new Loomis-Wood software LLWP was used for fast and confident assignments. LLWP focuses on
being user-friendly, intuitive, and applicable to a broad range of assignment tasks. The software is presented
here and can be downloaded from llwp.astro.uni-koeln.de.

1. Introduction

Acetone was first detected in Sgr B2(N) by Combes et al. [1] and
later confirmed by Snyder et al. [2]. In the laboratory, first lines up to
31GHz were found by Bak et al. [3] and Weatherly and Williams [4].
Swalen and Costain presented a structural study based on microwave
spectroscopy [5]. Several subsequent studies investigated the spectrum
of acetone, its isotopologs, and vibrationally excited states of the main
isotopolog [6–15].

For the asymmetric 13C1 isotopolog (13CH3C(O)CH3), an initial
analysis was presented by Lovas and Groner [12] consisting of 55
transitions up to 25GHz. Their results were extended by Ordu et al. [15]
to 110 transitions up to 355GHz. The low number of assigned transitions
in Ref. [15], compared to 9715 assigned transitions for an enriched
sample of the symmetric CH13

3 C(O)CH3 isotopolog in the same study,
resulted from the lack of an enriched sample of the asymmetric species.
We revisited the spectrum with an enriched sample to circumvent
difficulties tied to the low 2.2% natural abundance of acetone-13C1 (see
Fig. 1).

Acetone-13C1 has two inequivalent internal methyl ( –CH3) rotors
with relatively low effective barriers to internal rotation. A value of
249.232 cm−1 was derived for the parent species1 [14]. In comparison to
the main isotopolog, one methyl 12C atom is substituted by a 13C atom.
The coupling of the two distinguishable internal rotors with the overall
rotation results in five internal rotation components labeled (following

∗ Corresponding author.
E-mail address: bonah@ph1.uni-koeln.de (L. Bonah).

1 Variations for Acetone-13C1 are assumed to be negligible.

the nomenclature of Ref. [12]) as (0, 0), (0, 1), (1, 0), (1, 1), and (1, 2)
which will be introduced in more detail later.

The internal rotation components and two energetically low-lying
torsional modes lead to a dense and complicated spectrum. Similar
conditions can be found for many other complex molecules, with iso-
topologs, hyperfine structure, and other interactions being additional
factors for a complex and line-rich spectrum. Analyzing spectra close
to the confusion limit, i.e., assigning lines unambiguously, proves to be
cumbersome with conventional methods. Approaches to accommodate
this challenge include on the software side e.g., Loomis-Wood plots
(LWPs) [16], Fortrat diagrams, and for infrared data the Automated
Spectral Assignment Procedure [17] as well as on the experimental side
e.g., double-resonance spectroscopy [18,19] and its advancement the
double-modulation double-resonance spectroscopy [20].

LWPs display adjacent transitions of a series on top of each other.
This makes it easy to follow series and identify deviations by using
adjacent transitions as reference. This results in more confident and
efficient assignments. Several programs using this approach exist in the
literature, with Pgopher [21], the AABS package [22], and LWW [23]
being three popular options. These programs are valuable tools, but
unfortunately, they either lack different methods to determine cen-
ter frequencies, use of experimental spectrum instead of peak lists,
easy setup, support for multiple operating systems, documentation,
or combinations of these. In addition, the advancement in graphical

https://doi.org/10.1016/j.jms.2022.111674
Received 13 June 2022; Accepted 12 July 2022



Journal of Molecular Spectroscopy 388 (2022) 111674

2

L. Bonah et al.

Fig. 1. Spectrum and predictions (red sticks) of acetone-13C1 at natural abundance
(2.2%, top) and for the enriched sample (98%, bottom). The internal rotation compo-
nents of the oblate paired transitions 270,27 ← 261,26 and 271,27 ← 260,26 are shown. For
the enriched sample, the typical triplet pattern is clearly visible whereas at natural
abundance all three peaks are blended and the pattern is not visible.

user interface (GUI) libraries and computational power of personal
computers alleviates some of the restrictions that previous generations
of programs faced.

Here LLWP is presented, a newly written Loomis-Wood plotting
software for fast and confident assignment of real spectra. It focuses
on being intuitive and user-friendly while being proficient for a wide
range of assignment tasks. The analysis of the dense and complicated
spectrum of acetone-13C1 benefited immensely from the use of LLWP.

First, the experimental details are described (Section 2), next the
newly developed LLWP program is presented (Section 3), then the
analysis of spectra of acetone-13C1 is explained (Section 4), and finally
the results are discussed and an outlook is given (Section 5).

2. Experimental details

Measurements were performed with a synthesized sample of
acetone-13C1. High-resolution broadband spectra were measured in the
frequency ranges 37–67GHz, 70–129GHz, and 167–1102GHz using dif-
ferent experiments in Cologne, resulting in a total broadband coverage
of 1024GHz. First, the synthesis is described (Section 2.1) then the
different experimental setups are presented (Section 2.2).

2.1. Synthesis of Acetone-13C1

The sample was synthesized using a procedure described by Winkel
et al. [24]. In a 50mL round-bottomed flask equipped with a reflux
condenser, a dropping funnel and a nitrogen inlet were introduced
magnesium turnings (0.4 g, 16.8mmol, 1.2 equiv.) and 15ml of diethyl
ether. 13C-methyl iodide (2.0 g, 14mmol, 1 equiv.) diluted in 10ml of
diethyl ether was added dropwise at such a rate that a gentle reflux
was maintained. The mixture was refluxed for 10min and then cooled
at −10 ◦C. Freshly distilled acetaldehyde (0.74 g; 16.8mmol; 1.2 equiv.)
was slowly added, to give a white slurry and the mixture was stirred
at room temperature for 30min. The ether was evaporated and 5ml of
water were carefully added. Hydrochloric acid (6N) was added until
pH 6. The low boiling point compounds containing 2-propanol and
water were distilled in vacuo (0.1mbar) and then slowly added to a cold
solution of sodium bichromate dihydrate (5.4 g, 18mmol, 1.3 equiv.)
and sulfuric acid at 96% (2.1 g) in 3ml of water. The temperature should
not exceed 50 ◦C. After 10min at room temperature, the acetone was
purified by distillation in a vacuum line equipped with two U-traps.
The first immersed in a cold bath at −60 ◦C removed the high boiling
point compounds and the second immersed in a liquid nitrogen bath
selectively trapped the acetone. This procedure yielded 0.74 g (90%
yield) with 98% enrichment of acetone-13C1.

2.2. Experimental setups

Broadband measurements of the synthesized acetone-13C1 sample
were performed using three different experimental setups in Cologne
[15,25]. Additionally, single measurements with longer integration
times were performed in frequency ranges with low source output
power.2 Especially the frequency range 37–67GHz was important as
in this low-frequency range the five internal rotation components are
often resolved. All experiments share a general structure, consisting of
a source, an absorption cell, and a detector [15,25]. Horn antennas,
lenses, and mirrors are used to guide the beam through the absorption
cells and onto the detector. The absorption cells are made out of borosil-
icate glass. They are connected with a pump for evacuating the cell
and with an inlet for the sample. Different detector techniques, being
Schottky detectors (<500GHz) and a cryogenically cooled bolometer
(>500GHz), were used to optimize the SNR. Lock-in amplifiers with a
2f -demodulation scheme were used. As a result, lineshapes look similar
to the second derivative of a Voigt profile. All measurements were
performed at room temperature and with gas pressures around 10 μbar.

For 37–67GHz, the signal is guided directly to the antenna and not
multiplied, for 70–129GHz a tripler is used. For both frequency ranges,
Schottky detectors are employed and connected to an in-house made
bias box. The absorption cell consists of two 7m glass cells in single-
pass mode adding up to a total absorption path length of 14m. The
experimental setup is described in greater detail in Ref. [15].

The frequency range 167–515GHz was covered with a commercially
available source from Virginia Diodes Inc. (VDI) with three different
setups consisting of cascaded doublers and triplers. As in the previous
experiment, Schottky detectors were utilized. The absorption cell of
5m length was used in double-pass mode resulting in a total absorp-
tion path length of 10m. More detailed information can be found in
Refs. [15,25].

The frequency range 500–1100GHz was measured with two different
setups of cascaded multipliers (VDI) and a QMC QNbB/PTC(2+XBI)
hot-electron bolometer. A single 5m cell was used in single-pass mode.

Standing waves were removed from the spectra by Fourier filtering
using a self-written script.3

3. The LLWP program

LLWP is presented, a newly developed software based on LWPs
for exploring and assigning spectra. It aims to be efficient, easy to
handle, and in particular user-friendly. Additionally, LLWP offers great
customizability and flexibility. Distinguishing factors from previous
programs [21–23] are the use of real spectra instead of peak lists, and
most importantly the simple setup and the improved user experience
that is tied to the advancement in graphical user interface (GUI)
libraries. The software, its documentation, and contact information for
feedback as well as feature requests can be found on LLWP’s website.4

First, the technical details are summarized (Section 3.1), then the
core functionality is described in some detail to highlight the main
advantages for potential users (Section 3.2), and last a selection of
additional features that support a thorough analysis are introduced to
highlight the variety of tools provided by LLWP (Section 3.3).

2 Transitions were ordered by the predicted intensity and the top 98
transitions in the frequency range 750–790GHz as well as the top 1008
transitions in the frequency range 37–67GHz were measured.

3 Download at https://github.com/Ltotheois/SnippetsForSpectroscopy/
tree/main/FFTCorrection

4 Visit https://llwp.astro.uni-koeln.de/
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Fig. 2. The GUI of the newly developed LLWP program. The five areas of the main window are highlighted by colored rectangles. The Loomis-Wood plot window (green rectangle)
shows the experimental spectrum (black lines), the predictions (red sticks), and the reference series (green sticks). Already assigned transitions are indicated by pink stars and
pink-colored transitions (top right corner of the respective subplot). To the right of the LWP are the Configure Plots window (red rectangle) for options regarding the LWP, the
Reference Series window (blue rectangle) which specifies the center positions of the LWP, the Catalog of newly assigned Lines (yellow rectangle) showing the assigned lines,
and the Log window (gray rectangle) for messages, warnings, and errors. See the text for more information.

3.1. Technical details

LLWP is written in Python 3. Therefore it runs on all operating
systems that support Python 3 and the required libraries. For good
performance, Pandas [26] and NumPy [27] are used for data handling
as they are written in C/C++. The GUI uses PyQt5 and the fitting uses
SciPy [28]. Plots are created with Matplotlib [29]. For the handling
of Pickett’s *.cat, *.lin, and *.egy formats [30] our own Pyckett library
was used.5 In addition to the Python code, a Windows executable is
provided on the website, making installation on Windows machines as
simple as downloading a single file.

Certain tasks that are either computationally or I/O intensive are
threaded to not block the user interface resulting in a responsive
experience. To keep performant with large datasets, each subplot plots
only its currently visible data.6 Additionally, even these subsets are
downsampled if they exceed a user-selectable value.

3.2. Core functionality

LLWP’s core functionality is assigning center frequencies from a
real spectrum to quantum numbers of predicted transitions. LLWP

5 See https://pypi.org/project/pyckett/ or install with pip via pip
install pyckett

6 The important step is to reduce the complete dataset to only the visible
dataset before handing it to the plot function of the used library. For typical
use cases, this drastically decreases computation time and memory consump-
tion. However, for the user, apart from the mentioned performance benefits,
there is no tangible difference between plotting all data but only showing an
excerpt and only plotting the data in the excerpt

relies on Loomis-Wood plots for increased confidence and speed. The
LWP consists of multiple subplots arranged in a vertical fashion. Each
subplot shows a region of the spectrum with the same width around its
predicted center frequency. The series of predicted center frequencies
of all subplots is called reference series. The easiest example would
be a linear rotor which usually shows only small deviations from
equidistantly spaced transitions with a distance of 2𝐵. When using
these ideal frequencies as the reference series, the LWP shows the
deviations of the real transitions from this idealized model. The trend
in the LWP makes it easy to identify and follow the series and the row
number corresponds to the 𝐽 quantum number of the upper state and
makes assignment straightforward. The software is not opinionated,
meaning it is not limited to specific units or formats and works with 1–6
quantum numbers (or even no quantum numbers at all). Additionally,
LLWP can display multiple Loomis-Wood plots next to each other (see
Fig. A.1). Possible use cases are infrared data, e.g., examining 𝑃 -,
𝑄-, and 𝑅-branch series simultaneously, heavily perturbed systems,
e.g., showing interaction partners side by side, or even as simple cases
as comparing predictions from two different methods. On the other
extreme, LLWP can be used with only a single row and column to
explore and assign spectra in a single plot, basically neglecting the
Loomis-Wood character. In summary, LLWP is a versatile tool for fast
and confident assignments.

In the following, the most basic workflow is described, consisting of
(I) loading data, (II) setting the reference series, (III) assigning, and (IV)
saving the results.7 Simultaneously, the five areas of the main window
(see Fig. 2) are introduced.

7 This basic workflow is presented in video format at https://llwp.astro.uni-
koeln.de/videos/QuickGuide.mp4.
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Fig. 3. Example of the combined fit performed by the blended lines module (bottom in
blue) in comparison with separate fits for each peak (top in red). The visible transitions
are the 72,6 ← 61,5 transitions for the (0, 1) and (1, 0) internal rotation components. For
the combined fit, an additional unknown peak at a lower frequency was included and
the widths of the three peaks were coupled together. The center frequencies for each
fit are indicated by dotted lines in the corresponding color and for the combined fit,
the two components of interest are shown as dotted profiles. The center frequencies of
the separate fit deviate by about 20 kHz, emphasizing the advantage of a combined fit.
For the analysis of acetone it was fundamental to accurately determine the splitting
between (0, 1) and (1, 0) as well as between (1, 1) and (1, 2). However, even at low
frequencies, these transitions overlap partly making a combined fit indispensable.

(I) The first step is to load data into the program. Three different
types of data can be used in the program: (i) files providing the
experimental measurements, (ii) files providing predictions, and (iii)
files providing already assigned lines. All three data types can be added
via the Files menu or per drag-and-drop. After this step, the Loomis-
Wood plot (green rectangle in Fig. 2) shows a default series. Important
controls for the LWP are available on top, controlling the number of
rows and columns as well as the width of the subplots.

(II) In the second step, a user-defined reference series is selected in
the Reference Series window (blue rectangle in Fig. 2). Three options
are available for specifying the center frequencies of the series, either
by (i) using catalog files and selecting a series, (ii) via a list of frequen-
cies, or (iii) by entering a custom equation depending on 𝑁 (index of
the subplot) and 𝑁0 (offset index). For the catalog files, Pickett’s *.cat
format is supported by default but all fixed-width-formats (FWF) can
be used.

(III) Next, transitions of the reference series are assigned by select-
ing an area around the peak and the selected profile is fit to the selected
data. Currently available line profiles are a Gaussian, Lorentzian, and
Voigt profile as well as their first and second derivatives. Additionally,
a polynomial with a selectable rank, a procedure testing polynomials
with different ranks and using the best one, or a center-of-mass proce-
dure adapted from Pgopher [21] are available. The determined center
frequency and, if a catalog file is used, also the quantum numbers
are added to the Catalog of newly assigned Lines window (yellow
rectangle in Fig. 2). Additionally, the uncertainty is set as (i) a user-
defined default value, (ii) the absolute value of obs-calc, (iii) user input
to a dialog, or (iv) the uncertainty from the fitting routine.8 In the
Catalog of newly assigned Lines window, the assignments can be
edited or deleted. Already assigned lines are highlighted in the program
to reduce confusion and prevent the user from unintentionally assigning

8 Not all fitting routines support this option. Use with caution.

the same line multiple times. Steps (II) and (III) can be repeated for any
desired reference series.

(IV) When all targeted transitions are assigned, they are saved to a
file, with Pickett’s *.lin format as the default format but all FWFs are
available.

Additionally, the Configure Plots window (red rectangle in Fig. 2)
provides further options for the appearance of the plot, with the most
important being the scale of the LWP. Either (i) each plot is scaled
individually, (ii) all plots are scaled by the minimum and maximum
of the whole spectrum, or (iii) the user can set a custom scale. For (i)
the predictions are also scaled individually whereas for (ii) and (iii)
the predictions are scaled relative to the experimental spectrum. Fur-
thermore, the Log window (gray rectangle in Fig. 2) shows messages,
warnings, and errors.

For convenience, all options can be set as default and the references
to all currently opened files can be saved into a project eliminating the
need of reloading all files individually.

3.3. Additional features

Several modules extend LLWP’s core functionality. Here, selected
modules for an extended analysis, being the (i) blended lines module,
(ii) seriesfinder module, (iii) peakfinder module, and (iv) residuals
module, are presented with a short example of their respective use. For
more information on the modules visit the online documentation.

(i) A major inconvenience for the assignment process are blended
lines, as they make it complicated to determine precise center fre-
quencies. Many programs (e.g., ERHAM [31,32] and SPFIT [30]) have
built-in mechanisms to deal with blended lines. For these cases, LLWP
provides the ability to assign all blended lines to the center frequency
of the blend and give each line its respective weight. If this feature
is activated and other predicted transitions are within a user-defined
distance of the assigned transition, a dialogue window opens and the
close-by transitions that should be assigned to the same blend can be
selected. On the other hand, partly blended lines can be resolved with
the blended lines module. It allows to fit multiple peaks simultane-
ously and thereby determine an individual center frequency for each
transition. The widths of the peaks can be independent or coupled
(e.g., if all peaks are from the same molecule and measurement and
therefore are expected to have the same linewidth). Additionally, a
baseline can be subtracted in the form of a polynomial. In the majority
of cases, this results in more accurate center frequencies of partly
blended transitions, see Fig. 3.

(ii) The seriesfinder module allows to filter the predictions and
display them ordered by intensity. Predefined filters are present for
the transition type, the frequency range, and to hide already assigned
predictions. One major use case is finding the strongest predicted, but
so far unassigned transitions in the frequency range of the experiment.
For convenience, the transitions can be chosen as the reference series
of the Loomis-Wood plot with a single click.

(iii) The peakfinder module finds peaks in the real spectrum.
The peaks are shown in the spectrum and can be saved to a *.csv
file. In addition, the peaks can be limited to so far unassigned peaks
by providing a distance that peaks have to deviate from assigned
transitions. This allows to find the experimentally strongest, but yet
unassigned peaks.

(iv) Assigned transitions can be compared with predicted transitions
in the residuals module. By default, the residuals 𝜈Obs−𝜈Calc are shown
against 𝜈Obs (see Fig. A.3). The residuals allow to assess the perfor-
mance of the model and visually detect deviation patterns. However,
the 𝑥- and 𝑦-axis quantities can be chosen freely. Therefore, a multitude
of different plots can be created by the user, e.g., quantum number
coverage plots (see Fig. A.2) or weighted residuals (see Fig. A.4). For
greater control, the transitions can be filtered and subgroups can be
colored to highlight them in the plot.
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Fig. 4. Acetone-13C1 spectrum and predictions (red sticks) with resolved symmetry
states. The 40,4 ← 31,3 transition is split into its five internal rotation components (1, 1),
(1, 2), (1, 0), (0, 1), and (0, 0) with an intensity ratio of 1:1:2:2:2.

To summarize, the modules complement the program’s core capa-
bilities and focus on more specific tasks.

4. Spectroscopic fingerprint of acetone

Acetone-13C1 (13CH3C(O)CH3) is an asymmetric rotor with 𝜅 =
(2𝐵 − 𝐴 − 𝐶)∕(𝐴 − 𝐶) = 0.3150, meaning acetone is an oblate rotor but
far from the symmetric limit of +1. The only nonzero dipole moment
component of the main isotopolog is along the 𝑏-inertial axis with a
value of 2.93(3)D9 [7]. This results in a strong 𝑏-type spectrum with the
selection rules 𝛥𝐽 = 0,±1 and 𝛥𝐾𝑎 = ±1, (±3,…) and 𝛥𝐾𝑐 = ±1, (±3,…).

The two distinguishable internal methyl rotors lead to five internal
rotation components which are labeled as (𝜎1, 𝜎2) with 𝜎1 and 𝜎2 being
the symmetry numbers. The nomenclature is adapted from Lovas and
Groner [12], see their work for more information.

The five components are (0, 0), (0, 1), (1, 0), (1, 1), and (1, 2). For tran-
sitions with low frequencies, often all five internal rotation components
are resolved with an intensity ratio of 1:1:2:2:2 (see Fig. 4). Single
measurements of such resolved transitions were essential to accurately
determine the energy tunneling parameters 𝜖 of the ERHAM model [31,
32]. For transitions with high quantum numbers, the internal rotation
components (0, 1) and (1, 0) as well as (1, 1) and (1, 2) become degen-
erate, resulting in a typical triplet pattern with an intensity ratio of
(1+1):(2+2):2 = 1:2:1 (see LWP of Fig. 2).

First assignments were straightforward due to the characteristic
patterns and previous literature work [12,15]. An iterative fitting pro-
cedure was used. In each cycle, the model was updated and new
improved predictions were calculated, which led to more assignments.
Assigning with LLWP was confident and efficient as multiple trends
were visible in the LWPs. The two most used trends were systematic
deviation patterns (𝜈obs − 𝜈calc) for adjacent rows and trends in typical
patterns (see e.g., the typical triplet pattern becoming narrower with
increasing frequency in Fig. 2). These trends allowed to confidently
assign transitions, even if they showed strong deviations from the initial
predictions.

9 Acetone-13C1 is expected to have a small non-zero 𝑎-type dipole moment
due to the 13C-atom. Thus, also 𝑎-type transitions are allowed. However, the
𝑎-type dipole moment is negligibly small in comparison to the 𝑏-type dipole
moment. Therefore, 𝑎-type transitions were neglected in the analysis.

All literature transitions in the here measured frequency range were
reassigned, especially as the transitions from Ordu et al. [15] for the
13C1-acetone isotopolog were misassigned above 200GHz. For lower
frequency areas that were not measured here, literature data were used
consisting of 55 transitions in the frequency range 10–25GHz [12].
Together with the here assigned lines, this resulted in a total of 16 208
transitions with due to blends 8958 unique line frequencies, see Ta-
ble A.1 for the transition type coverage. Fits and predictions were
performed with a modified version of ERHAM [31,32]. Due to the size
of the dataset, multiple array sizes were increased from the version
available on the PROSPE webpage,10 e.g., the maximum of transitions
was increased from 8191 to 16 383, the number of tunneling parameters
per state was increased from 37 to 199 and the number of predicted
lines was increased from 50 000 to 1 000 000.

An inconvenience for the assignment process was label switch-
ing [33–35], which occurred especially for high 𝐽 values. This behavior
is described in ERHAM’s manual and appears due to oblate paired tran-
sitions being degenerate. A random phase is introduced to nonetheless
diagonalize the matrix which randomly spreads the intensity between
two allowed 𝑏-type transitions and two forbidden 𝑎-type transitions.
The 𝑎-type transitions were filtered out before fitting the assigned lines.
However, the randomly spread intensity can influence the center fre-
quency of blends because LLWP automatically sets the weight according
to the intensity from the *.cat file. This was corrected by manually set-
ting the weights of affected transitions. Another complication arose due
to transitions affected by label switching changing between different
fits. Thus, certain transitions were not assigned in otherwise assigned
series (see unassigned transitions in Fig. 2). Additionally, specific lines
were excluded from the fit due to either poor signal-to-noise ratio or
being inseparably blended with unknown transitions. However, the
great majority of blends could be treated with LLWP’s blended lines
module (see Fig. 3 and Section 3.3) or ERHAM’s blend functionality.

Due to the high number of assignments, the uncertainties were
assigned automatically. A single second derivative Voigt profile was fit
to the experimental spectrum for each assignment. The mean deviation
between the experimental and simulated lineshape was calculated via
the root mean square (RMS). To normalize the deviation, this value was
divided by the amplitude 𝐴 resulting in11

𝑅𝑀𝑆∕𝐴 = 1
𝐴

√∑
𝑖(𝐼exp,𝑖 − 𝐼fit,𝑖)2

𝑁
(1)

𝐼exp,𝑖 and 𝐼fit,𝑖 are the intensities at frequency 𝑖 of the experimental
lineshape and fit function respectively, 𝑁 is the number of frequencies
𝑖 in the fit range, and 𝐴 the amplitude of the fit function. This resulted
in a quantity, which incorporates the SNR, the asymmetry of the line,
and possible blends – all being aspects that are taken into account when
assigning uncertainties manually. The calculated 𝑅𝑀𝑆∕𝐴 value was
used to group the transitions into three classes with uncertainties of
30 kHz, 50 kHz, and 70 kHz.

Different approaches were tested for the fit. First, a fit was created
step-by-step with a script that added in every cycle the next best
parameter to the fit. However, a better result was obtained by adding
whole sets of parameters at once and afterward removing parameters
with high relative uncertainties.

Up to 500GHz, fitting was straightforward. The previous step-by-
step fit up to 500GHz was used to get an approximation for which
orders of parameters were needed. Except for fundamental parame-
ters,12 all other parameters were given an initial value of zero. Different
sets of interaction parameters were tested. The resulting fit includes
8125 transitions (5819 unique lines) with the covered quantum numbers

10 Visit http://www.ifpan.edu.pl/~kisiel/prospe.htm
11 A direct implementation in LLWP is planned for the future.
12 For both fits 𝛼1 and 𝛼2 were fixed to zero while 𝜌1, 𝜌2, 𝛽1, 𝛽2, 𝐴, 𝐵, 𝐶, 𝜖01

and 𝜖10 had sensible initial values from previous fits.
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Table 1
Molecular parameters for the ground state of 13CH3C(O)CH3 up to 500GHz.

Parameter Rotor 1 Rotor 2

𝜌1 0.059 925 9(97) 0.061 394(20)
𝛽1 /◦ 29.3671(35) 21.1451(93)
𝐴 /MHz 10 083.034 62(12)
𝐵 /MHz 8277.507 38(10)
𝐶 /MHz 4811.469 122(77)
𝛥𝐾 /kHz 9.430 44(76)
𝛥𝐽𝐾 /kHz −2.739 03(43)
𝛥𝐽 /kHz 4.585 14(10)
𝛿𝐾 /kHz −0.346 59(24)
𝛿𝐽 /kHz 1.915 380(46)
𝛷𝐾 /Hz 0.0324(10)
𝛷𝐾𝐽 /Hz 0.0315(1)
𝛷𝐽𝐾 /Hz −0.027 32(36)
𝛷𝐽 /Hz 0.005 127(51)
𝜙𝐾 /Hz −0.075 04(35)
𝜙𝐽𝐾 /Hz 0.035 41(19)
𝜙𝐽 /Hz 0.002 596(25)
𝜖11 /MHz 1.0306(75)
𝜖1−1 /MHz 0.0944(13)
𝜖10 /MHz −758.019(36) −763.230(32)
𝜖20 /MHz 0.7627(26) 0.7721(23)
[𝐴 − (𝐵 + 𝐶)∕2]10 /MHz 0.031 97(49) 0.037 11(62)
[(𝐵 + 𝐶)∕2]10 /kHz 3.37(25) −3.68(43)
[(𝐵 − 𝐶)∕4]10 /kHz 9.01(13) 5.12(22)
−[𝛥𝐾 ]10 /kHz 0.024 31(36) 0.013 49(34)
−[𝛥𝐽𝐾 ]10 /kHz −0.025 76(37) −0.015 84(36)
−[𝛥𝐽 ]10 /Hz 1.66(12) 2.24(13)
−[𝛿𝐾𝐽 ]10 /kHz −0.018 20(11) −0.011 76(10)
−[𝛿𝐽𝐾 ]10 /Hz 0.782(62) 1.272(65)
[𝐵−

001]10 /MHz −0.3298(54) −0.3140(88)
[𝐵−

010]10 /MHz −0.641(14) 0.861(30)
[𝐵−

012]10 /kHz 0.1784(48) −0.0683(66)
[𝐵−

030]10 /kHz 0.3080(99) −0.723(12)
[𝐵−

210]10 /kHz −0.5487(79) 0.740(12)

Transitions 8125
Lines 5819
RMS /MHz 0.053 938
WRMS 1.136 331

Note. Fits performed with ERHAM in A-reduction. Standard errors are given in
parentheses. Parameters are given in notation for the first rotor. Interaction parameters
are given in 𝐵−

𝑘𝑝𝑟 notation. The minus sign indicates, that 𝜔 = −1, while 𝑘, 𝑝, and 𝑟 are
the powers of the operators P𝑘, P𝑝

𝑧, and P𝑟
+ + P𝑟

−, respectively.

being shown in Fig. A.2(a). The WRMS is 1.14 and the highest parame-
ter uncertainty is about 11%, so all parameters were kept. The resulting
parameters are shown in Table 1 and the residuals of the final fit are
shown in Fig. A.3(a).

For frequencies higher than 500GHz, LLWP’s residuals module was
used to identify a group of transitions with high quantum numbers that
showed strong deviations. The affected transitions with 94 > 𝐽 ′ > 67
and 𝐾 ′

𝑎 > 3 were excluded from the final fit. Their deviation patterns
look similar to patterns caused by interactions but were not further
examined here (see Fig. A.3(b)). We expect more transitions with high
quantum numbers to be perturbed and thus the fit to be effective.
Consequentially, it should not be used for structure determination. The
resulting fit up to 1100GHz includes 12 403 transitions (8602 unique
lines) with a quantum number coverage as shown in Fig. A.2(b). As
with the previous fit, sets of parameters were added together, resulting
in a fit with many parameters having high uncertainties, some even
greater than 100%. Parameters were then omitted symmetrically for
the two rotors. Their uncertainty and influence on the goodness of the
fit were the two criteria for choosing the next parameter to omit. This

Table 2
Molecular parameters for the ground state of 13CH3C(O)CH3 up to 1100GHz.

Parameter Rotor 1 Rotor 2

𝜌 0.059 539 9(39) 0.061 028 6(83)
𝛽 /◦ 29.4232(18) 21.2920(63)
𝐴 /MHz 10 083.033 461(80)
𝐵 /MHz 8277.506 507(96)
𝐶 /MHz 4811.468 723(58)
𝛥𝐾 /kHz 9.428 16(24)
𝛥𝐽𝐾 /kHz −2.739 86(25)
𝛥𝐽 /kHz 4.585 316(65)
𝛿𝐾 /kHz −0.343 17(13)
𝛿𝐽 /kHz 1.915 325(32)
𝛷𝐾 /Hz 0.028 83(19)
𝛷𝐾𝐽 /Hz 0.031 41(27)
𝛷𝐽𝐾 /Hz −0.026 95(14)
𝛷𝐽 /mHz 5.531(26)
𝜙𝐾 /Hz −0.068 43(11)
𝜙𝐽𝐾 /Hz 0.035 616(50)
𝜙𝐽 /mHz 2.749(13)
[𝑙𝐽𝐾 ]00 /μHz 0.3461(47)
𝜖11 /MHz 1.0891(92)
𝜖1−1 /MHz 0.1064(16)
𝜖10 /MHz −758.174(26) −763.253(22)
𝜖20 /MHz 0.7862(30) 0.7568(27)
[𝐴 − (𝐵 + 𝐶)∕2]10 /MHz 0.018 92(27) 0.032 41(36)
[(𝐵 + 𝐶)∕2]10 /MHz 0.010 29(13) −0.003 67(30)
[(𝐵 − 𝐶)∕4]10 /MHz 0.012 297(69) 0.004 91(15)
[𝛥𝐾 ]10 /kHz 0.017 66(21) 0.011 19(21)
[𝛥𝐽𝐾 ]10 /kHz −0.017 09(17) −0.012 93(21)
[𝛥𝐽 ]10 /Hz −2.005(59) 1.964(84)
[𝛿𝐾𝐽 ]10 /kHz −0.016 669(56) −0.010 033(57)
[𝛿𝐽𝐾 ]10 /Hz −0.824(30) 1.153(43)
[𝛷𝐾 ]10 /mHz 5.877(66) 1.357(59)
[𝛷𝐾𝐽 ]10 /Hz −0.011 108(67) −0.002 679(58)
[𝛷𝐽𝐾 ]10 /mHz 5.139(29) 1.143(26)
[𝜙𝐽𝐾 ]10 /mHz 2.032(18) 0.098(17)
[𝐵−

001]10 /MHz −0.4125(59) −0.3087(76)
[𝐵−

010]10 /MHz −1.1989(55) 1.498(10)
[𝐵−

012]10 /kHz 0.3800(15) −0.2079(20)
[𝐵−

030]10 /kHz 0.0375(63) −0.4358(60)
[𝐵−

210]10 /kHz −0.2595(28) 0.3991(37)
[𝐵−

050]10 /Hz −0.2818(24) 0.0493(22)
[𝐵−

230]10 /Hz 0.3100(15) −0.0632(15)
[𝐵−

410]10 /Hz −0.029 92(44) 0.027 23(45)

Transitions 12 403
Lines 8602
RMS /MHz 0.068 270
WRMS 1.452 576

Note. Fits performed with ERHAM in A-reduction. Standard errors are given in
parentheses. Parameters are given in notation for the first rotor. Interaction parameters
are given in 𝐵−

𝑘𝑝𝑟 notation. The minus sign indicates, that 𝜔 = −1, while 𝑘, 𝑝, and 𝑟 are
the powers of the operators P𝑘, P𝑝

𝑧, and P𝑟
+ + P𝑟

− respectively.

allowed to reduce the number of parameters to 66 and improve the
relative uncertainties. For the final fit, the highest relative uncertainty
is 17% and only 2 parameters have uncertainties higher than 10%. The
resulting WRMS is 1.45. The resulting parameters are shown in Table 2
and the residuals of the final fit are shown in Fig. A.3(b).

Selected spectroscopic parameters for the two fits from this work
and for the analyses of CH3C(O)CH3, CH13

3 C(O)CH3, and
13CH3C(O)CH3 from Ordu et al. [15] are shown in Table 3. For these
parameters, the two fits from this work show good agreement as the
relative deviations, except for some energy tunneling parameters 𝜖,
are below 1%. For the energy tunneling parameters the two highest
relative deviations are seen for 𝜖1−1 (∼ 13%) and 𝜖11 (∼ 6%). The
13CH3C(O)CH3 fit from Ordu et al. agrees for low parameters but shows
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Table 3
Selected spectroscopic parameters for the fits of CH3C(O)CH3, CH13

3 C(O)CH3, and 13CH3C(O)CH3 from Ordu et al. [15] as well as the two fits for 13CH3C(O)CH3
from this work.

Ordu et al. [15] This work
Parameter CH3C(O)CH3 CH13

3 C(O)CH3
13CH3C(O)CH3

13CH3C(O)CH3
13CH3C(O)CH3

𝜌1 0.061 954(12) 0.061 485 8(41) 0.060 458(57) 0.059 925 9(97) 0.059 539 9(39)
𝜌2 0.061 811(58) 0.061 394(20) 0.061 028 6(83)
𝛽1 /◦ 25.5065(76) 25.7140(31) 29.5967(77) 29.3671(35) 29.4232(18)
𝛽2 /◦ 21.2614(76) 21.1451(93) 21.2920(63)
𝐴 /MHz 10 165.217 78(28) 10 164.005 78(15) 10 083.032 18(58) 10 083.034 62(12) 10 083.033 461(80)
𝐵 /MHz 8515.163 07(25) 8516.083 09(10) 8277.506 17(44) 8277.507 38(10) 8277.506 507(96)
𝐶 /MHz 4910.198 78(21) 4910.235 40(11) 4811.468 97(17) 4811.469 122(77) 4811.468 723(58)
𝛥𝐾 /kHz 9.791 05(88) 9.850 55(33) 9.456(60) 9.430 44(76) 9.428 16(24)
𝛥𝐽𝐾 /kHz −3.170 67(60) −3.192 45(19) −2.865(74) −2.739 03(43) −2.739 86(25)
𝛥𝐽 /kHz 4.854 45(22) 4.852 046(73) 4.556(15) 4.585 14(10) 4.585 316(65)
𝛿𝐾 /kHz −0.607 20(39) −0.619 62(13) −0.226(31) −0.346 59(24) −0.343 17(13)
𝛿𝐽 /kHz 2.038 605(99) 2.038 100(27) 1.8855(77) 1.915 380(46) 1.915 325(32)
𝜖10 /MHz −764.737(38) −763.9260(53) −759.25(81) −758.019(36) −758.174(26)
𝜖01 /MHz −766.18(79) −763.230(32) −763.253(22)
𝜖20 /MHz 0.7749(28) 0.7661(17) 0.574(45) 0.7627(26) 0.7862(30)
𝜖02 /MHz 0.574(45)a 0.7721(23) 0.7568(27)
𝜖11 /MHz 1.0902(95) 1.1059(61) 1.000(21) 1.0306(75) 1.0891(92)
𝜖1−1 /MHz 0.0735(26) 0.0885(18) 0.0863(14) 0.0944(13) 0.1064(16)

Transitions 2181 9715 110 8125 12 403
Lines 1862 5870 72 5819 8602
RMS /kHz 104 111 29 54 68
WRMS 0.93 1.28 0.75 1.14 1.45
Standard Deviationb 0.95 1.29 0.93 1.11 1.46

Note. Fits performed with ERHAM in A-reduction. Standard errors are given in parentheses.
aParameter of (𝑞, 𝑞′) = (0, 2) is fixed to its counterpart equivalent parameter with (2, 0).
bWeighted unitless value for the entire fit.

already clear deviations for 𝛥𝐽𝐾 (∼ 5%) and 𝛿𝐾 (∼ 35%). Additionally,
the energy tunneling parameters 𝜖20 and 𝜖02, which are fixed to each
other in the analysis from Ordu et al. show strong deviations of about
25% each. This is expected, as Ordu et al. assigned only 72 lines,
suffered from misassignments, and, in contrast to this work, were
severely limited in frequency and quantum number coverage.

5. Conclusion

The microwave spectrum of an enriched sample of acetone-13C1 was
recorded for the first time. More than 1 THz of high-resolution spectra
were recorded up to 1102GHz. Previous analyses of the rotational
ground state were extended, with the number of assigned transitions
increasing by more than a factor of 100. The quantum number coverage
was increased to 𝐽 ′′

max = 98 and 𝐾 ′′
𝑎,max = 44. Two fits are presented.

The fit up to 500GHz should be used for structure determination as the
fit up to 1100GHz is expected to be effective. The latter fit allows for
astronomical searches up to the THz region, especially due to the high
number of assigned lines, but caution is required for the here excluded
quantum numbers above 500GHz.

For the analysis, the new LLWP software was used successfully. It
raised the efficiency and confidence of assignments in the dense and
complicated spectrum. Additionally, LLWP facilitated the analysis by
providing a multitude of important metrics. Due to its general and
unopinionated approach, molecular fingerprints of various molecules
can be analyzed in various frequency ranges.

LLWP is expected to speed up and facilitate the assignment of many
more complex molecular fingerprints in the future.
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Appendix A. Complementary material

First, the GUI of LLWP is shown with multiple columns (Fig. A.1)
to highlight the possibilities that this offers. Next, different important
metrics of the final analyses are provided. The quantum number cov-
erage plots (Fig. A.2) of the two final fits give an overview of the
quantum numbers of the included transitions. The residuals (Fig. A.3)
and weighted residuals (Fig. A.4) are a measure of the goodness of
the fit and highlight the need to exclude specific transitions with high
deviations for the fit up to 1100GHz. Additionally, the assignments per
transition type are displayed in Table A.1.



Journal of Molecular Spectroscopy 388 (2022) 111674

8

L. Bonah et al.

Fig. A.1. The GUI of LLWP with multiple columns. Each component of the triplet from Fig. 2 is shown here in its own column. Other typical use cases for multiple columns
include simultaneously observing different branches of infrared data or comparisons of different predictions..

Fig. A.2. Quantum number coverage of the two final fits (Tables 1 and 2). The data is plotted with high transparency, meaning the shade of each point represents the number
of assigned transitions (solid black corresponds to ≥ 10 transitions).

Fig. A.3. Residuals of the two final fits (Tables 1 and 2). The assignments that were excluded from the fit up to 1100GHz (being the transitions with 94 > 𝐽 ′ > 67 and 𝐾 ′
𝑎 > 3)

are highlighted in red in Fig. A.3(b). They show strong deviations from the predictions and could be easily identified in LLWP’s residuals window.
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Fig. A.4. Weighted residuals of the two final fits (Tables 1 and 2) against 𝐽 ′′. The assignments that were excluded from the fit up to 1100GHz (being the transitions with
94 > 𝐽 ′ > 67 and 𝐾 ′

𝑎 > 3) are highlighted in red in Fig. A.3(b).

Table A.1
Assignments per transition type for the two final fits (Table 1 and Table 2). Only transitions with a nonzero weight are listed here (252 transitions with
zero weight together with the 15 956 here listed transitions result in the 16 208 assigned lines). For the fits, the 𝑎-type transitions were excluded as they
are a product of label switching (Section 4). An additional 225 lines were excluded for the fit up to 1100GHz (transitions with 94 > 𝐽 ′ > 67 and 𝐾 ′

𝑎 > 3).

Fit up to 500GHz (Table 1) Fit up to 1100GHz (Table 2)

𝐽 ′ − 𝐽 ′′ 𝐾 ′
𝑎 −𝐾 ′′

𝑎 𝐾 ′
𝑐 −𝐾 ′′

𝑐 No. transitions 𝐽 ′ − 𝐽 ′′ 𝐾 ′
𝑎 −𝐾 ′′

𝑎 𝐾 ′
𝑐 −𝐾 ′′

𝑐 No. transitions

0 0 −1 92a 0 0 −1 92a

0 1 −2 26 0 1 −2 26
0 1 −1 3280 0 1 −1 3280
0 1 0 31 0 1 0 31
0 2 −1 89a 0 2 −1 89a

0 3 −3 – 0 3 −3 2
1 −1 1 1868 1 −1 1 2926
1 −1 3 1 1 −1 3 1
1 0 1 1073a 1 0 1 3147a

1 1 −1 211 1 1 −1 554
1 1 0 612 1 1 0 2023
1 1 1 2095 1 1 1 3783
1 3 −2 – 1 3 −2 1
1 3 −1 1 1 3 −1 1

𝑎-type transitions 1254a 𝑎-type transitions 3328a

𝑏-type transitions 7456 𝑏-type transitions 10547
𝑐-type transitions 669 𝑐-type transitions 2081

Total transitions 9379 Total transitions 15956

Note. Primes indicate the upper level and double primes indicate the lower level.
a𝑎-type transitions were excluded from all fits, see Section 4.
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ABSTRACT: Ethyl phosphaethyne, C2H5CP, has been charac-
terized spectroscopically in the gas phase for the first time,
employing millimeter- and submillimeter-wave spectroscopy in the
frequency regime from 75 to 760 GHz. Spectroscopic detection
and analysis was guided by high-level quantum-chemical
calculations of molecular structures and force fields performed at
the coupled-cluster singles and doubles level extended by a
perturbative correction for the contribution from triple excitations,
CCSD(T), in combination with large basis sets. Besides the parent
isotopologue, the three singly substituted 13C species were
observed in natural abundance up to frequencies as high as 500
GHz. Despite the comparably low astronomical abundance of
phosphorus, phosphaalkynes, R−CP, such as C2H5CP are
promising candidates for future radio astronomical detection.

■ INTRODUCTION
Nitriles, chemical species of the general formula R−CN, are
one, if not the most prominent, class of molecules found in
space. Over the last 50 years, many nitriles have been detected
by their pure rotational spectra using radio astronomical
techniques. Here, species range from simple prototypical
HCN,1 over metal-bearing variants like FeCN2 and CN-
bearing molecular ions,3,4 up to complex and heavy benzenoid
variants such as cyanonaphthalene5 and cyanoindene,6 just to
name a few.
Owing to intrinsically strong dipole moments, numerous

nitriles have also been studied in the laboratory using
microwave and millimeter-wave spectroscopy. In contrast,
comparable studies of phosphaalkynes, where the CN
functional group is replaced by an isovalent CP unit, are
rather scarce, which may in part be attributed to their
pronounced transient character and also more challenging
synthetic routes. Since the first microwave spectroscopic
studies of prototypical phosphaethyne (HCP),7 and a handful
of other selected species studied by Kroto and collaborators
(HC3P, CH3CP, NCCP, C2H3CP, PhCP; see Burckett-St.
Laurent et al.8 and references therein), only a small number of
additional phosphaalkynes have been characterized employing
high-resolution (rotational) spectroscopy. For detailed ac-
counts on the available laboratory spectroscopic data of
individual species, the interested reader may consult the
reports on phosphaethyne, HCP,9,10 HC3P,

9,11 HC5P,
12,13

NCCP,9 NC4P,
14,15 C2H3CP,

16 CH3CP,
17,18 PhCP,19 and

C3H5CH2CP.
20

It should be noted that while to this day, spectroscopic
signatures of only two phosphaalkynes, HCP and NCCP, have
been found in space,21,22 not all of the above species have yet
been characterized in the laboratory at a level meeting the
needs of radio astronomy. In addition, other potentially
astronomically relevant phosphaalkynes still await laboratory
(high-resolution) spectroscopic characterization. One such
species is ethyl phosphaethyne, C2H5CP (also known as
propylidynephosphine or phosphabutyne).
C2H5CP, the phosphorus variant of the astronomically

ubiquitous ethyl cyanide, C2H5CN (e.g., Endres et al.23), has
been known in the laboratory for many years and characterized
by its 1H, 31P, and 13C NMR spectra in solution.24,25 However,
so far, there does not seem to be any account of its
spectroscopic properties in the gas phase. In the present
study, high-level quantum-chemical calculations were per-
formed at the coupled-cluster (CC) singles and doubles level
extended by a perturbative correction for the contribution
from triple excitations, CCSD(T). Based on these results, the
pure rotational spectrum of C2H5CP has been detected for the
first time and observed in selected frequency ranges between
75 and 760 GHz. A detailed account of the experimental and
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theoretical work as well as the analysis of the rotational
spectrum of C2H5CP in its ground vibrational state are given in
the following.

■ THEORETICAL AND EXPERIMENTAL METHODS
Quantum-Chemical Calculations. Quantum-chemical

calculations to guide the spectroscopic search of C2H5CP
were performed at the CC singles and doubles level extended
by a perturbative correction for the contribution from triple
excitations (CCSD(T)).26 All calculations were performed
using the quantum-chemical program package CFOUR.27−29

Correlation-consistent polarized valence and polarized core
valence basis sets were used throughout. Within the frozen
core (fc) approximation, the tight-d-augmented basis set cc-
pV(T+d)Z was used for the phosphorus atom, and the
corresponding cc-pVTZ basis sets for carbon and hydro-
gen30,31 as well as the atomic natural orbital basis set ANO1.32

The ANO1 set consists of 18s13p6d4f2g to 5s4p2d1f,
13s8p6d4f2g to 4s3p2d1f, and 8s6p4d3f to 4s2p1d contrac-
tions for P, C, and H, respectively.
The cc-pwCVXZ (X = T and Q) basis sets were used when

considering all electrons in the correlation treatment.33

Equilibrium geometries were obtained using analytic gradient
techniques.34 For molecules comprising first- and second-row
elements, the ae-CCSD(T)/cc-pwCVQZ level of theory has
been shown on many occasions to yield molecular equilibrium
structures of very high quality (e.g., Coriani et al.35). The
corresponding structure of C2H5CP is shown in Figure 1. Full
sets of internal coordinates of both the ground-state molecular
structure and the transition state to methyl internal rotation are
collected in the Supporting Information.

Harmonic and anharmonic force fields were calculated in the
fc approximation using the cc-pV(T+d)Z and ANO1 basis sets
using analytic second-derivative techniques,36,37 followed by
additional numerical differentiation to calculate the third and
fourth derivatives needed for the anharmonic force field.37,38

Theoretical ground-state rotational constants were then
estimated from the equilibrium rotational constants (calculated
at the CCSD(T)/cc-pwCVQZ level of theory) and the zero-
point vibrational corrections ΔA0, ΔB0, and ΔC0 (calculated at
the fc-CCSD(T)/ANO1 level; see Table 1). In addition, the
fc-CCSD(T)/ANO1 force-field calculation yields the quartic
and sextic centrifugal distortion parameters. Spin-rotation
constants, owing to the presence of 31P (I = 1/2), were

calculated at the CCSD(T)/cc-pwCVQZ level of theory using
rotational London orbitals.39

At the ae-CCSD(T)/cc-pwCVQZ level of theory and
corrected for harmonic zero-point effects at the fc-
CCSD(T)/ANO1 level of theory, the barriers of internal
rotation V3 of both C2H5CP and isovalent C2H5CN are
estimated as about 2.8 kcal/mol, suggesting that torsional
splitting will not be significant for the ground-state rotational
spectrum obtained here.

Figure 1. Bond lengths of C2H5CP calculated at the ae-CCSD(T)/cc-
pwCVQZ level of theory (in Å). Full structure in internal coordinates
is given in the Supporting Information.

Table 1. Calculated and Experimental Molecular Parameters
of C2H5CP in Its Ground Vibrational Statea

parameter calculations experimental

Ae/MHz 25374.531
Be/MHz 2719.663
Ce/MHz 2532.995
ΔA0/MHz 158.770
ΔB0/MHz 12.603
ΔC0/MHz 14.132
A0/MHz 25215.761 25216.12285(35)
B0/MHz 2707.060 2709.143447(22)
C0/MHz 2518.863 2520.638536(21)
−DJ/Hz −879.142 −900.7695(38)
−DJK/kHz 23.760 24.101222(85)
−DK/kHz −536.855 −547.7691(34)
d1/Hz −147.802 −153.7099(23)
d2/Hz −7.414 −8.11625(97)
HJ/mHz 1.461 1.50407(31)
HJK/mHz −14.470 −14.8371(54)
HKJ/Hz −1.374 −1.37747(40)
HK/Hz 36.623 36.895(11)
h1/μHz 469.5 490.70(24)
h2/μHz 65.5 69.37(13)
h3/μHz 6.8 6.570(15)
LJ/nHz −3.0130(87)
LJK/μHz −2.446(11)
LKKJ/μHz 71.50(53)
l1/nHz −1.3244(74)
l2/pHz −259.3(5.0)
Caa(P)/kHz 7.42
Cbb(P)/kHz 5.02
Ccc(P)/kHz 4.92
Cab(P)/kHz 12.51
Cba(P)/kHz 1.06
μa/D 1.53
μb/D 0.29
V3/kcal/mol 2.8

transitions 6016
lines 4010
RMS/kHz 29.7
WRMS 1.00

aFits performed with SPFIT in the S-reduction and the Ir
representation. Standard errors are given in parentheses. Lines that
were rejected from the fit are excluded from the statistics. Equilibrium
rotational constants, phosphorus spin rotation constants, dipole
moment components, and barrier of internal rotation calculated at the
ae-CCSD(T)/cc-pwCVQZ level, zero-point vibrational contributions
to the rotational constants, centrifugal distortion constants, and
barrier of internal rotation calculated at the fc-CCSD(T)/ANO1
level. Ground-state rotational constants are estimated as B0 = Be −
ΔB0. For further details, see the text.
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Puzzarini et al.40 may be consulted for further insight into
the theoretical approaches used in the present context.
Experiment. Broadband measurements were recorded with

a synthesized sample by using three different experimental
setups in Cologne. The three measured frequency ranges of
75−120, 170−255, and 340−760 GHz resulted in a total
frequency coverage of 550 GHz.
Synthesis. C2H5CP was prepared following the synthesis

published by Guillemin et al.25 The three-step sequence
involves the synthesis of 1,1-dichloropropylphosphonic acid
diisopropyl ester, which was reduced to 1,1-dichloropropyl-
phosphine followed by a bis-dehydrochlorination using 1,8-
diazabicyclo[5,4,0]undec-7-ene as a base to generate C2H5CP.
The two last steps of the synthesis were performed in
tetraethylene glycol dimethyl ether (tetraglyme) as solvent.
C2H5CP was purified by vaporization, condensed under
vacuum at −100 °C, and finally introduced into a cell
containing degassed tetraglyme for storage at dry ice
temperature.
Broadband Measurements. Spectra were obtained through

broadband scans by utilizing three different absorption
experiments sharing a common basic structure consisting of
a source, an absorption cell, and a detector. The sources
consist of synthesizers and subsequent commercial amplifier−
multiplier chains to reach the desired frequency range. For the
absorption cells, different lengths of borosilicate tubes were
used. The resulting radiation was propagated via horn
antennas, mirrors, and polarization filters through the
absorption cells and onto the detectors. These are either

Schottky detectors (<500 GHz) or a cryogenically cooled
bolometer (>500 GHz). All experiments utilized frequency
modulation with a 2f-demodulation scheme to increase the
SNR. The resulting lineshapes look similar to the second
derivative of a Voigt profile. More in-depth descriptions of the
setups have been given earlier in Martin-Drumel et al.41 and
Zingsheim et al.42

All measurements were performed at room temperature and
static pressure. This was deemed safe, as a time series of the
same calibration line showed no significant degradation of the
sample over time. Before each filling of the absorption cells, the
sample was frozen out. Then, C2H5CP was selectively removed
from the solution in vacuo while keeping the sample container
at a temperature of about −40 °C. The filling pressures were in
the range of 10−40 μbar. Reproducibility lines were measured
before and after each batch of measurements as sanity checks
(Supporting Information). Standing waves were removed from
the broadband spectra via Fourier filtering with an in-house-
written script.a

■ RESULTS AND DISCUSSION
C2H5CP is an asymmetric top molecule with Ray’s asymmetry
parameter of κ = (2B − A − C)/(A − C) = −0.98. Thus,
C2H5CP is a highly prolate rotor close to the symmetric limit
of −1. Its two nonzero dipole moments μa = 1.5 D and μb = 0.3
D (see Table 1) result in a strong a-type spectrum and a
considerably weaker b-type spectrum, with the methyl group
potentially allowing for internal rotation splitting and energeti-

Figure 2. Top: pure rotational spectrum of C2H5CP from 170 to 216 GHz. The typical pattern determined by consecutive a-type rotational
transitions is clearly visible. Transitions of the J7,J−7 ← J − 17,J−8 series are highlighted in blue and the respective J values are given. The intensities
vary due to the frequency dependence of the source power and pressure in the cell increasing over time. Bottom: one of the first scans taken at
172.7 GHz. The initial theoretical predictions (blue sticks) reproduce the experimental pattern nearly quantitatively when shifted by about +126
MHz, making spectroscopic assignment a straightforward procedure. The red trendline highlights the pattern of the 33 32K K K K,33 ,32a a a a

and
33 32K K K K,34 ,33a a a a

transitions. For Ka > 5, the asymmetry components are overlapping, whereas the splitting is still resolved for Ka = 5
(indicated by the gray lines). For Ka = 3 and Ka = 4, the second asymmetry components lie outside the shown region.
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cally low-lying vibrational states giving rise to rather intense
vibrational satellite spectra.
Parent Isotopologue. Initial scans of the millimeter-wave

regime were performed around a wavelength of 2 mm in search
of the characteristic a-type line pattern. Indeed, strong
transitions were observed soon and were found to be fully
compatible with the theoretical predictions on both large and
small frequency scales. As can be seen in the top spectrum of
Figure 2, the broadband scan around 200 GHz clearly features
harmonically related line series, as expected for the a-type
spectrum of a prolate asymmetric rotor. From coarse visual
inspection of this scan alone, the separation between
consecutive transitions is about 5 GHz, in very good
agreement with the theoretical estimate of (B + C) = 5.25
GHz calculated for C2H5CP (Table 1). At smaller scales, see
the bottom spectrum in Figure 2, the assignment of C2H5CP to
the carrier of the molecular absorption is secured immediately:
As can be seen, the theoretical spectrum can be brought into
near-perfect agreement with the dominant transitions of the
experimental spectrum when a small shift of only 126 MHz is
applied, identifying the experimental lines as belonging to the J
= 33 ← 32 transition. The spectroscopic offset of 126 MHz
translates into a deviation of merely 126 MHz/33 ≈ 4 MHz in
B + C between prediction and experiment, corresponding to an
effective agreement on the order of one per mill. This small
empirical correction permitted immediate detection and
assignment of many lines from adjacent rotational transitions
over a sizable quantum number regime.
Comprehensive spectroscopic analysis was finally carried out

using the 75−120, 170−255, and 340−760 GHz broadband
spectra and by tracing line series in Loomis-Wood plots
employing the LLWP software.43 Besides the capabilities of
LLWP to facilitate spectroscopic assignment and (multi-
component) spectral line profile fitting to evaluate transition
frequencies accurately, it has also been designed as a frontend
to Pickett’s SPFIT/SPCAT program suite,44 hence speeding
up the spectroscopic analysis as a whole significantly. Owing to
the high quality and predictive power of the CCSD(T) model
(Table 1), spectral assignment was a rather straightforward
procedure. Furthermore, consistency of line fitting was
evaluated and supported using our Python package Pyckett,
which is a Python wrapper around Pickett’s SPFIT and SPCAT
program suite, adding some very useful functionality.b Rather
than estimating uniform transition frequency uncertainty,
uncertainties of either 20, 30, or 40 kHz were assigned via
an automated process, which is described in greater detail in
the Supporting Information.
The final fit comprises 6041 ground-state transitions with

4024 unique frequencies spanning quantum number ranges of
4 ≤ J ≤ 140 and 0 ≤ Ka ≤ 25. The majority of these lines are a-
type transitions (4340 transitions with 2856 unique
frequencies) complemented with b-type transitions (1701
transitions with 1223 unique frequencies) that proved more
difficult to assign due to their lower intensities. However,
LLWP’s Blended Lines Window allowed us to derive accurate
line positions even for weak or moderately blended lines. No
A/E-splitting from internal rotation of the methyl group was
observed. The final fit parameters are collected in Table 1. As
can be seen, the full set of sextic and five octic centrifugal
distortion parameters were needed to reproduce the transition
frequencies within their experimental uncertainties (RMS = 30
kHz, WRMS = 1.00). The agreement between the calculated
and the experimental molecular parameters is excellent.

Only a very small number of 25 transitions at 14 unique
frequencies were omitted from the fit due to (νobs − νcalc)/Δνobs values greater than 5. Clearly, at values of about 109 ≤ J
≤ 114, the ground vibrational state shows signs of a local
perturbation (see Figure 3). From a rudimentary Boltzmann

analysis performed through intensity comparison of vibrational
satellites and ground state lines, the vibrational wavenumber is
estimated as 170 cm−1, hinting toward the energetically lowest
state v13 = 1, the first excited in-plane C−C−P bending mode
(see Supporting Information). While a quantitative perturba-
tion treatment is beyond the scope of the present paper, a
preliminary fit of the vibrational satellite lines compared
against the ground-state parameters yields rotation-vibration
interaction constants in good agreement with values obtained
from the anharmonic force field calculations,c substantiating
this assignment. Further yet preliminary inspection of the ν13
vibrational satellite pattern with LLWP provides evidence that
the state is not just part of a dyad with the ground vibrational
state but part of a polyad with other vibrational states. A
comprehensive treatment of the vibrational satellite spectrum
will be the subject of future analysis.
Additionally, a-type transitions of the vibrational ground

state with Ka = 22 and Ka ≥ 26 show systematic deviations for
high J values, which are most-likely also a result of the
interaction with the ν13 vibrational state. Thus, the analysis of
the parent isotopologue was limited to transitions with Ka < 26.
Singly Substituted 13C Isotopologues. While the

detection of the singly substituted 13C species proved
challenging due to low line intensities as well as the overall
high line density and line blending (see Figure 4),
spectroscopic assignment was finally feasible based on
empirically improved predictions obtained by scaling the
theoretical rotational parameters of the minor species with
correction factors obtained from the parent species (see
Supporting Information). This procedure finally enabled the
detection of Ka = 0, 1 line series very close to the scaled

Figure 3. Side-by-side Loomis-Wood plots for the J18,J−17 ← J −
118,J−18 series of the vibrational ground state v = 0 (left side in red)
and the J10,J−9 ← J − 110,J−10 series of the energetically lowest
vibrationally excited state v13 = 1 (right side in blue). The two sides
are almost perfect mirror images with strong deviations for J = 111
and J = 112. This indicates interactions between the two states
centered around the respective J = 111 energy levels. The predictions
from this work were used as the center frequencies for v = 0, while for
v13 = 1, a polynomial of degree 2 was fitted to the ten here seen
assignments as its preliminary analysis is not sufficiently accurate.
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predictions using the LLWP program. Once a valid
spectroscopic assignment had been accomplished, assignment
of additional series was much easier; however, only a-type
spectra up to 500 GHz were assigned with confidence. Many
transitions were found blended with close-by strong lines. This
was especially severe for CH3CH2

13CP as its B and C constants
are very similar to those of the parent isotopologue. As a result,

the quantum number coverage of CH3CH2
13CP is significantly

more limited compared with that of the other two species.
For all rare isotopologues, full quadratic and quartic

parameter sets were used. For the sextic parameters, only HJ,
HJK, HKJ, and h1 were determined, which is a result of having
only a-type transitions assigned. To provide more accurate
predictions outside the covered quantum number range,
undetermined parameters were set to the main isotopologue
values. The resulting molecular parameters are listed in Table
2. The parameters match the scaled predictions very well (see
Supporting Information).
While the isotopic data obtained in the present study are by

far not sufficient to derive an unconstrained empirical
molecular structure of C2H5CP, they may be used to derive
structural information about the carbon backbone. If the
experimental ground-state rotational constants of all four
isotopologues available are first corrected for the effects of
zero-point vibration (calculated here at the fc-CCSD(T)/
ANO1 level of theory, Table 1 and Supporting Information)
prior to structural refinement, then semi-experimental
equilibrium structural parameters reSE are obtained45,46 that
may be compared directly to their ab initio values. Using this
strategy and keeping the majority of structural parameters fixed
at their ae-CCSD(T)/cc-pwCVQZ values, the two C−C bond
lengths as well as the C−C−C angle are determined as
r 1.5293(2)H C CH3 2

= Å, r 1.4647(2)H C CP2
= Å, and αCCC =

112.20(1)°. These values are in excellent agreement with their
ae-CCSD(T)/cc-pwCVQZ counterparts (Supporting Informa-
tion). Any extension of the empirical structure determination
in the future will require the experimental characterization of a

Figure 4. Loomis-Wood plot of the J0,J ← J − 10,J−1 transitions for the
three singly substituted 13C species of C2H5CP. Predictions are shown
as sticks in red if the transition is assigned or blue if unassigned. The
measured intensity of the lines is highly dependent on the power of
the source at the respective frequencies. The overall signal-to-noise
ratio is very low for these isotopologues, severely limiting the number
of possible assignments.

Table 2. Molecular Parameters of C2H5CP and Its Singly Substituted 13C Isotopologuesb

parameter CH3CH2CP 13CH3CH2CP CH3
13CH2CP CH3CH2

13CP

A/MHz 25216.12285(35) 24834.81(19) 24696.03(15) 25115.37(19)
B/MHz 2709.143447(22) 2641.07228(69) 2686.01405(83) 2708.97088(95)
C/MHz 2520.638536(21) 2457.88562(70) 2495.32816(71) 2519.45345(67)
−DJ/Hz −900.7695(38) −883.46(13) −861.16(15) −897.91(23)
−DJK/kHz 24.101222(85) 24.6990(22) 22.2244(20) 24.467(13)
−DK/kHz −547.7691(34) −552(19) −505(20) −563(18)
d1/Hz −153.7099(23) −149.84(20) −149.67(24) −155.40(23)
d2/Hz −8.11625(97) −7.635(45) −8.242(74) −8.133(43)
HJ/mHz 1.50407(31) 1.507(25) 1.363(25) 1.582(45)
HJK/mHz −14.8371(54) −17.12(51) −11.89(45) −14.1(3.3)
HKJ/Hz −1.37747(40) −1.3748(89) −1.3072(70) −1.34(11)
HK/Hz 36.895(11) a a a

h1/μHz 490.70(24) 518(44) 503(53) 549(49)
h2/μHz 69.37(13) a a a

h3/μHz 6.570(15) a a a

LJ/nHz −3.0130(87) a a a

LJK/μHz −2.446(11) a a a

LKKJ/μHz 71.50(53) a a a

l1/nHz −1.3244(74) a a a

l2/pHz −259.3(5.0) a a a

transitions 6016 417 556 163
lines 4010 282 366 133
RMS/kHz 29.7 26.5 25.3 27.7
WRMS 1.00 0.75 0.71 0.77

aParameter was fixed to the parent isotopologue value. bFits performed with SPFIT in the S-reduction and Ir representation. Standard errors are
given in parentheses.
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much larger sample of isotopologues, most notably deuterated
variants.

■ CONCLUSIONS
Ethyl phosphaalkyne, C2H5CP, has been detected spectro-
scopically in the gas phase for the first time. The pure
rotational spectrum of the parent isotopic species could be
detected, assigned, and analyzed, covering frequencies as high
as 760 GHz. In addition, the three singly substituted 13C-
species were also observed and characterized up to 500 GHz.
The experimental findings agree very well with the results of
the high-level CCSD(T) calculations.
Future analysis of the vibrational satellite spectrum will be an

interesting and challenging task. C2H5CP possesses a sizable
number of energetically low-lying vibrational modes. Con-
sequently, the vibrational satellite spectrum will comprise
contributions not only from fundamental vibrations but also
from overtone and combination modes additionally, providing
ample opportunity for interactions and hence perturbed
spectra. As has been shown here, even the ground vibrational
state is subject to perturbation at high values of J and Ka.
Now that the pure rotational spectrum of C2H5CP in the

ground vibrational state has been studied to high accuracy,
astronomical searches for this phosphaalkyne in suitable
sources are feasible. Frequency predictions along with all
relevant data (line lists, fit files) will be provided and archived
through the Cologne Database for Molecular Spectroscopy
(CDMS).47,48
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A B S T R A C T

Cyclopentadiene (c–C5H6) is a cyclic pure hydrocarbon that was already detected astronomically towards
the prototypical dark cloud TMC-1 (Cernicharo et al., 2021). However, accurate predictions of its rotational
spectrum are still limited to the microwave region and narrow quantum number ranges. In the present
study, the pure rotational spectrum of cyclopentadiene was measured in the frequency ranges 170–250GHz
and 340–510GHz to improve the number of vibrational ground state assignments by more than a factor
of 20, resulting in more accurate rotational parameters and the determination of higher-order centrifugal
distortion parameters. Additionally, vibrational satellite spectra of cyclopentadiene in its eight energetically
lowest vibrationally excited states were analyzed for the first time. Coriolis interactions between selected
vibrational states were identified and treated successfully in combined fits. Previous microwave work on
the three singly 13C substituted isotopologues was extended significantly also covering frequency ranges up
to 250 GHz. The new data sets permit reliable frequency predictions for the isotopologues and vibrational
satellite spectra far into the sub-mm-wave range. Finally, the experimental rotational constants of all available
isotopologues and calculated zero-point vibrational contributions to the rotational constants were used to
derive a semi-experimental equilibrium structure of this fundamental ring molecule.

1. Introduction

Cyclopentadiene (c–C5H6) is a polar cyclic hydrocarbon with an
appreciable dipole moment of 0.419(4) D [1]. In the laboratory, its
rotational spectrum was first studied in the microwave by Laurie in
1956 [2]. Later studies measured more microwave transitions [1,3]
and extended the frequency coverage into the mm-wave region up
to 390 GHz [4]. However, even in the most recent work by Bogey
et al. [4] only 99 lines were reported. The resulting parameters have
high uncertainties and no sextic or higher-order parameters were fitted.
Therefore, the accuracy for predictions outside the measured frequency
and quantum number range leaves much room for improvement. In
addition to the main isotopologue, the three singly 13C substituted
isotopologues and different deuterium-substituted isotopologues were
examined [1,5] in the microwave regime, but no mm-wave data are
available. No vibrational satellite spectra have been reported so far for
any isotopic species and only one vibrational band has been studied
at high spectral resolution, the 𝜈26 fundamental mode of the parent
isotopologue [6]. However, eight vibrational states lie below 850 cm−1

with the methylene-rocking motion being the lowest at about 350 cm−1

∗ Corresponding author.
E-mail address: bonah@ph1.uni-koeln.de (L. Bonah).

(see Fig. 1) [7]. The narrow spacing between some vibrational levels
suggests they might be subject to considerable interactions.

Cyclopentadiene was detected astronomically towards TMC-1 [8]
via five lines with low quantum numbers (2 ≤ 𝐽 ≤ 5 and 𝐾𝑎 ≤ 3) around
38 GHz and 46 GHz, all of which belong to the vibrational ground state
of the main isotopologue.

This work aims at extending the frequency and quantum number
coverage of the main isotopologue and the singly 13C substituted
isotopologues. Additionally, for the parent isotopic species, rotational
analyses of all vibrationally excited states below 850 cm−1 are pre-
sented, including a treatment of two resonance systems identified for
the first time.

2. Experimental details

High-resolution broadband spectra of cyclopentadiene were
recorded with an absorption spectrometer in the frequency ranges
170–250 GHz and 340–510 GHz. A commercially available radiation
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Fig. 1. The vibrational states of cyclopentadiene below 850 cm−1. The respective
symmetries are given in parentheses. The two interaction systems are indicated by
blue and red color.

source from Virginia Diodes was combined with two different amplifier-
multiplier chains to reach the desired frequency ranges. A 5 m absorp-
tion cell was used in a double-pass setup for a total absorption path
of 10 m. On the detection side, a Schottky detector was employed with
subsequent preamplifiers and a lock-in amplifier. The radio frequency
was frequency modulated by the synthesizer and a 2f demodulation of
the detector signal was performed by the lock-in amplifier to increase
the signal-to-noise ratio (SNR). The resulting lineshapes look similar to
a second derivative Voigt profile. The spectrometer was described in
greater detail elsewhere previously [9].

Commercially, cyclopentadiene is not available in monomeric form
but as a Diels–Alder adduct, dicylcopentadiene. It may however be
produced from the adduct through a thermally induced retro-Diels–
Alder reaction. In the present study, the thermolysis used a quartz tube,
an oven with a 10 cm heating zone and a temperature of about 560 ◦C
which was determined to yield optimal production for this specific
setup [10]. A needle valve attached to the sample container allowed
to precisely set the precursor flow. To increase the vapor pressure of
dicyclopentadiene and prevent clogging of the needle valve, the sample
container and the valve were resistively heated to about 55 °C. The
rotational temperature in the absorption cell was room temperature as
is apparent from the rotational spectrum (see e.g. the good agreement
between the experimental intensities and the predictions performed
at 300 K in Fig. 2). Due to the thermolysis, all measurements were
performed under mild flow conditions while keeping the pressure in
the cell in the range of 20–30 μbar. Standing waves were removed from
the raw spectral data via Fourier filtering with a self-written script.1

3. Spectroscopic fingerprint of cyclopentadiene

Cyclopentadiene is an asymmetric top rotor close to the oblate limit
as seen from its Ray’s asymmetry parameter 𝜅 = (2𝐵 − 𝐴 − 𝐶)∕(𝐴 −
𝐶) = 0.90. The main isotopologue has 𝐶2𝑣 symmetry2 resulting in the
two spin species ortho (𝐾𝑎 + 𝐾𝑐 odd) and para (𝐾𝑎 + 𝐾𝑐 even) with
statistical weights of 9 and 7, respectively [6,8]. Only the 𝑏-type dipole
moment is non-zero (0.419(4) D [1]) and the rotational spectrum mainly
comprises two characteristic patterns for 𝛥𝐽 = 1 (𝑅-branch) and 𝛥𝐽 = 0
(𝑄-branch) transitions which are highlighted in Fig. 2.

The 𝑅-branch line series consist of 𝛥𝐽𝛥𝐾𝑎 ,𝛥𝐾𝑐
= 1±1,1 transitions.

For high 𝐽 values the 𝛥𝐾𝑎 = +1 transitions are blended with the
respective 𝛥𝐾𝑎 = −1 transitions. Transitions with the same 𝐽 + 𝐾𝑎
value form patterns (see red lines in Fig. 2) that increase in 𝐽 with
increasing frequency. When 𝐾𝑎 is far from 𝐽 , the lines are spaced almost

1 https://github.com/Ltotheois/SnippetsForSpectroscopy/tree/main/
FFTCorrection.

2 The naming of the symmetry species 𝐵1 and 𝐵2 is swapped in this work
compared to some older works, e.g. Castellucci et al. [7].

Table 1
The resulting rotational parameters for the vibrational ground states of the main
isotopologue and the three singly 13C substituted isotopologues.

Parameter c-C5H6 1-13C 2-13C 3-13C

𝐴 /MHz 8426.108825(35) 8226.0534(18) 8420.04351(98) 8345.13300(94)
𝐵 /MHz 8225.640352(33) 8219.4832(18) 8040.4326(14) 8108.7105(12)
𝐶 /MHz 4271.437296(30) 4217.75907(40) 4219.40981(37) 4219.06493(33)
−𝐷𝐽 /k Hz −2.692726(21) −2.6502(22) −2.6318(19) −2.6357(17)
−𝐷𝐽 𝐾 /k Hz 4.059634(34) 3.9985(49) 3.9703(41) 3.9771(38)
−𝐷𝐾 /k Hz −1.682765(22) −1.6585(26) −1.6472(22) −1.6498(21)
𝑑1 /Hz −42.220(10) a −17.2(1.3) −12.7(1.3)
𝑑2 /Hz −0.6014(36) a −5.06(60) 1.90(51)
𝐻𝐽 /mHz 1.0208(37) a a a

𝐻𝐽 𝐾 /mHz −4.0297(71) a a a

𝐻𝐾 𝐽 /mHz 5.0425(73) a a a

𝐻𝐾 /mHz −2.0316(41) a a a

Transitions 3510 228 228 235
Lines 1992 120 143 145
RMS /k Hz 21.40 14.97 16.72 16.31
WRMS 0.79 0.44 0.49 0.46

Fits performed with SPFIT in the S-reduction and IIIl representation. Standard errors
are given in parentheses. Parameters of the vibrational ground state are applied to all
vibrationally excited states and difference values are fitted.
a Parameter was fixed to the global value.

equidistantly (about 430 MHz). These patterns repeat every 8.54 GHz
corresponding to 2(𝐵 + 𝐶 − 𝐴) = 2𝐶 for the limiting case of an oblate
symmetric top.

𝑄-branches comprise 𝛥𝐽𝛥𝐾𝑎 ,𝛥𝐾𝑐
= 01,−1 transitions and again the

two asymmetry components are typically blended. Lines belonging to
a single pattern (see blue lines in Fig. 2) share the same 𝐾𝑐 value.
Going from high to low frequencies, the pattern starts with the 𝐾 ′′

𝑎 = 0
transition and its respective blended 𝐾 ′′

𝑎 = 1 transition. Subsequent
lines (at lower frequencies) increase in 𝐽 and 𝐾𝑎. Similarly, the distance
between lines increases slightly when 𝐽 values increase. These 𝑄-type
patterns repeat about every 8.1 GHz, which for the limiting case of an
oblate symmetric top would be given by 2(2𝐵 − 𝐴 − 𝐶) = 2(𝐵 − 𝐶).

Spectroscopic assignment was carried out via Loomis-Wood plots
as implemented in the LLWP software [11]. Pickett’s SPFIT was used
for least squares fitting to an asymmetric top Hamiltonian in the
S-reduction and IIIl representation [12]. Line uncertainties were deter-
mined with a semi-automatic procedure described previously [13].

Complementary quantum chemical calculations in support of the
spectroscopic analysis were performed using the CFOUR suite of pro-
grams [14,15] using strategies outlined elsewhere [16]. Most im-
portantly, the rotation-vibration interaction constants 𝛼𝐴,𝐵 ,𝐶𝑖 as well
as vibrational wavenumbers 𝜈𝑖 were derived from an anharmonic
force field computed at the coupled-cluster (CC) singles and doubles
level extended by a perturbative correction for the contribution from
triple excitations, CCSD(T), [17] in combination with the ANO0 basis
set [18] and in the frozen core (fc) approximation. A high-level equi-
librium structure of cyclopentadiene was calculated at the CCSD(T)/cc-
pwCVQZ level (cf. Ref. [19] and references therein) considering all
electrons (ae) in the correlation treatment.

Assigning the spectrum of the main isotopologue was straightfor-
ward due to literature data covering frequencies up to 390 GHz [4]
and readily visible patterns. Literature data from frequency ranges not
covered here [1,3,4] were incorporated into our analysis except data
from Laurie [2] as their data shows a systematic offset (mean 𝜈obs−𝜈calc
value of 136(114) k Hz) and because most of their lines were remeasured
in later works.

Substituting a single 12C with a 13C atom has considerable influence
on the observed spectrum. When substituting the 1-C atom,3 the 𝑎- and

3 The labeling of carbon atoms is equivalent to the one in Scharpen
et al. [1], where 1-C is the methylene carbon atom and the other carbons
are numbered sequentially.
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Fig. 2. Part of the experimental spectrum of cyclopentadiene in black. Typical 𝛥𝐽 = 1 and 𝛥𝐽 = 0 patterns of the 𝑏-type spectrum of cyclopentadiene are highlighted by the
corresponding predictions in red and blue, respectively. The 𝑅-branch transitions are governed by 𝛥𝐽𝛥𝐾𝑎 ,𝛥𝐾𝑐

= 1±1,1 with 𝐾 ′
𝑎 = 26 −𝐽 ′ or 27 −𝐽 ′ and 𝐽 ′ as indicated. In the zoom-in,

𝑄-branch transitions obey 𝛥𝐽𝛥𝐾𝑎 ,𝛥𝐾𝑐
= 01,−1 and 𝐾 ′

𝑎 = 𝐽 − 27 or 𝐽 − 26.

Fig. 3. The six energetically lowest vibrational fundamentals sorted to increasing energy from left to right.

𝑏-axes are swapped. Therefore, the 𝐴 constant of the 1-13C isotopologue
should be compared with the 𝐵 constants of the other isotopologues
and an 𝑎-type spectrum is observed. Substituting the 2-C or 3-C atom
lifts the 𝐶2𝑣 symmetry and rotates the principal axes in the 𝑎− 𝑏 plane
introducing an 𝑎-type dipole moment with a ratio 𝜇𝑎∕𝜇𝑏 of 0.12 and
0.50 , respectively [1]. Literature data covering lower frequencies were
included in the analyses presented here [1]. Due to the low natural
abundance, the analysis of the singly 13C substituted isotopologues was
limited by their low SNR to frequencies below 250 GHz.

The resulting parameters for the ground vibrational states of the
isotopologues (see Table 1) show good agreement with literature data
(see Table B.2,4) although generally not within quoted uncertainties.
As no literature data were available for the quartic centrifugal distor-
tion constants of the singly substituted 13C isotopologues, these values
were derived (for all analyzed isotopologues) from fc-CCSD(T)/ANO0
force field calculations (see Table B.3). The good agreement between
the calculated and experimental values confirms the physical mean-
ingfulness of the experimental parameters with the exception of the
𝑑2 parameter of the parent isotopic species. This deviation might be
a consequence of the very small magnitude of this parameter for the
parent species combined with the influence of zero-point vibration.

4 The CDMS results are used for the main isotopologue as they include more
lines than Bogey et al. [4] and the IIIl representation is used.

Trial fits of the parent isotopic species using the Ir representation reveal
proper agreement between the experimental and calculated quartic
centrifugal distortion constants at the cost of an overall degraded fit
quality. The new global fits are extended significantly regarding the
number of assigned transitions as well as the frequency and quantum
number coverage. Compared to previous results, additional higher-
order parameters were added and the accuracy of existing parameters
was improved.

Vibrational motions of the six energetically lowest vibrational fun-
damentals are shown in Fig. 3. While the calculated vibrational
wavenumbers show good agreement with literature values [7], there
are substantial deviations of opposite sign for the 𝛼𝐶𝑖 values of the 𝜈10
and 𝜈22 fundamentals. The magnitude combined with the mirror-like
appearance of the deviations suggests that they result from contribu-
tions of Coriolis coupling to the rotational constants [20–22]. As a
result, the search for the vibrational states 𝜈10 and 𝜈22 did not rely on
calculated predictions but on finding their spectroscopic patterns by
visual means alone, a task challenged by the diminished intensity of the
vibrational satellites due to their small Boltzmann factors of only 2%.
To support the identification of low-intensity patterns, already assigned
states were removed from the spectrum by deleting the experimental
data points around their peak position. This was done in an iterative
process for the strongest remaining pattern(s) as shown in Fig. 4.
The effectiveness of Loomis-Wood plots was greatly improved by this
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Fig. 4. The process of removing known vibrationally excited states from the experimental spectrum visualized. In the top row, the complete spectrum is shown together with the
predicted stick spectrum for the vibrational ground state in blue. Removing all data points within 2.5 MHz of the assigned ground state positions yields the spectrum in the row
below (with the 𝑦-axis being rescaled to match the reduced data). There the predicted stick spectrum of the energetically lowest vibrationally excited state 𝜈27 is shown in purple.
Similarly, rows three and four show the spectrum after additionally removing lines belonging to 𝜈27 and 𝜈14, respectively. This process greatly facilitates visual pattern recognition
for vibrational states (and/or isotopologues) with lower intensities. The two lowest rows show that the method also has drawbacks, as some prominent lines from the predictions
are missing in the experimental spectrum. This results from these lines being blended with transitions from already removed states. Combining this approach with Loomis-Wood
plots increases the fault tolerance drastically.

Fig. 5. Resonance plot of the 𝐾 ′
𝑎 = 9 series of 𝜈10 and the 𝐾 ′

𝑎 = 7 series of 𝜈22. In
all transitions 𝛥𝐽 = 𝛥𝐾𝑎 = 𝛥𝐾𝑐 = 1. The mirror image-like deviations for 𝐽 ′ = 18 and
19 indicate an interaction that is centered around the respective energy levels with
𝐽 ′ = 18.

procedure and allowed to assign the vibrational satellite spectra of
𝜈10 and 𝜈22 despite the large discrepancy between the calculated and
experimental values of their 𝐶 rotational constants. While molecular
parameters of the eight energetically lowest vibrationally excited states
of cyclopentadiene are presented here, satellites from states even higher
in energy were easily visible and could be assigned readily. However, a
tentative analysis hinted towards strong interactions between multiple
of these states, putting their quantitative analysis beyond the scope of
this work.

Within the eight energetically lowest vibrational states analyzed
here, two interaction systems could be identified by mirror images in
their residuals and resonance plots (see Fig. 5), the 𝜈10/𝜈22 dyad and the

𝜈26/2𝜈27/𝜈13 triad. The initial guess for the vibrational energy difference
was approximated from the involved rotational energy levels. For the
final model, 50 interstate transitions between 𝜈13 and 2𝜈27 as well as
20 interstate transitions between 𝜈10 and 𝜈22 were assigned. They result
from wavefunction mixing due to the interactions and help determine
the vibrational energy difference accurately. The interaction parame-
ters were systematically tested with Pyckett.5 From group theory it can
be derived, that Coriolis interactions occur only between vibrational
states of different symmetry and for each pair of states only a single
symmetry (meaning 𝑎-, 𝑏-, or 𝑐- symmetry) of Coriolis interactions can
occur [23–25].

The resulting rotational parameters of the vibrational states are
given in Table 2 and the interaction parameters are given in Table 3.
In general, the deviations of the rotational constants with respect to
the vibrational ground state show good agreement with the rotation-
vibration interaction constants from quantum chemical calculations,
see Table A.1. Typically the obs-calc agreement is within 1 MHz but
there are some slight deviations of about 2.5 MHz for 𝛼𝐴 of 𝜈10 and
strong deviations for 𝛼𝐶 of 𝜈10 and 𝜈22 of about ±100 MHz. However, the
𝛼𝐶𝜈10 + 𝛼𝐶𝜈22 values between the experiment and calculations agree well
(15.765(71) MHz and 15.01 MHz, respectively) [20,27]. As mentioned,
these systematic mirror image deviations result from Coriolis coupling
contributions to the rotation-vibration interaction constant. Using equa-
tion 13 from Ref. [20] and the values obtained from the quantum
chemical calculations, the Coriolis interaction term of the rotation-
vibration interaction constants is calculated to be about ±103.42 MHz.

5 Pyckett is a Python wrapper around Pickett’s SPFIT and SPCAT [12]. It
can be installed via pip install pyckett.
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Table 2
The resulting rotational parameters for the eight energetically lowest vibrationally excited states. The two interaction systems are indicated by blue and red colored table headers
similar to Fig. 1.

Parameter 𝜈27 𝜈14 𝜈26 2𝜈27 𝜈13 𝜈27 + 𝜈14 𝜈10 𝜈22
𝐴 /MHz 8429.339717(69) 8418.480575(89) 8408.25559(13) 8431.9322(70) 8395.70079(81) 8421.515(51) 8416.784(17) 8444.228(20)
𝐵 /MHz 8214.788334(61) 8207.517052(80) 8217.21858(15) 8204.4205(78) 8220.5890(49) 8197.100(49) 8227.977(17) 8227.153(19)
𝐶 /MHz 4274.157884(47) 4274.115571(50) 4272.629500(60) 4276.535426(89) 4273.326526(90) 4276.65964(11) 4263.061(50) 4264.049(50)
−𝐷𝐽 /k Hz −2.696942(27) −2.682148(34) −2.646176(95) −2.70645(22) −2.58322(32) −2.68418(41) −2.6101(83) −2.9493(84)
−𝐷𝐽 𝐾 /k Hz 4.062326(43) 4.019933(63) 3.94434(31) 4.06999(22) 3.72832(65) 4.02211(92) 4.951(12) 3.6197(86)
−𝐷𝐾 /k Hz −1.682418(30) −1.655183(41) −1.61483(26) a −1.46181(34) −1.65897(51) −2.626(18) −1.015(15)
𝑑1 /Hz −34.402(29) −38.531(38) −58.791(54) a −98.7(1.7) a a a
𝑑2 /mHz 40(13) a a a a a a a

Transitions 2117 1736 1146 441 437 572 572 550
Lines 1223 996 618 224 231 286 288 277
RMS /k Hz 22.07 22.47 26.90b 26.90b 26.90b 21.79 25.06c 25.06c

WRMS 0.85 0.74 0.86b 0.86b 0.86b 0.60 0.74c 0.74c

Fits performed with SPFIT in the S-reduction and IIIl representation. Standard errors are given in parentheses. Parameters of the vibrational ground state are applied to all
vibrationally excited states and difference values are fitted. Parameters not specified were fixed to the global values, see Table 1. Interstate transitions are counted towards the
lower state for the transitions and lines statistics. aParameter was fixed to the global value. b,c Reported values are values for the respective combined fits.

Table 3
The resulting energy differences (colored analog to Fig. 1 and Table 1) and interaction
parameters for the interactions between 𝜈10 and 𝜈22 as well as 𝜈26, 2𝜈27, and 𝜈13.
𝑣1 𝑣2 IDa Parameter Value

𝜈̃13 − 𝜈̃2×27 /cm−1 8.719589(3)
2𝜈27 𝜈13 4000𝑣1𝑣2 𝐺𝑏 /MHz 407.6(1.5)
2𝜈27 𝜈13 4200𝑣1𝑣2 𝐺2𝑏 /k Hz −8.720(99)
2𝜈27 𝜈13 4100𝑣1𝑣2 𝐹𝑎𝑐 /MHz 3.166(25)
2𝜈27 𝜈13 4101𝑣1𝑣2 𝐹𝑎𝑐 ,𝐽 /Hz −120.35(40)

𝜈̃13 − 𝜈̃26 /cm−1 36.5867(2)
𝜈26 𝜈13 6100𝑣1𝑣2 𝐹𝑎𝑏 /MHz 6.4435(98)

𝜈̃2×27 − 𝜈̃26 /cm−1 27.8671(2)
𝜈26 2𝜈27 2100𝑣1𝑣2 𝐹𝑏𝑐 /MHz 2.521(16)

𝜈̃22 − 𝜈̃10 /cm−1 5.127415(4)
𝜈10 𝜈22 6000𝑣1𝑣2 𝐺𝑐 /MHz 4080.87(94)
𝜈10 𝜈22 6200𝑣1𝑣2 𝐺2𝑐 /k Hz −136.5(7.3)
𝜈10 𝜈22 6210𝑣1𝑣2 𝐺2𝑐 ,𝐾 /Hz 2.88(19)
𝜈10 𝜈22 6100𝑣1𝑣2 𝐹𝑎𝑏 /MHz 7.35(17)
𝜈10 𝜈22 6110𝑣1𝑣2 𝐹𝑎𝑏,𝐾 /k Hz 1.424(52)
𝜈10 𝜈22 6101𝑣1𝑣2 𝐹𝑎𝑏,𝐽 /Hz 241(15)

a The specified IDs are the respective parameter IDs used in the *.par and *.var files
of SPFIT and SPCAT [12,26].

By subtracting this term, the corrected calculated values, 𝛼𝐶𝜈10 ,corr =
−111.18 MHz + 103.42 MHz = −7.76 MHz and 𝛼𝐶𝜈22 ,corr = 96.17 MHz −
103.42 MHz = −7.25 MHz, agree with the experimental values within
1 MHz.

The two vibrational states closest in energy are the dyad as 𝜈22
is only 5.1 cm−1 higher in energy than 𝜈10. The strongest interactions
are observed for even 𝛥𝐾𝑎 values (see Fig. C.1) and the interstate
transitions have even 𝛥𝐾𝑎 and odd 𝛥𝐾𝑐 values. For the triad, 2𝜈27 lies in
the middle, 7.9 cm−1 higher in energy than 𝜈26 and 36.6 cm−1 lower than
𝜈13 with the interactions between 2𝜈27 and 𝜈13 being the strongest and
appearing for odd 𝛥𝐾𝑎 values (see Fig. C.2). The respective interstate
transitions have even 𝛥𝐾𝑎 and 𝛥𝐾𝑐 values. The observed trends are
similar for both interaction systems, with the center of the interaction
increasing in 𝐾𝑎 for increasing 𝐽 . For the dyad, this pattern starts
around 𝐽 ′′ = 14 and 𝐾 ′′

𝑎 = 3∕5 whereas for 𝜈13 and 2𝜈27 the pattern
starts around 𝐽 ′′ = 31 and 𝐾 ′′

𝑎 = 0∕1.
For the interaction between 𝜈10 and 𝜈22, only the relative signs

of the interaction parameters can be determined (inverting the signs
of all interaction parameters results in the same fit/predictions). For
the triad, 𝜈26/2𝜈27/𝜈13, there are four equivalent sets of interaction
parameter signs (see Appendix F). Additionally, due to high correlations
between the interaction parameters, the presented parameter set should
be seen as one of many possible solutions.

The Coriolis 𝐺𝛼 parameters between two fundamentals 𝑟 and 𝑠 were
estimated from the results of the quantum chemical calculations as

follows

𝐺𝛼(𝑟, 𝑠) = 𝜁𝛼𝑟,𝑠 ∗ 𝐵𝛼
𝑒 ∗

(√
𝜔𝑟
𝜔𝑠

+
√

𝜔𝑠
𝜔𝑟

)
(1)

Here, 𝐺𝛼(𝑟, 𝑠) are the Coriolis parameters of 𝛼 = 𝑎, 𝑏, or 𝑐 symmetry, 𝐵𝛼
𝑒

the respective equilibrium rotational constant, 𝜔 the harmonic vibra-
tions, and 𝜁𝛼𝑟,𝑠 the respective Coriolis coefficients. As an approximation,
we used the experimental vibrational ground state rotational constants
for the 𝐵𝛼

𝑒 values (see Table 1) and the harmonic wavenumbers from
the quantum chemical calculations (see Table A.1) for the 𝜔. For the
dyad, this yields 𝐺𝑐 (𝜈22, 𝜈10) = 7854 MHz which is of same magnitude as
the experimental value of 4080.85(14) MHz. For the triad, only the inter-
action between the two fundamentals 𝜈13 and 𝜈26 was estimated to be
𝐺𝑐 (𝜈13, 𝜈26) = 875 MHz. However, including 𝐺𝑐 (𝜈13, 𝜈26) did not improve
the fit which hints towards the interaction parameters (especially for
the triad) being effective.

The resulting weighted root mean square (WRMS) values are
around 0.8 indicating that our uncertainties are slightly conservative.
The analyses of the singly 13C substituted isotopologues have signif-
icantly lower root mean square (RMS) and WRMS values, which
probably results from the lower number of assigned transitions and the
limited frequency range (assignments were limited to frequencies below
250 GHz).

4. Structure determination

Using the improved rotational constants obtained in this work and
refitting the line positions of the deuterium substituted isotopologues
(1-d1, 1-d2, 1-d3, 1,2,3,4,5-d5, and d6) from Damiani et al. [5], a semi-
experimental equilibrium structure (𝑟SE

𝑒 ) has been derived. Refitting the
deuterium isotopic data was essential due to a typo in the 𝐴 constant
of cyclopentadiene 1,2,3,4,5-d5 in Damiani et al. (7707.857(5) MHz [5]
vs. 7007.857(11) MHz obtained here). For the deuterated isotopologues,
the 𝐴0, 𝐵0, and 𝐶0 rotational parameters were floated while the quartic
centrifugal distortion parameters were fixed to their calculated values
(fc-CCSD(T)/ANO0 level). All experimental isotopic 𝐴0, 𝐵0, and 𝐶0
rotational constants were then corrected for the effects of zero-point
vibration calculated at the fc-CCSD(T)/ANO0 level (see Table D.4)
and the 𝑟SE

𝑒 structure was derived with the STRFIT software [28].
A comparison of the 𝑟SE

𝑒 structure against ab initio values calculated
at the fc-CCSD(T)/ANO0 and ae-CCSD(T)/cc-pwCVQZ levels is given
in Appendix D. As can be seen, the agreement between the 𝑟SE

𝑒 and
the high-level ae-CCSD(T)/cc-pwCVQZ structural parameters is excel-
lent, to (well) within 10−3 Å and 0.1 ◦ for bond lengths and angles,
respectively.
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5. Conclusions

In the present study, the rotational spectrum coverage of cyclopen-
tadiene was extended up to 510 GHz by measuring 250 GHz of high-
resolution broadband spectra. This allowed to significantly increase the
number of assigned lines for the main isotopologue from about 150
to 3510. As a result, the newly determined parameters produce much
more reliable frequency predictions, especially for high frequencies and
high quantum numbers (see Fig. E.3). Especially 𝑅-branch transitions
above 330 GHz and 𝑄-branch transitions are now in much better agree-
ment. The presented data allows for astronomical searches at higher
frequencies and over a much broader quantum number range. Simi-
larly, the number of assigned lines for the three singly 13C substituted
isotopologues was increased from about 10 each to well over 200 each.
Their frequency coverage was much improved from only microwave
data to up to 250 GHz.

Lastly, the dominant vibrational satellite spectra of cyclopentadiene
were described for the first time, including their interactions. Especially
the energetically lowest-lying vibrational states are analyzed over a
broad quantum number range permitting reliable predictions.

Future work might be targeted at deuterated isotopologues or vibra-
tionally excited states higher in energy. Whereas analyses of deuterated
isotopologues would be simplified by the use of enriched samples,
the energetically higher vibrationally excited states could benefit from
double-resonance techniques [29]. Additionally, the analyzed vibra-
tional satellite spectrum is a great aid for rovibrational studies in the
infrared. Rovibrational transitions between already analyzed states will
be accurately predicted except for the band center and even rovibra-
tional transitions with only one known vibrational state will benefit
from the possibility of using techniques like the Automated Spectral
Assignment Procedure [30].
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Appendix A. Vibrational wavenumbers and rotation-vibration in-
teraction constants

See Table A.1.

Table A.1
Rotation-vibration interaction constants 𝛼𝑖, harmonic and anharmonic wavenumbers
𝜈𝑖 from quantum chemical calculations at the CCSD(T)/ANO0 level as well as the
wavenumbers reported by Castellucci et al. [7]. Rotation-vibration interaction constants
are in MHz and wavenumbers in cm−1. Literature values are taken from liquid phase
spectra if not specified otherwise.

Mode −𝛼𝐴
calc −𝛼𝐵

calc −𝛼𝐶
calc 𝜈̃anh

calc 𝜈̃harm
calc 𝜈̃lit [7]

𝜈27 𝐵1 3.77 −11.22 2.93 339 340 350
𝜈14 𝐴2 −6.86 −17.19 2.74 497 502 516a

𝜈26 𝐵1 −16.56 −8.26 1.15 658 670 664b

𝜈13 𝐴2 −30.06 −4.22 1.94 691 701 700
𝜈10 𝐴1 −6.44 2.62 −111.18 789 799 802
𝜈22 𝐵2 18.45 2.51 96.17 793 804 805
𝜈25 𝐵1 −830.70 −33.86 −0.80 896 920 891
𝜈12 𝐴2 −19.44 −55.71 −0.81 897 917 941a

𝜈9 𝐴1 815.34 27.89 −20.22 903 920 915
𝜈24 𝐵1 2.38 −12.17 0.22 905 927 925
𝜈21 𝐵2 −11.03 23.84 5.81 953 972 959
𝜈8 𝐴1 2.39 −14.20 −4.82 1015 1006 994
𝜈20 𝐵2 17.40 7.20 −4.29 1085 1104 1090
𝜈7 𝐴1 14.67 −1.33 2.07 1102 1120 1106
𝜈11 𝐴2 −8.06 −0.53 2.43 1102 1131 1100a

𝜈19 𝐵2 −0.34 1.60 −9.04 1236 1266 1239
𝜈18 𝐵2 −1.90 0.52 −8.39 1278 1310 1292
𝜈6 𝐴1 2.59 −3.70 −5.98 1360 1393 1365
𝜈5 𝐴1 −4.14 9.97 7.68 1389 1428 1378
𝜈4 𝐴1 −17.62 −4.69 −5.98 1503 1547 1500
𝜈17 𝐵2 −15.81 −3.48 −4.02 1572 1615 1580
𝜈3 𝐴1 −4.70 −4.77 −0.72 2905 3042 2886
𝜈23 𝐵1 −3.34 −3.42 −1.21 2929 3086 2900
𝜈16 𝐵2 −6.12 −7.20 −3.40 3084 3216 3043
𝜈2 𝐴1 −6.23 −7.71 −3.53 3090 3225 3075
𝜈1 𝐴1 −6.84 −7.91 −3.67 3113 3250 3091
𝜈15 𝐵2 −6.86 −7.52 −3.53 3115 3242 3105

a Solid-phase value (other literature energy values are taken from liquid phase spectra).
b Gas-phase high-resolution infrared spectroscopy yields a value of 663.84800(5) cm−1

[6].

Appendix B. Rotational constants from literature and quantum
chemical calculations

See Tables B.2 and B.3.

Appendix C. Interaction hotspots

See Figs. C.1 and C.2.

Appendix D. Semi-experimental equilibrium structure

Equilibrium structural parameters of cyclopentadiene (bond lengths
in Å, angles in degrees) calculated at the fc-CCSD(T)/ANO0 and ae-
CCSD(T)/cc-pwCVQZ levels of theory and determined semi-
experimentally. See text for details.

X
X 1 rd
C 2 rd 1 a90
C 3 r1 2 a1 1 d90
C 3 r1 2 a1 4 d180
C 4 r2 3 a2 5 d0
C 5 r2 3 a2 4 d0
H 4 r3 3 a3 2 d180
H 5 r3 3 a3 2 d180
H 6 r4 4 a4 8 d0
H 7 r4 5 a4 9 d0
H 3 r5 2 a5 1 d0
H 3 r5 2 a5 12 d180

ANO0 / pwCVQZ / reSE
rd = 1.0 / 1.0 / 1.0
a90 = 90.0 / 90.0 / 90.0
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Table B.2
Literature values of the rotational constants for the main isotopologue (from the CDMS [31,32]) and for the singly substituted 13C isotopologues
(from Damiani et al. [5])

Param. c-C5H6 [31,32] 1-13C [5] 2-13C [5] 3-13C [5]

𝐴 /MHz 8426.1111(11) 8226.028(9) 8419.949(6) 8345.097(10)
𝐵 /MHz 8225.6387(11) 8219.434(7) 8040.358(6) 8108.662(7)
𝐶 /MHz 4271.4377(11) 4217.760(6) 4219.419(4) 4219.067(7)
−𝐷𝐽 /k Hz −2.6948(13) – – –
−𝐷𝐽 𝐾 /k Hz 4.0626(29) – – –
−𝐷𝐾 /k Hz −1.6842(17) – – –
𝑑1 /Hz −39.7(18) – – –

Transitions 157 – – –
Lines 92 – – –
RMS /k Hz 30.676 – – –
WRMS 1.02253 – – –

Table B.3
Quartic centrifugal distortion constants (IIIl representation) of the main isotopologue
and the singly substituted 13C isotopologues as calculated at the fc-CCSD(T)/ANO0
level.

Param. c-C5H6 1-13C 2-13C 3-13C

−𝐷𝐽 /k Hz −2.58744 −2.54647 −2.52934 −2.5328
−𝐷𝐽 𝐾 /k Hz 3.89513 3.83687 3.80924 3.81731
−𝐷𝐾 /k Hz −1.61171 −1.58884 −1.57739 −1.58123
𝑑1 /Hz −44.0093 61.0209 −20.1082 −11.8137
𝑑2 /Hz 0.751250 −2.71914 −3.62988 1.22695

Fig. C.1. Absolute shifts in transition frequency between predictions with and without
interactions for 𝛥𝐽𝛥𝐾𝑎 ,𝛥𝐾𝑐

= 11,1 transitions. The heatmaps of the interacting vibrational
states 𝜈10 (left) and 𝜈22 (right) show the same pattern when shifted by 𝛥𝐾𝑎 = 2. The
center of the interactions increases in 𝐾𝑎 with increasing 𝐽 value.

r1 = 1.515110 / 1.500253 / 1.49906(34)
a1 = 51.526426 / 51.537508 / 51.541(15)
d90 = 90.0 / 90.0 / 90.0
d180 = 180.0 / 180.0 / 180.0
r2 = 1.361296 / 1.346357 / 1.34635(35)
a2 = 109.368447 / 109.329183 / 109.330(24)
d0 = 0.0 / 0.0 / 0.0
r3 = 1.087290 / 1.078491 / 1.07865(24)
a3 = 124.008184 / 124.075312 / 124.01(11)
r4 = 1.087975 / 1.079202 / 1.07907(22)
a4 = 126.235302 / 126.127498 / 126.082(60)
r5 = 1.102197 / 1.093823 / 1.09441(17)
a5 = 126.576616 / 126.701234 / 126.710(12)

Appendix E. Comparison of initial and final residuals

See Fig. E.3.

Appendix F. Signs of Coriolis interaction parameters

It is common when treating Coriolis interactions that there are
multiple equivalent parameter sets for the analysis which only dif-
fer in the signs of the Coriolis interaction parameters [33,34]. Even

Fig. C.2. Absolute shifts in transition frequency between predictions with and without
interactions for 𝛥𝐽𝛥𝐾𝑎 ,𝛥𝐾𝑐

= 11,1 transitions. The heatmaps of the interacting vibrational
states 𝜈26 (left), 2𝜈27 (middle) and 𝜈13 (right) highlight that the strongest interactions
are between 2𝜈27 and 𝜈13 with 𝛥𝐾𝑎 = 2. The center of the interactions increases in 𝐾𝑎
with increasing 𝐽 value. In contrast to Fig. C.1, the 𝑥-axis and the 𝑧-axis (being the
heatmap color) are scaled differently to highlight the main interactions better.

though the calculated Coriolis interaction parameters have a defined
sign, it typically cannot be determined experimentally. The equivalent
interaction parameter sets of the 𝜈10/𝜈22 diad are
{𝐺𝑐 , 𝐺2𝑐 , 𝐺2𝑐 ,𝐾 , 𝐹𝑎𝑏, 𝐹𝑎𝑏,𝐾 , 𝐹𝑎𝑏,𝐽 }
{−𝐺𝑐 ,−𝐺2𝑐 ,−𝐺2𝑐 ,𝐾 ,−𝐹𝑎𝑏,−𝐹𝑎𝑏,𝐾 ,−𝐹𝑎𝑏,𝐽 }

(F.1)

This means inverting all parameter signs results in exactly the same
fit/frequency predictions. The triad, being 𝜈26, 2𝜈27, and 𝜈13, has four
equivalent interaction parameter sets, being
{𝐺12

𝑏 , 𝐺12
2𝑏 , 𝐹 12

𝑎𝑐 , 𝐹 12
𝑎𝑐 ,𝐽 , 𝐹 01

𝑏𝑐 , 𝐹 02
𝑎𝑏 }

{𝐺12
𝑏 , 𝐺12

2𝑏 , 𝐹 12
𝑎𝑐 , 𝐹 12

𝑎𝑐 ,𝐽 ,−𝐹 01
𝑏𝑐 ,−𝐹

02
𝑎𝑏 }

{−𝐺12
𝑏 ,−𝐺12

2𝑏 ,−𝐹
12
𝑎𝑐 ,−𝐹

12
𝑎𝑐 ,𝐽 ,−𝐹 01

𝑏𝑐 , 𝐹 02
𝑎𝑏 }

{−𝐺12
𝑏 ,−𝐺12

2𝑏 ,−𝐹
12
𝑎𝑐 ,−𝐹

12
𝑎𝑐 ,𝐽 , 𝐹 01

𝑏𝑐 ,−𝐹
02
𝑎𝑏 }

(F.2)

where for brevity the superscript indices specifying the vibrational
states are given as their respective vibrational identifiers used in the
*.par file of SPFIT: 0 ≡ 𝜈26, 1 ≡ 𝜈13, and 2 ≡ 2𝜈27.

For both interacting systems, the relative signs within one Coriolis
symmetry and two-state connection have to stay fixed. For the triad, the
signs for the different Coriolis symmetries can be exchanged in pairs.

Appendix G. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.jms.2024.111967.

Data availability

The input and output files of SPFIT will be provided as supplemen-
tary material.
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Table D.4
Rotational constants (MHz) and zero-point vibrational corrections (fc-CCSD(T)/ANO0, MHz) of cyclopentadiene isotopologues.

c–C5H6 1-13C1 2-13C 3-13C 1-d1 1-d2 1-d3 1,2,3,4,5-d5 d6

𝐴0 8426.109 8226.053 8420.043 8345.132 8129.952 8414.045 8307.036 7007.858 6608.398
𝐵0 8225.640 8219.483 8040.425 8108.714 7859.534 7591.889 7678.126 6681.888 6607.340
𝐶0 4271.437 4217.759 4219.411 4219.065 4145.090 4091.154 4090.254 3529.302 3444.129
𝛥𝐴 63.046 66.046 62.748 63.249 65.660 63.130 64.793 49.690 48.552
𝛥𝐵 66.461 60.796 64.627 63.844 58.864 58.628 56.982 48.475 46.425
𝛥𝐶 34.228 33.512 33.672 33.580 33.263 32.018 31.969 25.954 25.158
𝐴SE

𝑒 8489.155 8292.100 8482.792 8408.381 8195.612 8477.175 8371.829 7057.549 6656.950
𝐵SE
𝑒 8292.102 8280.279 8105.053 8172.558 7918.399 7650.517 7735.108 6730.363 6653.765

𝐶SE
𝑒 4305.665 4251.271 4253.082 4252.645 4178.353 4123.172 4122.222 3555.255 3469.288

Fig. E.3. Residuals of the vibrational ground state of the main isotopologue for the
predictions from this work (top) compared with the residuals for the predictions from
the CDMS [31,32] (based on data of previous reports [1,4]). Colors distinguish between
literature assignments and new assignments in the top row and between 𝑄- and 𝑅-
branch transitions in the bottom row. This work greatly improves predictions for
𝑅-branch transitions above 330 GHz and 𝑄-branch transitions above 40 GHz.
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Abstract

Broadband measurements of glycidaldehyde
in the frequency ranges 75–170GHz and
500–750GHz were recorded to extend previ-
ous analyses of its pure rotational spectrum
in the microwave region. The rotational pa-
rameters of the ground vibrational states for
the main isotopologue and the three singly 13C
substituted isotopologues were considerably im-
proved and additional higher-order parameters
were determined.
To identify new vibrationally excited states

in the dense and convoluted spectrum, an
updated version of the double-modulation
double-resonance spectroscopy technique was
used. Connecting transitions with a shared
energy level into series and expanding these
via Loomis-Wood plots proved to be a pow-
erful method, which allowed the identification
of 11 new vibrationally excited states in addi-
tion to the already known aldehyde torsions,
v21 = 1 to v21 = 6. Interactions between sev-
eral vibrational states were observed and three
interacting systems were treated successfully.
Rotational transitions of glycidaldehyde were

searched for in the imaging spectral line sur-
vey ReMoCA obtained with the Atacama

Large Millimeter/submillimeter Array (ALMA)
toward the high-mass star-forming region
Sgr B2(N). The observed spectra were mod-
eled under the assumption of local thermody-
namic equilibrium (LTE). Glycidaldehyde, an
oxirane derivative, was not detected toward
Sgr B2(N2b). The upper limit on its column
density implies that it is at least six times less
abundant than oxirane in this source.

Keywords

Absorption Spectroscopy, CCSD(T), Corio-
lis Interactions, Fermi Resonances, Double-
Modulation Double-Resonance Spectroscopy,
Vibrational Satellites

1 Introduction

To date, only a handful of ring molecules
with heteroatoms in the ring have been de-
tected in space. Beginning with the smallest
possible ring molecules, the three triatomics
c–SiC2,

1 c–MgC2,
2 and c–CaC2

3 were first
detected toward the carbon-rich asymptotic gi-
ant branch star CW Leo (IRC +10216) in
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1984, 2022 and 2024, respectively. SiC2 was
found recently also toward the Galactic Cen-
ter molecular cloud G+0.693–0.027.4 Similarly,
the four-atom molecule c–SiC3 was detected
in 1999 in the circumstellar envelope of CW
Leo. The two somewhat more complex ring
molecules oxirane (c–C2H4O) and propylene
oxide (CH3CHCH2O) were first detected to-
ward the high-mass star-forming region Sagit-
tarius B2(N) in 19975 and 2016,6 respectively.
Oxirane was later also observed toward hot core
regions,7 Galactic center molecular clouds,8 a
low-mass protostar,9 and pre-stellar cores.10

The presence of oxirane in the interstellar
medium gives rise to the question whether
or not oxirane derivatives are astronomically
abundant. Glycidaldehyde ((C2H3O)CHO),
also known as oxiranecarboxaldehyde or 2,3-
epoxy-propanal, is such a derivative in which
one of oxirane’s H atoms is substituted by a
–CHO functional group. Its rotational spec-
trum is known from a previous study in the
microwave range (8–40GHz) by Creswell et al.
from 1977.11 There, the authors analyzed the
ground vibrational states of the main isotopo-
logue and the three singly substituted 13C iso-
topologues in natural abundance. Additionally,
the lowest vibrational fundamental, the alde-
hyde torsion at about 125 cm−1, was followed
up to v21 = 7. However, even for the ground
vibrational state only quartic centrifugal dis-
tortion parameters were determined, making
frequency extrapolations to higher frequency
ranges rapidly inaccurate.
In the present study, the frequency cover-

age was extended to the millimeter and sub-
millimeter ranges reaching frequencies as high
as 750GHz. The dense and convoluted spec-
trum of glycidaldehyde makes it an ideal case
study for double-modulation double-resonance
(DM-DR) spectroscopy,12 which allows to filter
the spectrum for lines sharing an energy level.
This simplified the analysis immensely, proved
critical in identifying new vibrationally excited
states, and understanding interactions between
them. In total, 17 vibrationally excited states
of the main isotopologue were analyzed along
with the ground vibrational states of the main
isotopologue and the three singly substituted

13C isotopologues.

2 Experimental Details

Broadband as well as double-resonance mea-
surements were recorded at two experimental
setups in Cologne with a sample synthesized on
gram scale according to a previously reported
procedure.13 The broadband measurements
cover the frequency ranges 75–170GHz and
500–750GHz. Double-resonance (DR) mea-
surements in the frequency range 75–120GHz
were used to confirm relationships between
lines, identify new series of transitions, and
find pure rotational transitions between vi-
brationally excited states (so-called interstate
transitions) that arise due to wavefunction
mixing when vibrational states interact with
each other. The DR measurements were
performed with a modified version of the
double-modulation double-resonance (DM-DR)
method (see Sec. 2.2) described previously.12

2.1 Experimental Setups

Two absorption experiments were used to
record the broadband spectra, each consisting
of a source, an absorption cell, and a detec-
tor. The sources consist of synthesizers with
subsequent amplifier-multiplier chains. The ra-
diation is guided through the absorption cells
and into the detector via lenses, mirrors, and
horn antennas. For the higher frequency range
of 500–750GHz, the absorption cell consists of
a single 5m borosilicate glass cell in a double-
pass setup for a total absorption path of 10m.
The lower frequency range setup (75–170GHz)
uses two 7m borosilicate glass cells in a single-
pass configuration for a total absorption path
of 14m. Double-pass configurations are fore-
gone here as this lower-frequency experiment
is also used for the DR measurements where
the second polarization direction is used to
align the pump and probe sources radiation co-
spatially (see Sec. 2.2). Different Schottky de-
tectors were used for frequencies below 500GHz
and a cryogenically cooled hot-electron bolome-
ter (QMC QNbB/PTC(2+XBI)) was used for
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measurements above 500GHz. All experimen-
tal setups use frequency modulation with a 2f -
demodulation scheme to increase the signal-to-
noise ratio (SNR). As a result, absorption fea-
tures look similar to a second derivative of a
Voigt profile. The lower frequency experimental
setup is described in more detail elsewhere.12

80 100 120 140 160
Frequency [GHz]

Experimental
Simulated

Figure 1: The intensity-calibrated broad-
band spectrum of glycidaldehyde (black) from
75GHz to 170GHz in comparison with the sim-
ulated stick spectrum (blue). The ground vi-
brational state analysis was used for the inten-
sity calibration. For better visual comparabil-
ity, only experimental data points with positive
signals are shown here. The stick-and-ball rep-
resentation of glycidaldehyde is shown in the
top left.

All measurements were performed at room
temperature with filling pressures around
10 µbar. Standing waves were removed from
the measurements with a self-written Fourier
filtering script1. Additionally, after complet-
ing the ground vibrational state analysis, the
broadband measurements were intensity cali-
brated using the ground vibrational state pre-
dictions (see Fig. 1). All v = 0 transitions
predicted to have an intensity >10−5 nm2MHz
were fitted with a second derivative Voigt pro-
file. Blends were considered by summing the
intensities of all predictions within 200 kHz of
the prediction of interest. The ratio of the
predicted intensities and fitted intensities were
then used to create a calibration curve with
values in between the calibration points be-

1Available at https://pypi.org/project/

fftfilter/ or with pip via pip install fftfilter

ing interpolated. These post-processing steps
greatly facilitated the visual detection of weak
patterns in Loomis-Wood plots.

2.2 Improved DM-DR Setup

An improved version of the double-modulation
double-resonance (DM-DR) setup originally de-
scribed in Zingsheim et al. 12 was used for the
DM-DR measurements. The great advantage of
DM-DR measurements is their ability to filter
the spectrum for lines (so-called probe transi-
tions) sharing an energy level with an already
known transition, the so-called pump transi-
tion. This greatly facilitates the assignment
and analysis process as it allows to filter dense
spectra for specific lines which is especially use-
ful to unambiguously identify weak, blended
and/or strongly perturbed transitions.
The DM-DR setup used here is based on the

conventional 75–120GHz absorption setup de-
scribed in Sec. 2.1. A second, more powerful
source, the pump source, is added covering the
frequency range of 70–110GHz and polarized
orthogonally to the probe radiation allowing for
co-spatial alignment of the probe and pump ra-
diation via a polarizing grid. The probe fre-
quency is tuned to record the spectrum whereas
the radiation of the pump source is fixed to the
frequency of a known pump transition and not
measured by the detector. Instead, the pump
radiation is used to split the energy levels of
the pump transition via the Autler-Townes ef-
fect.14,15 As a result, all transitions sharing an
energy level with the pump transition split sym-
metrically into two transitions of half intensity.
This is highlighted in the simulated 2D spectra
in Fig. 2. The left half of the figure shows the
case when the probe and pump transition share
an energy level and the pump radiation is on.
The heatmap shows the absorption of the probe
radiation for the offsets of the probe and pump
frequencies, i.e., that both sources are resonant
with their respective transitions in the center
of the heatmap. The plots to the left and the
bottom show the 1D spectra along the dashed
lines in the same colors. The right half shows
the case when the probe and pump transition
do not share an energy level or the pump radi-
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Figure 2: Simulated 2D spectra of the probe radiation absorption for the cases of a shared energy
level (left half) and no pump radiation or no shared energy level between probe and pump tran-
sition (right half). The x- and y-axis depict the frequency offsets of the probe and pump source,
respectively. The dashed lines in the heatmaps indicate the slices that are shown in the plots to
the sides and on the bottom.

ation is turned off. It is apparent that in this
case, the 2D spectrum does not depend on the
pump frequency.
A straight-forward way to determine if the

probe and pump transition share an energy
level is to subtract the spectra measured with
and without pump source - basically subtract-
ing the left and right 1D slices in blue. The sub-
traction should be performed on a very short
time scale to mitigate the influence of fluc-
tuations in the experimental conditions which
could otherwise lead to false positive signals
(see Fig. 8 in Zingsheim et al. 12). This was
realized in the previous setup12 by amplitude
modulating the pump source and a correspond-
ing 1f -demodulation of the detector signal. Ad-
ditionally, a frequency modulation of the probe
source combined with a 2f -demodulation of the
detector signal was employed to increase the
SNR.
The two consecutive demodulation steps are

non-ideal for multiple reasons. Firstly, using a
sine signal to realize a subtraction has an effi-
ciency of only 2/π ≈ 64%. Secondly, two lock-
in amplifiers arranged in serial result in many

of their parameters influencing each other (e.g.
the dependence of the signal on both time con-
stants).
These shortcomings can be mitigated by us-

ing a digital DM-DR setup which performs the
second demodulation in the measurement soft-
ware. The intensity is measured with and with-
out the pump source by digitally turning the
pump source’s radio frequency power on and off
and subtracting the respective intensities on the
computer. However, this procedure introduces
additional overhead in the form of switching the
radio frequency on and off2.
Another possibility, applied here, is to oper-

ate the probe source in continuous wave mode
and apply an FM to the pump source requiring
only a single lock-in amplifier for the demodu-
lation. The single FM of the pump source si-
multaneously increases the SNR and removes
all transitions from the DM-DR spectrum that
do not share an energy level with the pump

2This overhead has greater efficiency than the 2/π ≈
64% efficiency of the previous DM-DR setup for inte-
gration times ≥ 28 ms. This integration time is well
surpassed in our measurements.
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transition. The working principle is explained
by the red 1D slices along the pump frequency
axis in Fig. 2. If the probe and pump transition
share an energy level, the signal along the pump
frequency axis has a strong dip at the center
position whereas if no energy level is shared
the signal is constant (left-most and right-most
plots of Fig. 2, respectively). The two cases are
distinguished via the FM of the pump source
and subsequent 2f -demodulation of the detec-
tor signal. For the pump-off case, this results
in a zero signal after the lock-in amplifier but
a strong signal for the pump-on case. Analo-
gously to the conventional case, the FM also
improves the SNR for the pump-on case. How-
ever, the FM amplitude has to be adjusted as
the linewidth of the conventional case (bottom
right plot of Fig. 2) depends on the different
broadening effects but the linewidth along the
pump frequency axis (left-most plot of Fig. 2)
also strongly depends on the magnitude of the
Autler-Townes splitting.
The simplicity of the new setup is highlighted

by it differing from the conventional setup only
in the lock-in amplifier being connected to the
pump instead of the probe source synthesizer
(and the obvious addition of a pump source).
This makes switching between the two measure-
ment techniques as simple as changing a single
cable connection.
Additionally, the current pump-modulated

setup showed greater sensitivity for the detun-
ing of the pump source in our measurements
and simulations. Therefore, false positive sig-
nals (due to transitions close to the pump tran-
sition being pumped off-resonantly) are more
easily distinguished. However, simulations also
show that this behavior is very dependent on
the magnitude of the Autler-Townes splitting
and the chosen FM amplitudes. In summary,
for molecules with similar (transition) dipole
moments as glycidaldehyde, the new setup is
noticeably more sensitive to false positive sig-
nals arising from off-resonant pumping than the
previous setup.12

3 Quantum chemical calcu-

lations

Complementary quantum chemical calculations
of glycidaldehyde have been performed at the
coupled-cluster singles and doubles (CCSD)
level augmented by a perturbative treatment
of triple excitations, CCSD(T),16 together with
correlation consistent polarized valence and po-
larized weighted core-valence basis sets, as well
as atomic natural orbital basis sets, specifically,
cc-pVTZ,17 cc-pwCVTZ,18 and ANO0.19 Equi-
librium geometries have been calculated us-
ing analytic gradient techniques,20 while har-
monic frequencies have been computed using
analytic second-derivative techniques.21,22 For
anharmonic computations using the cc-pVTZ
and ANO0 basis sets second-order vibrational
perturbation theory (VPT2)23 has been em-
ployed and additional numerical differentiation
of analytic second derivatives has been applied
to obtain the third and fourth derivatives re-
quired for the application of VPT2.22,24

All calculations have been carried out us-
ing the CFOUR program package;25,26 for
some of the calculations the parallel version
of CFOUR27 has been used. The resulting
rotation-vibration interaction constants, har-
monic and fundamental wavenumbers, funda-
mental intensities, energy-dependence on the
aldehyde torsional angle, and optimized molec-
ular structures are given in Sec. 1 of the Sup-
porting Information.

4 Spectroscopic Finger-

print of Glycidaldehyde

Glycidaldehyde ((C2H3O)CHO) is an asymmet-
ric rotor with Ray’s asymmetry parameter of
κ = (2B − A − C)/(A − C) = −0.98 which is
very close to the prolate limit of−1. Creswell et
al. determined its three dipole moment compo-
nents to be µa = 1.932(5)D, µb = 1.511(17)D,
and µc = 0.277(156)D resulting in strong a-
and b-type spectra accompanied by a consid-
erably weaker c-type spectrum.11 Additionally,
four fundamental vibrational modes lie below
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Figure 3: All vibrational states below 800 cm−1.
The 18 analyzed states are shown in color or
black. Interaction systems are indicated by mu-
tual colors.

500 cm−1 resulting in a plethora of vibrationally
excited states below 800 cm−1 (see Fig. 3). The
lowest vibrational state ν21, the aldehyde tor-
sion, has an energy of about 125 cm−1 only for
which reason even multiply excited states up to
v21 = 6 could be assigned in the spectrum. The
combination of the many vibrational satellite
patterns and the three non-zero dipole moments
gives rise to a dense and feature-rich spectrum,
making it difficult to identify weak series, es-
pecially by visual means. For brevity, vibra-
tional states will also be given in the format
(v21, v20, v19, v18).
The spectroscopic assignment process relied

heavily on Loomis-Wood plots (LWPs) as im-
plemented in the LLWP software28 while Pick-
ett’s SPFIT and SPCAT29 were used for line fit-
ting and predicting the data with an asymmet-
ric top Hamiltonian in the S-reduction30 and
Ir representation. Our Python library Pyckett
was used to automate repetitive tasks carried
out with SPFIT and SPCAT3. Line uncertain-
ties were assigned with a semi-automatic proce-
dure described previously.31 Frequency uncer-
tainties for the assignments by Creswell et al.
were increased manually due to obvious system-
atic shifts in their data (see Sec. 2 of the Sup-

3Especially the interaction systems benefited from
the ability to automatically test the influence of addi-
tional interaction parameters on the model via Pyck-
ett’s CLI tool pyckett add. See https://pypi.org/

project/pyckett/ for more information or install with
pip via pip install pyckett

porting Information). Uncertainties of 200 kHz
were found appropriate, as this allowed to in-
clude the assignments with negligible effects on
the WRMS value.
The quantum chemical calculations described

in Sec. 3 provided initial rotational parameters
and estimates for the vibrational energies (see
Sec. 1 of the Supporting Information). The
ground vibrational state and the aldehyde tor-
sion up to v21 = 6 were straightforward to as-
sign due to the previous microwave study.11

Further vibrational satellites were identified
subsequently in Loomis-Wood plots or via DM-
DR measurements. Candidates for the DM-
DR measurements were found either visually
in the LWPs or by an automated approach us-
ing a peakfinder. For the latter, the identified
peaks were filtered for so-far unassigned peaks
which were ordered by intensity and then tested
for a shared energy level via DM-DR measure-
ments. Furthermore, the DM-DR measure-
ments were used to confirm and extend series
showing strong deviations caused by interac-
tions or series weak in intensity due to high vi-
brational energies. Once a few series belonging
to the same vibrational state were assigned, the
predictions were typically sufficient to extend
the assignment by LWPs into regions where no
DR spectroscopy was available.
To assign the identified vibrationally excited

states the correct labels, their rotational con-
stant differences ∆A, ∆B, and ∆C (which are
to first order the negative rotation-vibration in-
teraction constants αA,B,C

v ) as well as their ap-
proximated vibrational energies4 (see Tab. 1)
were compared with the values from the quan-
tum chemical calculations. As shown in Fig. 3,
the 17 vibrationally excited states analyzed
here were assigned to the 15 energetically low-
est vibrational states as well as to (1, 2, 0, 0) and
(6, 0, 0, 0). The experimental vibrational ener-
gies usually agree with the calculated anhar-
monic values within uncertainties. The devia-

4The energies were approximated via a Boltzmann
analysis comparing the amplitudes of the J0,J ← J −
10,J−1 transitions for J = 12 to J = 26 with the respec-
tive ground vibrational state transitions. To make the
results more robust, the three ratios with the highest
deviation to the mean were iteratively removed.
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Table 1: Approximated energies from the Boltzmann analysis ν̃appr in cm−1, rotational constant
differences ∆A, ∆B, ∆C with respect to the ground vibrational state of the main isotopologue in
MHz, number of rejected lines, the number of transitions, RMS in kHz, and WRMS values for the
analyzed states. Comparison with the calculated values (see Sec. 1 of the Supporting Information)
yielded the state labels given in the first column. Interaction systems are indicated by mutual colors
analog to Fig. 3.

Vib. State ν̃appr ∆A ∆B ∆C Rejected Transitions RMS WRMS

(0, 0, 0, 0) 0 0.00 0.00 0.00 0 6921 28.52 0.86
(1, 0, 0, 0) 125(27) −138.84 12.89 5.16 0 5218 29.77 0.88
(2, 0, 0, 0) 257(42) −273.89 25.64 10.27 0 3091 18.83 0.58
(0, 1, 0, 0) 312(14) 125.26 −1.82 −0.54 0 2356 17.95 0.59
(0, 0, 1, 0) 361(17) −17.71 −0.73 −4.72 1a 2614a 28.16a 0.87a

(3, 0, 0, 0) 390(41) −406.36 38.33 15.34 1a 2614a 28.16a 0.87a

(1, 1, 0, 0) 437(22) −23.99 11.48 4.46 0 793 18.18 0.56
(1, 0, 1, 0) 469(20) −132.46 10.50 0.32 0b 1930b 33.88b 0.94b

(0, 0, 0, 1) 516(14) −3.18 −1.84 −2.01 0b 1930b 33.88b 0.94b

(4, 0, 0, 0) 538(54) −533.90 50.87 20.47 0b 1930b 33.88b 0.94b

(2, 1, 0, 0) 584(37) −166.96 24.45 9.34 0 676 25.12 0.74
(2, 0, 1, 0) 595(40) −253.18 23.29 6.11 0c 1016c 23.73c 0.66c

(0, 2, 0, 0) 612(33) 250.42 −3.61 −1.05 15 541 54.75 1.48
(1, 0, 0, 1) 637(21) −148.11 11.91 3.28 27 564 82.51 2.14
(5, 0, 0, 0) 640(75) −666.26 63.13 25.08 0c 1016c 23.73c 0.66c

(0, 1, 1, 0) 677(22) 89.93 −1.36 −4.75 5 223 87.91 2.32
(1, 2, 0, 0) 754(24) 90.18 10.10 3.77 0 359 23.94 0.62
(6, 0, 0, 0) 767(61) −682.75 65.89 24.96 110 269 195.76 4.22

13C2 v0 0 −141.82 −5.77 −1.11 0 107 38.70 0.59
13C1 v0 0 −333.54 −42.43 −48.41 0 354 30.18 0.59
13C4 v0 0 −84.48 −22.40 −18.28 0 347 31.07 0.54

The rotational constant differences are defined as ∆A = Av - A0 ≈ −αA
v (analog for B and C). The α

A/B/C
v are the first-order

rotation-vibration interaction constants.
a,b,c Reported values are values for the respective combined fits.

tions are typically around 10 cm−1 with a maxi-
mum deviation of 56 cm−1(1.04σ) for (4, 0, 0, 0).
The rejected lines and RMS values in Tab. 1
show that the vibrational states (0, 2, 0, 0),
(1, 0, 0, 1), (0, 1, 1, 0), and (6, 0, 0, 0)5 could not
be fit to experimental accuracy, hinting toward
so far unaccounted interactions between these
states and/or states not found yet. Therefore,
these vibrational states were only fit to (incom-
plete) sets of quartic parameters as higher-order

5The vibrational state (6, 0, 0, 0) is most likely in-
teracting with the not yet found (3, 0, 1, 0) state, as
(3 + n, 0, 0, 0) and (n, 0, 1, 0) are interaction partners
for n = 0, 1, 2. Similarly, (1, 0, 0, 1) could be interacting
with (5, 0, 0, 0) and (2, 0, 1, 0). However, no conclusive
evidence was found in the present analysis.

parameters had physically unreasonable values.
The obtained quartic distortion constants are
probably highly effective and therefore should
be viewed with caution. Lastly, we searched
for the gauche rotamer which is calculated to
lie about 2.4 kcal/mol above the trans rotamer
which is studied here (see Sec. 1.4 of the Sup-
porting Information). However, it could not be
identified in the spectrum due to its low relative
intensity of about 1%.

4.1 Interactions

Three interacting systems, two dyads and one
triad (see Fig. 3), were identified via mirror im-
ages in their resonance plots (see Fig. 4 for an
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Table 2: Rotational parameters for the vibrationally excited states showing no signs of interactions.

Parameter (0, 0, 0, 0) (1, 0, 0, 0) (2, 0, 0, 0) (0, 1, 0, 0) (1, 1, 0, 0) (2, 1, 0, 0) (1, 2, 0, 0)

A /MHz 18 241.103 87(19) 18 102.259 87(32) 17 967.217 08(41) 18 366.364 03(43) 18 217.1127(12) 18 074.1423(20) 18 331.280(12)
B /MHz 3272.930 495(19) 3285.825 204(35) 3298.572 751(46) 3271.112 670(47) 3284.406 419(84) 3297.377 50(15) 3283.025 60(38)
C /MHz 3137.715 975(19) 3142.876 056(34) 3147.986 355(43) 3137.177 298(46) 3142.173 601(83) 3147.053 19(13) 3141.482 00(35)
−DJ /Hz −562.8157(35) −584.9696(62) −609.597(13) −558.715(13) −579.465(61) −603.75(13) −574.32(19)
−DJK /kHz −12.384 92(12) −11.720 27(17) −11.027 35(27) −12.729 52(33) −12.044 46(52) −11.3350(14) −12.3495(37)
−DK /kHz −17.025 86(82) −13.8831(12) −11.6549(19) −21.0929(21) −16.681(52) −14.005(91) a
d1 /Hz −23.785 67(83) −28.8834(16) −35.1890(27) −21.8173(33) −25.6225(39) −31.1609(83) −22.28(20)
d2 /Hz −3.807 94(52) −4.652 23(67) −5.655 47(99) −4.107 49(61) −4.8411(12) −5.8701(48) −4.95(13)
HJ /µHz 135.13(19) 180.54(35) 225.2(12) 154.86(98) a a a
HJK /mHz 74.152(29) 70.182(32) 65.758(48) 77.045(61) a 60.76(60) a
HKJ /Hz −1.119 31(26) −1.027 23(44) −0.9564(10) −1.1710(15) −1.0768(19) −1.1680(33) −1.444(22)
HK /Hz 0.9252(19) 0.6232(23) 0.4223(36) 1.0476(42) a a a
h1 /µHz 66.782(64) 86.99(13) 103.91(35) 80.28(41) a a a
h2 /µHz 65.84(16) 74.34(17) 81.01(26) a a a a
h3 /µHz 3.147(18) 4.354(34) 5.792(53) 4.281(47) a a a
LJJK /nHz −435.5(20) a a a a a a
LJK /µHz 15.181(61) a a a a a a
LKKJ /µHz −148.17(22) −138.96(50) −119.5(23) −194.2(38) a a a
LK /µHz 98.5(17) a a a a a a
l2 /pHz −457(10) a a a a a a
PJK /pHz −170.2(49) a a a a a a

Fits performed with SPFIT in the S-reduction and Ir representation. Standard errors are given in parentheses. Parameters of the
ground vibrational state are applied to all vibrationally excited states and difference values are fitted. Here, the ground state values
and the difference values are summed up to facilitate readability. a Parameter was fixed to the ground vibrational state value.

Table 3: Rotational parameters for perturbed vibrationally excited states. Interaction systems are
indicated by mutual colors analog to Fig. 3.

Parameter (3, 0, 0, 0) (0, 0, 1, 0) (4, 0, 0, 0) (0, 0, 0, 1) (1, 0, 1, 0) (5, 0, 0, 0) (2, 0, 1, 0)

A /MHz 17 834.7414(11) 18 223.392 39(85) 17 707.206(32) 18 237.9200(18) 18 108.640(31) 17 574.843(90) 17 987.919(69)
B /MHz 3311.259 35(52) 3272.204 50(53) 3323.7963(60) 3271.087 87(14) 3283.4265(59) 3336.0644(60) 3296.2155(61)
C /MHz 3153.059 84(49) 3132.991 66(51) 3158.1879(37) 3135.706 95(14) 3138.0404(41) 3162.8010(64) 3143.8250(62)
−DJ /Hz −635.609(31) −567.666(39) −683.43(48) −551.24(13) −582.06(46) −687.08(56) −632.22(47)
−DJK /kHz −10.331 13(87) −12.197 06(68) −9.2938(43) −12.871 15(75) −11.6039(30) −8.817(13) −10.778(14)
−DK /kHz −9.9554(30) −18.3383(23) −9.44(11) −11.246(85) −19.101(82) −5.1(30) −3.5(25)
d1 /Hz −42.790(11) −29.140(11) −54.78(12) −14.4775(93) −39.04(11) −56.93(33) −51.52(30)
d2 /Hz −6.7421(25) −4.2187(22) −9.753(33) −1.848(13) −5.788(29) −9.18(17) −7.25(14)
HJ /µHz a 198.1(19) a a a a a
HJK /mHz 62.33(24) a a a a a 35.8(26)
HKJ /Hz −0.8813(13) a a −0.8041(31) −0.9355(47) −0.6191(82) a
HK /mHz 326.7(62) a a a a a a
h2 /µHz 100.4(10) a a a a a a

Fits performed with SPFIT in the S-reduction and Ir representation. Standard errors are given in parentheses. Parameters of the
ground vibrational state (see Tab. 2) are applied to all vibrationally excited states and difference values are fitted. Here, the ground
state values and the difference values are summed up to facilitate readability. a Parameter was fixed to the ground vibrational state
value.
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Figure 4: Resonance plot for the 3ν21/ν19 dyad.
A ∆Ka = 2 interaction for the Ka = 5 series
of v21 = 3 and the Ka = 7 series of v19 = 1
is highlighted by the mirrored patterns. Here,
the J = Ka + Kc asymmetry components are
shown but the figure is nearly identical for the
other asymmetry component. The respective
y-axes are shifted to highlight the mirror image
nature of the two series which is a clear sign of
an interaction between the two states centered
around J = 17.

example case). For the (4, 0, 0, 0), (0, 0, 0, 1),
and (1, 0, 1, 0) triad as well as the (5, 0, 0, 0),
and (2, 0, 1, 0) dyad, the initial vibrational en-
ergy separations were approximated from the
rotational energies of the strongest mirror im-
ages in the resonance plots6. The analysis of the
(3, 0, 0, 0) and (0, 0, 1, 0) dyad was greatly sim-
plified by finding interstate transitions between
vibrationally excited states using the DM-DR
method. This yielded their vibrational energy
separation with rotational precision (see Fig. 5
for an example). Transitions between vibra-

6To approximate the initial vibrational energy sep-
arations, first, the energy levels at the center of the
interaction are identified in resonance plots (e.g. 177,10
of v19 = 1 and 175,12 of v21 = 3 in Fig. 4). Their
rovibrational energies, consisting of a calculated vibra-
tional energy and the rotational energy from the best-fit
rotational model, are retrieved from the *.egy file pro-
duced by SPCAT.29 Then, the rovibrational energies of
the two states are equalized by adding an energy offset
to one of the two vibrational states (in the example of
v21 = 3 and v19 = 1 the calculated vibrational energies
Ecalc

v19=1 and Ecalc
v21=3 are used together with the offset en-

ergy ∆Ev21=3). Once first interaction parameters are
included in the combined fit, the offset energy can be
floated in the fit and will result in a highly accurate
value for the vibrational energy separation.

Table 4: Rotational parameters for the ground
vibrational states of the three singly substituted
13C isotopologues of glycidaldehyde.

Parameter 13C2
13C1

13C4

A /MHz 18 099.286(46) 17 907.566(41) 18 156.623(21)
B /MHz 3267.164 09(87) 3230.498 76(74) 3250.529 47(27)
C /MHz 3136.601 01(66) 3089.309 08(70) 3119.439 19(27)
−DJ /Hz −559.12(33) −554.49(18) −561.62(19)
−DJK /kHz −12.145(14) −11.9148(14) −11.9002(13)
−DK /kHz a a a
d1 /Hz −22.16(37) −26.93(33) a
d2 /Hz a a a

Fits performed with SPFIT in the S-reduction and Ir

representation. Standard errors are given in parentheses.
Parameters of the main isotopologue (see Tab. 2) are applied
to all isotopologues and difference values are fitted. Here, the
main istopologue values and the difference values are summed
up to facilitate readability. a Parameter was fixed to the main
isotopologue value.

tionally excited states become allowed due to
the interactions which result in the rovibra-
tional levels being linear combinations of the
rovibrational levels of the interacting vibra-
tional states. This means the rovibrational lev-
els shown on the right-hand side of Fig. 5 are
linear combinations with the labels correspond-
ing to the largest contribution. For example,
the rovibrational level labeled 177,10 v19 = 1
is a linear combination of 177,10 v19 = 1 and
175,12 v21 = 3 (similarly 165,11 v21 = 3 will
also contain parts of 167,9 v19 = 1). As a re-
sult, the transition between the states labeled
165,11 v21 = 3 and 177,10 v19 = 1 becomes al-
lowed.
As glycidaldehyde has C1 symmetry, a-, b-

, and c-type Coriolis interactions as well as
Fermi resonances are allowed by symmetry con-
siderations between any combination of vibra-
tional modes. For each interaction system, the
leading parameters for the different interaction
types were tested with Pyckett and the influ-
ence on the RMS, WRMS, and rejected lines
were monitored. When lower-order parameters
were added, subsequently higher-order parame-
ters of the same interaction type were tested.
The final interaction parameter set includes
Fermi, a-, b-, and c-type Coriolis terms as seen
in Tab. 5. The absolute signs of the interaction
parameters could not be determined from the
fit, only their relative signs.33,34

To find the regions where the interactions
have the strongest influence, the shifts in tran-
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Figure 5: DM-DR (top) and conventional measurement (bottom) of the same frequency range. On
the right, the transition of interest, an interstate transition, is indicated in blue and the pump
transition is indicated in red. Due to the DM-DR scheme, only lines sharing an energy level with
the pump transition have a signature in the top plot, unambiguously identifying the weak interstate
transition. As can be seen from the zoom into the gray marked area, there are many candidate
lines in the conventional spectrum but only a single line in the DM-DR spectrum.

sition frequency between predictions with and
without interactions were calculated (see Sec. 3
of the Supporting Information). When compar-
ing these plots for coupled vibrational states,
mirror images highlight the rotational states
that are interaction partners. For all three in-
teracting systems the trends were very similar
as ∆Ka decreases with increasingKa value. Ex-
emplary for the energetically lowest dyad, there
are clear mirror image patterns for Ka = 2 of
(3, 0, 0, 0) and Ka = 6 of (0, 0, 1, 0) resulting in
∆Ka = 4 for these lower Ka values. For higher
Ka values mirror image patterns can be seen
e.g. for Ka = 11 and Ka = 12, respectively, re-
sulting in ∆Ka = 1 for these higher Ka values.
For low Ka values the interactions between

(3, 0, 0, 0) and (0, 0, 1, 0) are most prominent
around J = 16 for Ka = 5 and Ka = 7, respec-
tively (see Fig. 4). Further strong interactions
are found around J = 32 between Ka = 11 and
Ka = 12 in addition to ∆Ka = 0 interactions
for the highest measured values of Ka, being 15
to 20.
For the (4, 0, 0, 0), (0, 0, 0, 1), and (1, 0, 1, 0)

triad, the dominant shifts are between
(4, 0, 0, 0) and (1, 0, 1, 0). At low Ka values,
the prominent interactions are around J = 32

between Ka = 7 and Ka = 9. For higher Ka

values ∆Ka = 1 interactions dominate with the
biggest shifts around J = 37 between Ka = 14
and Ka = 15, respectively.
For the (5, 0, 0, 0), and (2, 0, 1, 0) dyad the

strongest interactions are around J ≥ 50 be-
tween Ka = 17 and Ka = 18, respectively.
Due to the limitations in the frequency cov-

erage, a-type transitions of the interacting sys-
tems are typically assigned up to J = 26. As a
consequence, the centers of some perturbations
lie outside our quantum number range and are
determined via the predictions with and with-
out interaction parameters.
The resulting rotational parameters (see

Tab. 3) are deemed to be effective, particularly
for the (4, 0, 0, 0), (0, 0, 0, 1), and (1, 0, 1, 0)
triad, as can be seen in the parameter progres-
sion for the quartic parameters (see Sec. 4 of
the Supporting Information). This could re-
sult from so far unaccounted interactions with
other states where the effects are too weak to
be identified in the residuals or the correspond-
ing quantum number ranges have not been
observed yet.
Lastly, both (2, 1, 0, 0), and (1, 2, 0, 0) show

hints for perturbations at higher Ka values but
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Table 5: Energy differences and interaction pa-
rameters for the three interacting systems. In-
teraction systems are ordered by increasing en-
ergy and are indicated by mutual colors analog
to Fig. 3.

v1 v2 IDa Parameter Value

ν̃(3,0,0,0) − ν̃(0,0,1,0) /cm−1 11.244 876(41)
(3, 0, 0, 0) (0, 0, 1, 0) 0v1v2 W /GHz −65.6194(16)
(3, 0, 0, 0) (0, 0, 1, 0) 1v1v2 WJ /kHz 295.3(13)
(3, 0, 0, 0) (0, 0, 1, 0) 400v1v2 W2 /kHz −28.454(68)
(3, 0, 0, 0) (0, 0, 1, 0) 401v1v2 W2,J /Hz −1.848(24)
(3, 0, 0, 0) (0, 0, 1, 0) 4000v1v2 Gb /MHz −164.86(31)
(3, 0, 0, 0) (0, 0, 1, 0) 6000v1v2 Gc /MHz 177.25(29)
(3, 0, 0, 0) (0, 0, 1, 0) 6001v1v2 Gc,J /kHz −1.685(20)
(3, 0, 0, 0) (0, 0, 1, 0) 6100v1v2 Fab /MHz −2.583(16)

ν̃(0,0,0,1) − ν̃(4,0,0,0) /cm−1 25.8639(62)
(4, 0, 0, 0) (0, 0, 0, 1) 2100v1v2 Fbc /MHz 1.958(11)
(4, 0, 0, 0) (0, 0, 0, 1) 2101v1v2 Fbc,J /Hz −128.8(74)

ν̃(4,0,0,0) − ν̃(1,0,1,0) /cm−1 12.6794(48)
(4, 0, 0, 0) (1, 0, 1, 0) 0v1v2 W /GHz 134.42(10)
(4, 0, 0, 0) (1, 0, 1, 0) 10v1v2 WK /MHz −9.71(14)
(4, 0, 0, 0) (1, 0, 1, 0) 4000v1v2 Gb /MHz 422.7(11)
(4, 0, 0, 0) (1, 0, 1, 0) 4010v1v2 Gb,K /MHz −1.250(17)
(4, 0, 0, 0) (1, 0, 1, 0) 4200v1v2 G2b /kHz −4.419(76)
(4, 0, 0, 0) (1, 0, 1, 0) 4210v1v2 G2b,K /Hz 53.6(17)
(4, 0, 0, 0) (1, 0, 1, 0) 4100v1v2 Fac /MHz −6.91(12)

ν̃(5,0,0,0) − ν̃(2,0,1,0) /cm−1 12.9327(51)
(5, 0, 0, 0) (2, 0, 1, 0) 0v1v2 W /GHz −198.923(80)
(5, 0, 0, 0) (2, 0, 1, 0) 400v1v2 W2 /kHz 26.3(13)
(5, 0, 0, 0) (2, 0, 1, 0) 4000v1v2 Gb /MHz 432.455(55)
(5, 0, 0, 0) (2, 0, 1, 0) 4101v1v2 Fac,J /Hz 314.0(30)

a The specified IDs are the respective parameter IDs used in
the *.par and *.var files of SPFIT and SPCAT.29,32

no interaction partners were identified as of yet.

4.2 Fit Results

Except for the aforementioned vibrationally ex-
cited states, (0, 2, 0, 0), (1, 0, 0, 1), (0, 1, 1, 0),
and (6, 0, 0, 0), all analyses reproduce the spec-
trum with about experimental uncertainty and
only a single line was rejected from the fit due to
|νobs − νcalc|/∆ν > 10 (see Tab. 1). The result-
ing rotational parameters are given in Tab. 2
for vibrational states showing no signs of inter-
actions and in Tab. 3 for the interacting vibra-
tional states.
In their previous study, Creswell et al. pre-

sented fits for v21 = 0, 1, 2 with full sets of
quartic rotational constants. The relative de-
viations for the rotational constants are all be-
low 10−5 even though not within their uncer-
tainties. The quartic parameters differ by a
few percent except d2 which differs by up to
45%. For v21 = 3, 4, 5, 6 Creswell et al. fitted

only rigid rotor Hamiltonians without account-
ing for any interactions. Thus, even the ro-
tational constants differ greatly (up to 150σ7).
However, their study was much more limited in
frequency coverage, only 8–40GHz, and quan-
tum number coverage, with only 31 transitions
with Jmax = 31 for v21 = 0, 1, 2 and 10 transi-
tions with Jmax = 6 for v21 = 3, 4, 5, 6. Further-
more, no interactions were accounted for at all
by Creswell et al. 11 .
The values for the ground vibrational state

also show good agreement with values obtained
from quantum chemical calculations (see Tab.
S2 of the Supporting Information). The three
parameters HJ , h1, and d2 show the highest rel-
ative deviations at 27%, 26%, and 21%, re-
spectively.

4.3 Singly substituted 13C Species

The singly substituted 13C species were more
difficult to analyze because of their low nat-
ural abundance resulting in a smaller number
of assignable lines. This is especially appar-
ent for the 13C2 species, for which only about
100 lines could be assigned due to its A and
B values being close to the main isotopologue
values (see Tab. 1). As a result, many of its
a-type transitions are close to or blended with
much stronger transitions. The resulting pa-
rameters are shown in Tab. 4 with the notation
from Creswell et al.11 being used to label the
carbon atoms.
The rotational constants agree nicely with the

values obtained by Creswell et al. 11 as the rel-
ative deviations are below 10−5 and all devia-
tions are within 1.5σ. Higher order parameters
were included by Creswell et al. 11 only as fixed
values of the main isotopologue’s ground vibra-
tional state.

4.4 Estimation of the c-type
Dipole Moment

Creswell et al. determined the c-type dipole mo-
ment to be 0.277(156)D. To derive a more ac-

7The values for v21 = 6 agree the best as in this
work the interaction partner of v21 = 6 was not found
meaning two highly effective fits were compared.
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curate value, in the present study, the c-type
dipole moment was determined via compari-
son of experimental line intensities. A selection
of 28 c-type transitions was compared with b-
type transitions close in frequency by fitting a
2nd derivative Voigt profile to the experimen-
tal lineshapes. The resulting c-type dipole mo-
ment, calculated as the mean value and the
standard deviation of the 28 transition pairs, is
0.334(39)D. Additionally, the calculated equi-
librium c-type dipole moment (ae-CCSD(T)-cc-
pwCVTZ level, 0.276D) was corrected for ef-
fects of zero-point vibrations (fc-CCSD(T)/cc-
pVTZ, 0.023D) resulting in a vibrationally av-
eraged dipole moment of µc = 0.253D, which is
about 2σ smaller than the experimental value.
The new experimental value agrees with the

previously determined value within their un-
certainties but has a significantly smaller un-
certainty. Systematic errors occur as (among
other things) the power of the probe source is
frequency dependent, and the pressure, which
influences the lineshape and thereby center in-
tensities, rises over time. These effects were
not taken into account but their impact was
minimized by comparing transitions nearby in
frequency (and therby also in time). Addition-
ally, lines might be blended with other lines
so-far not assigned and therefore their ampli-
tudes might be influenced. The systematic un-
certainty might thus be slightly higher than the
reported statistical uncertainty.

5 Search for Glycidalde-

hyde toward Sgr B2(N)

5.1 Observations

We used the imaging spectral line survey Re-
exploring Molecular Complexity with ALMA
(ReMoCA) that targeted the high-mass star-
forming protocluster Sgr B2(N) with the At-
acama Large Millimeter/submillimeter Ar-
ray (ALMA) to search for glycidaldehyde in
the interstellar medium. Details about the
data reduction and the method of analysis
of this survey can be found elsewhere.35,36

The main features of the survey are the fol-

lowing. It covers the frequency range from
84.1 GHz to 114.4 GHz at a spectral res-
olution of 488 kHz (1.7 to 1.3 km s−1).
This frequency coverage was obtained with
five different tunings of the receivers. The
phase center was located halfway between
the two hot molecular cores Sgr B2(N1)
and Sgr B2(N2), at the equatorial position
(α, δ)J2000= (17h47m19.s87,−28◦22′16.′′0). The
observations achieved a sensitivity per spectral
channel ranging between 0.35 mJy beam−1 and
1.1 mJy beam−1 (rms) depending on the tun-
ing, with a median value of 0.8 mJy beam−1.
The angular resolution (HPBW) varies between
∼0.3 ′′ and ∼0.8 ′′ with a median value of 0.6 ′′

that corresponds to ∼4900 au at the distance
of Sgr B2 (8.2 kpc).37

For this work we analyzed the spectra to-
ward the position called Sgr B2(N2b) by
Belloche et al.36 It is located in the sec-
ondary hot core Sgr B2(N2) at (α, δ)J2000=
(17h47m19.s83,−28◦22′13.′′6). This position was
chosen as a compromise between getting nar-
row line widths to reduce the level of spectral
confusion and keeping a high enough H2 column
density to detect less abundant molecules.
Like in our previous ReMoCA studies,35,36

we compared the observed spectra to synthetic
spectra computed under the assumption of lo-
cal thermodynamic equilibrium (LTE) with the
astronomical software Weeds.38 This assump-
tion is justified by the high densities of the
regions where hot-core emission is detected
in Sgr B2(N) > 1 × 107 cm−3, see Bonfand
et al. 39 . The calculations take into account
the finite angular resolution of the observations
and the optical depth of the rotational tran-
sitions. We derived by eye a best-fit synthetic
spectrum for each molecule separately, and then
added together the contributions of all identi-
fied molecules. Each species was modeled with
a set of five parameters: size of the emitting
region (θs), column density (N), temperature
(Trot), linewidth (∆V ), and velocity offset (Voff)
with respect to the assumed systemic velocity of
the source, Vsys = 74.2 km s−1. The linewidth
and velocity offset were obtained directly from
the well-detected and not contaminated lines.
The size of the emission of a given molecule
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was estimated from integrated intensity maps
of transitions of this molecule that were found
to be relatively free of contamination from other
species.

5.2 Search for glycidaldehyde to-
ward Sgr B2(N2b)

Figure 6: Population diagram of c–C2H4O to-
ward Sgr B2(N2b). The observed data points
are shown in black while the synthetic popula-
tions are shown in red. No correction is applied
in panel a. In panel b, the optical depth correc-
tion has been applied to both the observed and
synthetic populations and the contamination by
all other species included in the full model has
been subtracted from the observed data points.
The purple line is a linear fit to the observed
populations (in linear-logarithmic space). The
fit yields a temperature of 132 ± 10 K.

Before searching for glycidaldehyde toward
Sgr B2(N2b), we modeled the rotational emis-
sion of the related cyclic molecule oxirane,
c–C2H4O. We used the spectroscopic pre-
dictions available in the Cologne database for
molecule spectroscopy (CDMS)40 for the vibra-
tional ground state (version 3 of entry 44504),
which are mainly based on work by Müller
et al. 41 . Oxirane is well detected toward
Sgr B2(N2b), with two dozens of lines in its
vibrational ground state easily identified (see
Sec. 5 of the Supporting Information). Inte-
grated intensity maps of lines of oxirane that
are free of contamination suggest an emission
size on the order of 0.7 ′′. Fig. 6 shows the pop-
ulation diagram of oxirane. A fit to this popula-

tion diagram yields a rotational temperature of
132± 10 K. Assuming a temperature of 130 K,
we adjusted a synthetic LTE spectrum to the
observed spectrum and obtained the best-fit
column density of oxirane reported in Tab. 6
that corresponds to the spectrum shown in red
in Sec. 5 of the Supporting Information.
To search for glycidaldehyde toward

Sgr B2(N2b) using the spectroscopic predic-
tions obtained in Sec. 4, we computed a syn-
thetic LTE spectrum assuming the same veloc-
ity offset, linewidth, emission size, and rota-
tional temperature as those derived for oxirane
(Tab. 6) and keeping the column density of
glycidaldehyde as the only free parameter. We
did not find any evidence for glycidaldehyde in
this source. The synthetic spectrum used to
estimate the upper limit to its column density
is shown in red in Fig. 7. This upper limit
is reported in Tab. 6. We conclude from this
analysis that glycidaldehyde is at least 6 times
less abundant than oxirane in Sgr B2(N2b).

13



Figure 7: Selection of rotational transitions of glycidaldehyde, c–(C2H3O)CHO covered by the
ReMoCA survey. The LTE synthetic spectrum of c–(C2H3O)CHO used to derive the upper limit
on its column density toward Sgr B2(N2b) is displayed in red and overlaid on the observed spectrum
shown in black. The blue synthetic spectrum contains the contributions of all molecules identified in
our survey so far, but not the species shown in red. The values written below each panel correspond
from left to right to the half-power beam width, the central frequency in MHz, the width in MHz
of each panel in parentheses, and the continuum level in K of the baseline-subtracted spectra in
brackets. The y-axis is labeled in brightness temperature units (K). The dotted line indicates the
3σ noise level.
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Table 6: Parameters of our best-fit LTE model of oxirane toward Sgr B2(N2b) and upper limit for
glycidaldehyde.

Molecule Status(a) Ndet
(b) Size(c) Trot

(d) N (e) Fvib
(f) Fconf

(g) ∆V (h) Voff
(i) Nref

N
(j)

(′′) (K) (cm−2) (km s−1) (km s−1)

c–C2H4O, v = 0⋆ d 28 0.7 130 4.0 (16) 1.00 1.00 3.5 0.0 1
c–(C2H3O)CHO, v = 0 n 0 0.7 130 < 7.1 (15) 1.43 1.00 3.5 0.0 > 5.6

(a)d: detection, n: nondetection. (b)Number of detected lines conservative estimate, see Sect. 3 of42. One line of a given species
may mean a group of transitions of that species that are blended together. (c)Source diameter (FWHM ). (d)Rotational temperature.
(e)Total column density of the molecule. x (y) means x× 10y . (f)Correction factor that was applied to the column density to account
for the contribution of vibrationally excited states, in the cases where this contribution was not included in the partition function of
the spectroscopic predictions. (g)Correction factor that was applied to the column density to account for the contribution of other
conformers in the cases where this contribution could be estimated but was not included in the partition function of the spectroscopic
predictions. (h)Linewidth (FWHM ). (i)Velocity offset with respect to the assumed systemic velocity of Sgr B2(N2b), Vsys = 74.2
km s−1. (j)Column density ratio, with Nref the column density of the previous reference species marked with a ⋆.

6 Conclusions

In the present study, coverage of the experimen-
tal rotational spectrum of glycidaldehyde has
been extended greatly by measuring 345GHz of
broadband spectra in frequency intervals reach-
ing as high as 750GHz. The ground vibrational
state, 17 vibrationally excited states, and the
three singly substituted 13C isotopologues were
analyzed by combining the powers of LWPs
and DM-DR measurements, which act as pre-
cise filters on the rather complicated spectrum.
Additionally, DM-DR measurements facilitated
measuring interstate transitions between vibra-
tionally excited states, yielding their vibra-
tional energy separation with rotational preci-
sion. In total, three interacting systems were
examined and could be reproduced to about
experimental accuracy. The presented data al-
low for radio astronomical searches over a wide
range of frequencies and quantum numbers.
Searches of glycidaldehyde’s ground vibrational
state with ALMA toward Sgr B2(N2b) were
not successful implying that glycidaldehyde is
at least six times less abundant than oxirane
in this source. For future laboratory studies
and astronomical searches of vibrationally ex-
cited states toward warm regions, the explicit
interaction description in combined fits will be
essential.43 In the present study, foregoing the
explicit interaction treatment and using only
single-state fits would have resulted in about
20% of the approximately 16 000 total lines be-
ing rejected (due to |νobs− νcalc|/∆ν > 10) and
considerably worse RMS and WRMS values.

Future studies might be targeted at filling
the remaining frequency gaps and the analysis
of so-far untreated interactions. Future steps
for the DM-DR method include implementing
a demodulation scheme with the sum (or differ-
ence) of the 1f - and 2f -demodulation frequen-
cies or in the ideal case with a custom function
being the product of a sine function with the
2f -demodulation frequency and a ±1 rectangle
function for the subtraction.
Now that the rotational spectrum of gly-

cidaldehyde is known very well, it might be
worthwhile to check for the status of other sub-
stituted oxiranes, c–C2H3O–X . A current cen-
sus of the spectroscopic knowledge of six se-
lected species has been given recently.44 While
rotational spectroscopic data have been col-
lected for four of those (X = CH3, C2H, CN,
and CHO), at least two simple representatives
(X=OH, NH2) still await their microwave spec-
troscopic characterization.

Data availability

The input and output files of SPFIT will be
provided as supplementary material. These files
as well as auxiliary files will be deposited in
the data section of the CDMS. Calculations of
rotational spectra of the main isotopic species
will be available in the catalog section of the
CDMS.
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Supporting Information Avail-

able

The calculated structures, rotation-vibration
interaction constants, vibrational energies, and
intensities. Residuals histograms for assign-
ments from this work and Creswell et al. 11 The
transition shift due to interactions for one ex-
emplary interaction system. Parameter pro-
gression plot for the v21 = n states. Additional
figure of the ReMoCA survey illustrating the
detection of oxirane.
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10. Conclusions and Outlook

In the course of this thesis, the rotational spectra of the four astrophysically relevant COMs
acetone-13C1, ethyl phosphaethyne, cyclopentadiene, and glycidaldehyde were analyzed.
For each molecule, high-resolution broadband spectra were recorded with three different
absorption spectrometers in Cologne ranging from 37 GHz to 1102 GHz, resulting in a
total of 2.2 THz of high-resolution spectraa. For ethyl phosphaethyne, this marked its
first spectroscopic characterization in the gas phase while for the other molecules previous
laboratory work was greatly extended.42,144–150 All molecules are asymmetric tops and
span almost the entire range of Ray’s asymmetry parameter.58 Ethyl phosphaethyne
(κ = −0.98) and glycidaldehyde (κ = −0.98) are nearly prolate symmetric tops, acetone-
13C1 (κ = 0.32) is quite asymmetric, and cyclopentadiene (κ = 0.90) is rather close to the
oblate limit of +1.
For the analysis, the spectroscopic toolbox was updated in certain areas and new tools were
introduced in other areas. A newly developed measurement software was used together
with various post-processing steps that allow to optimize the phase of the measurement
in retrospect, to remove standing waves from the broadband scans, to intensity calibrate
the spectrum with an initial model of the molecule, and to remove known lines from the
spectrum. Combining this with Loomis-Wood plots in the LLWP software facilitated
spectral identification, especially of weak series, which was particularly important for
the analysis of isotopologues in natural abundance and vibrationally excited states high
in energy. SPFIT/SPCAT59 or ERHAM88,89 were used to fit and predict the spectra.
Wrapper programs were developed for both codes to seamlessly test the influence of adding
parameters to or omitting parameters from the Hamiltonians. Together with the ability to
easily check residual plots in the GUI of LLWP, this accelerated the process of building
quantum mechanical models to experimental accuracy, especially for vibrational states
showing signs of interactions. For the most challenging vibrational states of glycidaldehyde,
DR spectroscopy was used to identify transitions sharing an energy level. This proved
invaluable for following weak and perturbed series, and for unambiguously reconstructing
small subnetworks of the energy term diagram.
The combination of this toolbox with the high sensitivity of the experimental setups

aFor acetone-13C1 1024 GHz were covered, 550 GHz for ethyl phosphaethyne, 350 GHz for cyclopenta-
diene, and 345 GHz for glycidaldehyde.
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facilitated the identification of singly 13C substituted isotopologues in natural abundance
(1.1 %) and vibrationally excited states up to about 850 cm−1 in energy, corresponding
to a Boltzmann factor of only 1.5 %. Except for acetone, the singly 13C substituted
isotopologues of all species were analyzed, while 8 and 17 vibrationally excited states were
assigned for cyclopentadiene and glycidaldehyde, respectively. Five interaction systems,
due to Coriolis and/or Fermi interactions between the vibrational states, were identified
and described in combined fits. The isotopologue data, besides their relevance as tracers
of the astronomical 12C/13C ratio, are also useful for the determination of (partial) semi-
experimental equilibrium structures. Empirical structures have been derived here for ethyl
phosphaethyne and cyclopentadiene. The data on the vibrationally excited states can
serve as astronomical thermometers. In addition, a large number of so-far unknown lines
(u-lines) in astronomical surveys are thought to originate either from rare isotopologues or
vibrationally excited states.15

The tools presented for the analysis process made the analysis both efficient and reliable,
as is evident from the high numbers of spectroscopic assignments and the good agreement
between experimental data and the quantum mechanical models. The resulting frequency
predictions allow for radio astronomical searches over a wide range of frequencies and
quantum numbers.

Outlook

Obvious future steps are to fill gaps in the frequency coverage of the rotational analyses
and to extend the analyses to more isotopologues or vibrationally excited states higher
in energy. The analyses of additional isotopologues would most likely require enriched
samples to counteract their low natural abundances, but would improve the determined
structure for cyclopentadiene and allow to determine an unconstrained structure for ethyl
phosphaethyne. Similarly, the analysis of vibrational states high in energy could benefit
from measuring the spectra at higher temperatures to increase their population and thus
the intensity of their vibrational satellite spectra. The identification of further vibrational
states could allow to analyze the interactions of vibrational states for which the interaction
partner has not yet been found. The interaction analysis could also benefit from a detour
via the rovibrational spectrum with ASAP.
The DR method opens up many interesting possibilities for the future. Starting with a
technical note, an additional modulation/demodulation scheme could be tested, which
uses an FM for the probe source, an amplitude modulation (AM) for the pump source,
and for the demodulation the product of a 2f -sine function and a ±1 rectangle function
for the subtraction. This would yield the same efficiency as with the current setup but
the FM amplitude would not depend on the transition dipole moment, which would be
an advantage for unbiased searches. Second, extending the frequency range of the pump
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source would increase the size of the subnetworks that can be fully reconstructed without
requiring QM models. The optimal case, i.e. both probe and pump source cover the
complete spectral range, would reveal the entire energy diagram in a single 2D scan.
To speed up such 2D scans, DR measurements could be combined with chirped-pulse
spectroscopy. Recording two free-induction decays shifted in phase by 180◦, one with
and one without the pump radiation, would immediately realize the subtraction as in
the DM-DR case. Another possibility is to extend DR measurements to rovibrational
measurements. If a laser is used to pump rovibrational transitions, even vibrational states
high in energy might be accessible and their satellite spectra could be unambiguously
distinguished from other vibrational state spectra.
Finally, also the tools for the analysis could be further improved. In ethyl phosphaethyne,
internal rotation and interactions between vibrational states have to be treated simultane-
ously, requiring the development of new codes to fit and predict the spectra. The most
time-consuming part of the analysis, the interaction analysis, could be accelerated by using
DR techniques over wider frequency ranges or by updating QCC codes to routinely provide
results for Coriolis parameters between combination modes and overtones. Furthermore,
neural networks could be trained in pattern recognition of spectra (with and without
interactions) to automatically identify them in the spectra.151

Closing Words

This thesis presents the rotational analyses of four COMs of astrophysical interest. A
wide variety of tools have been used, including QCC, LWPs, and DR techniques. The four
analyses each highlight a different tool, making this thesis both a report of the analyses
and a guide to the methods and tool usage. Similar to a real toolbox, each tool has its
strengths and limitations. Hopefully, this thesis will help future spectroscopists to find the
right tool for their specific spectroscopic problem and to keep up with the ever-increasing
pace of astronomical studies.
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A. Appendix

A.1 Higher-Order Centrifugal Distortion Constants

The centrifugal distortion constants up to tenth order are given in Watson’s A-reduction54,55

and in the S-reduction.56,57 For the A-reduction, the centrifugal distortion constants are
defined as
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where {a, b} = ab+ ba is the anticommutator and Jn
± = Jn

+ + Jn
−.

For the S-reduction, the centrifugral distortion constants are defined as
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A.2 Reduced Energy Diagrams

The reduced energy diagrams are shown for glycidaldehyde (Fig. A.1) and cyclopentadiene
(Fig. A.2).
For glycidaldehyde, a near prolate asymmetric top, the reduced energy is given by

Ered = E − B + C

2 J(J + 1) (A.3)

while for cyclopentadiene, a near oblate asymmetric top, the reduced energy is given by

Ered = E − A+B

2 J(J + 1) (A.4)

For energy levels with the same J value, the same energy offset is subtracted. As a result,
series of energy levels (levels with the same values of Ka or Kc, and J − Ka − Kc) are
close to straight lines which makes comparing their qualitative behavior much easier.
For glycidaldehyde, similar to a prolate symmetric top, the energy levels increase for the
same J value with Ka. However, while the levels with same J and Ka value are paired for
low J values, they diverge with increasing J , and for high J values levels with same J and
Kc value are paired in energy. Due to the origin of the quasi-good quantum numbers Ka

and Kc, the case where levels with same Ka values are paired is called prolate pairing and
the case where levels with same Kc values are paired is called oblate pairing.
For cyclopentadiene, similar to an oblate symmetric top, the energy levels decrease for the
same J value with Kc. For low values of J , the energy levels are oblate paired whereas for
high J values they are prolate paired.
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Figure A.1: Reduced energy diagram for glycidaldehyde. For low J values, energy levels with
same J and Ka values are paired, while for high J values, levels with the same Kc value are
paired.
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Figure A.2: Reduced energy diagram for cyclopentadiene. For low J values, energy levels with
same J and Kc values are paired, while for high J values, levels with the same Ka value are
paired.
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A.3 (Sub-)Millimeter Spectrometer

A schematic view of the experimental setup of the (Sub-)Millimeter spectrometer. By
employing a double-pass setup, the absorption path of the 5 m absorption cell is doubled
to 10 m. The ingoing vertically polarized radiation is reflected at the other end of the
absorption cell by a rooftop mirror that simultaneously turns its polarization by 90◦. The
outgoing horizontally polarized radiation is outcoupled by a polarization filter into the
detector.

Vertical Poalcrizctoo

Horizootcal Poalcrizctoo

5 m

HDPE Leos

10 im

Roofoo Mirror

Poalcrizctoo 
Fialter

˜

x18

10 MHz

Figure A.3: Experimental setup of the (Sub-)Millimeter spectrometer. The setup is similar
to the THz spectrometer, but a rooftop mirror and a polarization filter are used to double the
absorption path (so-called double-pass setup).
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A.4 Examples of Residual Plots

Residual plots are an important quality criterion for each analysis. Here, the residuals for
the analysis of the ground state of glycidaldehyde are used as an example to show what
residuals of a good analysis look like (Fig. A.4), what residuals look like if a parameter is
missing, or if there are other deficiencies of the model (Fig. A.5), and how misassignments
are visible in the residuals (Fig. A.6). As these are just examples, the residual plots are
limited to transitions between 75 GHz and 170 GHz. Points are plotted with a transparency
of 80 % except for assignments with |νobs−νcalc|

∆ν
> 5 which are highlighted in solid red.

The residual plot of the actual analysis (see Sec. 9) is shown in Fig. A.4. The distribution
in y-direction is fairly random and the overall spread is quite low as no assignment deviates
by more than 80 kHz from its predicted position. Also, no trends are visible, making this
an example of a very good residual distribution.
In contrast, for the residual plot in Fig. A.5 the parameters LJK and PJK were removed
from the model. The shown residuals are the best-fit residuals for the modified model.
Strong trends are visible in the residuals, resulting from transitions high in J (and Ka).
Their absolute deviations reach up to 2.5 MHz. When such trends are spotted in residual
plots, they are a strong hint toward missing parameters and the addition of sensible
parameters to the model should be tested. The output of pyckett_add for this exemplary
case is presented in Fig. A.8.
Two misassignments were introduced into the residuals shown in Fig. A.6. The residuals
look similar to Fig. A.4, but the two misassignments are stark outliers at about 1.5 MHz

Figure A.4: Residual plot for the ground state analysis of glycidaldehyde. This is an example
of a good residual distribution as it is fairly evenly distributed, the overall spread is quite small,
and no trends are visible.
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Figure A.5: Residual plot for the modified ground state analysis of glycidaldehyde. The two
parameters LJK and PJK were omitted from the model leading to big deviations which are
clearly forming trends.

and −1 MHz. Examining them in LWPs would quickly identify them as wrong assignments.
Correcting them is essential, as otherwise they are either rejected from the fit or, even
worse, if the rejection threshold is set too high, they are included and heavily influence
the parameters in the fit.
As is shown by these examples, residual plots are a great tool to identify problems with the
assignments or model and are therefore vital for assigning spectra efficiently and reliably.

Figure A.6: Residual plot for the modified ground state analysis of glycidaldehyde. Two
misassignments were added to the *.lin file and are seen as the two red outliers. Removing or
correcting them is essential for the analysis.
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A.5 Examples of pyckett_omit and pyckett_add
Example use cases of the pyckett_omit and pyckett_add commands are given in the
following.
The example of pyckett_omit, shown in Fig. A.7, is for the final combined fit of ν10

and ν22 of cyclopentadiene (see Sec. 8). The first line is how the command is invoked.
pyckett_omit is the command name, Analysis_v10v22 the path (excluding the file
extension) of the *.par and *.lin files of the corresponding analysis, and --skipfixed
specifies that fixed parameters (parameters that are not floated in the fit) should not be
tested. The subsequent lines are the output generated by the program, representing a
table. The first column specifies the parameter that was omitted, INITIAL being the case
where no parameter was omitted, and the following columns provide the resulting RMS,
number of rejected lines, and whether the fit was diverging.
Omitting any parameter either considerably increases the initial RMS of 27.38 kHz or leads
to many lines being rejected from the fit. Given that there are no misassignments which
could be responsible for lines being rejected, this means all the parameters are essential

>>> pyckett_omit Analysis_v10v22 --skipfixed

ID | RMS [kHz] | RejLines | Diverging
------------------------------------------------------
INITIAL | 27.38 | 0 | NEVER

610101 | 83.34 | 0 | PREVIOUS
40100 | 81.72 | 3 | PREVIOUS

211 | 100.84 | 13 | PREVIOUS
610001 | 56.52 | 39 | PREVIOUS

2011 | 87.80 | 350 | PREVIOUS
10000 | 0.00 | 554 | NEVER
20000 | 0.00 | 554 | NEVER
30000 | 0.00 | 554 | NEVER

200 | 0.00 | 554 | LAST
1100 | 0.00 | 554 | LAST
2000 | 0.00 | 554 | LAST

10011 | 0.00 | 554 | NEVER
20011 | 0.00 | 554 | LAST
30011 | 0.00 | 554 | NEVER
1111 | 0.00 | 554 | LAST

11 | 0.00 | 554 | NEVER
600001 | 0.00 | 554 | NEVER
600101 | 0.00 | 554 | LAST

Figure A.7: Example of the pyckett_omit command. The first line is the command invocation
and the subsequent lines are the generated output. The output provides in table form the
influence of omitting each of the specified parameters on the RMS value, number of rejected
lines, and whether the fit is diverging.
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>>> pyckett_add Glycidaldehydev0 --sreduction

ID | RMS [kHz] | RejLines | Diverging | Init Value | Final Value
-------------------------------------------------------------------------------

20000 | 409.61 | 0 | NEVER | 1.00e-37 | 7.61e-04
50399 | 409.70 | 0 | NEVER | 1.00e-37 | -1.48e-20
3299 | 205.34 | 0 | NEVER | 1.00e-37 | 1.03e-14

60199 | 410.11 | 0 | NEVER | 1.00e-37 | -1.38e-17
4199 | 410.09 | 0 | NEVER | 1.00e-37 | 5.75e-15

60299 | 410.09 | 0 | NEVER | 1.00e-37 | -8.27e-22
5099 | 409.89 | 0 | NEVER | 1.00e-37 | 2.35e-14

40399 | 409.38 | 0 | NEVER | 1.00e-37 | -1.97e-16
10000 | 406.93 | 0 | NEVER | 1.00e-37 | 1.93e-02
30000 | 409.25 | 0 | NEVER | 1.00e-37 | 9.40e-04
70099 | 408.82 | 0 | NEVER | 1.00e-37 | -1.12e-16

499 | 406.72 | 0 | NEVER | 1.00e-37 | 8.05e-16
1499 | 405.46 | 0 | NEVER | 1.00e-37 | -1.06e-17
2299 | 102.10 | 0 | NEVER | 1.00e-37 | 9.97e-12
2399 | 120.77 | 0 | NEVER | 1.00e-37 | 8.70e-16

Initial values were an RMS of 410.09 kHz, 0 rejected lines,
and diverging NEVER.

Best run is parameter 2299 with a final parameter value of 9.97e-12,
RMS of 102.10 kHz, 0 rejected lines,and diverging NEVER.

Figure A.8: Example of the pyckett_add command. The first line is the command invocation
and the subsequent lines are the generated output. The output shows in table form the influence
that adding each parameter has on the RMS value, number of rejected lines, and whether the fit
is diverging or not. Additionally, the initial and final parameter values are given.

for the model and should not be omitted. If a parameter results in a similar RMS value
without increasing the number of rejected lines or the fit diverging, there is a high chance
that it is not determined and can be omitted from the model.
Especially analyses of interactions between vibrationally excited states benefit from testing
which parameters could be omitted as the high correlation between parameters makes it
non straight-forward to evaluate this from intuition alone.
A first example of pyckett_add is already given in Fig. 4.2. The example presented here
uses the ground state analysis of glycidaldehyde where LJK and PJK were removed from
the model, as introduced for Fig. A.5. The output of pyckett_add shown in Fig. A.8
highlights that the two parameters with the SPFIT parameter IDs 2299 and 2399 improve
the fit considerably. Both parameters decrase the RMS from about 400 kHz to about
100 kHz and result in neither rejected lines nor the fit diverging. In addition, their final
parameter values are physically sensible. The two parameter IDs correspond to LJK and
PJK , the two parameters which were removed for educational purposes.
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A.6 Graphical User Interfaces

In the following, the GUIs of different pieces of software will be shown and explained.
With the retrophase software, shown in Fig. A.9, the phase of the demodulation process
can be changed retrospectively. Both the in-phase or X component (blue signal in the
top plot) and the quadrature or Y component (red signal in the top plot) are saved in
the measurement file by TRACE. X and Y can be seen as the two components of a

Figure A.9: The GUI of the retrophase software. The top plot shows the X (blue) and Y (red)
components of the measurement, which can be understood as a vector. On the bottom, the Z
component corresponds to the X component of the vector after rotation by the specified (or
automatically optimized) angle. In this example, the phase is shifted by 317.96◦ which improves
the maximum signal from about 0.25 mV to 0.35 mV.
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vector. The Z signal (yellow signal in the bottom plot) is the X component of the vector
after rotation by the specified angle. retrophase provides an auto phase functionality to
automatically find the angle that maximizes the signal of the spectrum. The phase offset
can also be applied to all loaded measurements (if all measurements were performed with
the same non-optimal phase) or the program can be used without the GUI in a headless
mode to automatically optimize the phase for all measurements in a folder.
The fftfilter software is used to remove standing waves from measurements and shown in
Fig. A.10. The measurement files are loaded either via the menu or by drag-and-dropping
the files onto the GUI. On top, the Fourier transformed spectrum is shown. The middle
plot shows the original spectrum (light blue) and the baseline (red). On the bottom, the
spectrum is shown after removal of the standing wave. A cut-off frequency, indicated by
the red dashed line, is set interactively by clicking into the Fourier transformed spectrum
or by moving the cut-off slider. All Fourier coefficients below the cut-off frequency are set
to zero before performing the inverse Fourier transform to obtain the spectrum without

Figure A.10: The GUI of the fftfilter software. The Fourier transformed spectrum (top plot)
of the original spectrum (middle plot in light blue), the calculated baseline (middle plot in red)
and the corrected spectrum (bottom plot) are shown.
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standing waves. The baseline is calculated as the inverse Fourier transform of only the
coefficients below the cut-off frequency. The buttons on the bottom or keyboard shortcuts
are used to save the corrected spectrum to a new file and to select the next or previous file.
The measurement software TRACE is shown in Fig. A.11 and Fig. A.12. On the left hand
side, the measurement queue lists the measurements to be performed next. In addition,
the buttons to add a single measurement, a batch of measurements, or a user-specified
list of measurements are found there. In both figures, a broadband scan is performed
in 1 GHz batches interleaved with reproducibility measurements of a strong transition at
358 914 MHz. The log window on the bottom shows messages and errors. The current
measurement is shown in Fig. A.11 in the plot window and the progress is indicated
by the progress bar beneath the log window. For each spectrum, both the in-phase
and quadrature components are saved for later phase optimization with retrophase. The
quadrature component is not shown in the GUI, but the magnitude (X2 + Y 2) can be
shown instead of the in-phase component X if the optimal phase is uncertain.
In Fig. A.11, the right hand window provides the different settings for the measurements.
Conventional and different DR modes are supported by the software. The ability to create
custom measurement queues and the error reporting result a high level of automation.
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Figure A.11: The GUI of TRACE with the spectrum of the current measurement shown on the right hand side.



Figure A.12: The GUI of TRACE with the measurement settings shown on the right hand side.
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A.7 SI for MM- and Sub-MM-Wave Study of C2H5CP

This section provides the supporting information for the following manuscript:

L. Bonah, S. Schlemmer, J.-C. Guillemin, M. E. Harding, S. Thorwirth, On the Spectroscopy
of Phosphaalkynes: Millimeter- and Submillimeter-Wave Study of C2H5CP, J. Phys. Chem.
A 128 (2024) 4859–4866. doi:10.1021/acs.jpca.4c02566.

The main manuscript is presented in Sec. 7.
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Internal Coordinates

Structural parameters of C2H5CP (bond lengths in Å, angles in degrees) calculated at the
CCSD(T) level of theory as described in the main paper.

Minimum Structure

H

C 1 r1

C 2 r2 1 a1

C 3 r3 2 a2 1 d180

X 4 rd 3 a90 2 d180

P 4 r4 5 a3 3 d180

H 2 r5 3 a4 1 d1

H 2 r5 3 a4 1 md1

H 3 r6 2 a5 1 d2

H 3 r6 2 a5 1 md2

fc-CCSD(T)/cc-pV(T+d)Z / fc-CCSD(T)/ANO1 / ae-CCSD(T)/cc-pwCVTZ / ae-CCSD(T)/cc-pwCVQZ

r1 = 1.091399750169 / 1.091434483954 / 1.089551930794 / 1.088731298792

r2 = 1.535893586362 / 1.535360578458 / 1.531854602535 / 1.529842301511

a1 = 110.337773354289 / 110.302504422938 / 110.363156775280 / 110.340765620417

r3 = 1.472280447045 / 1.470831321532 / 1.467330176455 / 1.465419738716

a2 = 112.199721299815 / 112.224893473485 / 112.257644477134 / 112.232104051430

d180 = 180.000000000000 / 180.000000000000 / 180.000000000000 / 180.000000000000

rd = 1.000001432603 / 1.000000818630 / 1.000001432603 / 1.000001637260

a90 = 90.000000000000 / 90.000000000000 / 90.000000000000 / 90.000000000000

r4 = 1.556049658377 / 1.558178012329 / 1.548920652423 / 1.546262193406

a3 = 91.445620350371 / 91.467689068037 / 91.442689015710 / 91.463218503903

r5 = 1.090804694054 / 1.090796322788 / 1.088983880406 / 1.088187677773

a4 = 110.518940323890 / 110.538672558521 / 110.545544106426 / 110.556757104238

d1 = 120.153481746979 / 120.125356986080 / 120.150663157516 / 120.144847704733

md1 = -120.153481746979 / -120.125356986080 / -120.150663157516 / -120.144847704733

r6 = 1.094111701086 / 1.094111644799 / 1.092432140325 / 1.091757498190

a5 = 110.092247589610 / 110.069629547391 / 110.077360418925 / 110.102634313991

d2 = 58.724630166166 / 58.687155093401 / 58.671326579535 / 58.688205066274

md2 = -58.724630166166 / -58.687155093401 / -58.671326579535 / -58.688205066274

S2



Transition State

H

C 1 r1

C 2 r2 1 a1

C 3 r3 2 a2 1 d0

X 4 rd 3 a90 2 d180

P 4 r4 5 a3 3 d180

H 2 r5 3 a4 1 d1

H 2 r5 3 a4 1 md1

H 3 r6 2 a5 1 d2

H 3 r6 2 a5 1 md2

fc-CCSD(T)/cc-pV(T+d)Z / fc-CCSD(T)/ANO1 / ae-CCSD(T)/cc-pwCVTZ / ae-CCSD(T)/cc-pwCVQZ

r1 = 1.089420190933 / 1.089516227711 / 1.087600995495 / 1.086942193969

r2 = 1.551031295925 / 1.550673757933 / 1.547016625446 / 1.544877613057

a1 = 110.898339941307 / 110.917592687697 / 110.913997081790 / 110.901128437096

r3 = 1.471871020191 / 1.470497864702 / 1.466901708628 / 1.465018275330

a2 = 113.078007661519 / 113.123615610578 / 113.135670768232 / 113.127660296892

d0 = 0.000000000000 / 0.000000000000 / 0.000000000000 / 0.000000000000

rd = 0.709959883196 / 1.560982220614 / 0.788974584738 / 1.098541117781

a90 = 90.000000000000 / 90.000000000000 / 90.000000000000 / 90.000000000000

d180 = 180.000000000000 / 180.000000000000 / 180.000000000000 / 180.000000000000

r4 = 1.556401050100 / 1.558519015686 / 1.549250368663 / 1.546612778595

a3 = 90.973881395985 / 91.033683611625 / 90.972888723607 / 91.026811204542

r5 = 1.090129558880 / 1.090142903059 / 1.088283408122 / 1.087481836858

a4 = 110.927913335861 / 110.954441622600 / 110.956708399506 / 110.975302610556

d1 = 119.986074792146 / 119.968566459615 / 119.980720568682 / 119.965345563525

md1 = -119.986074792146 / -119.968566459615 / -119.980720568682 / -119.965345563525

r6 = 1.093275771687 / 1.093272960607 / 1.091584133566 / 1.090920112441

a5 = 110.416718047936 / 110.408565913496 / 110.401820466528 / 110.434832335139

d2 = 121.418041449990 / 121.463437016831 / 121.470458964463 / 121.461422641011

md2 = -121.418041449990 / -121.463437016831 / -121.470458964463 / -121.461422641011

S3



Vibrational Wavenumbers and Rotation-Vibration In-

teraction Constants

Harmonic and anharmonic vibrational wavenumbers of C2H5CP (in cm−1) calculated at the
CCSD(T) level of theory as described in the main paper.

Table S1: Vibrational wavenumbers of C2H5CP calculated at the CCSD(T) level
of theory using the cc-pV(T+d)Z and ANO1 basis sets (in cm−1).

Mode Harmonic Anharmonic
pV(T+d)Z ANO1 pV(T+d)Z ANO1

ν1(a
′) 3124 3128 2981 2984

ν2(a
′) 3045 3046 2916 2953

ν3(a
′) 3037 3039 2909 2909

ν4(a
′) 1577 1582 1548 1551

ν5(a
′) 1507 1504 1464 1463

ν6(a
′) 1473 1470 1437 1423

ν7(a
′) 1410 1408 1377 1376

ν8(a
′) 1327 1326 1294 1293

ν9(a
′) 1079 1079 1053 1053

ν10(a
′) 988 987 962 962

ν11(a
′) 713 712 713 711

ν12(a
′) 484 484 479 479

ν13(a
′) 166 166 166 165

ν14(a
′′) 3129 3133 2985 2987

ν15(a
′′) 3072 3077 2922 2926

ν16(a
′′) 1503 1499 1469 1469

ν17(a
′′) 1282 1281 1251 1252

ν18(a
′′) 1090 1090 1066 1065

ν19(a
′′) 780 779 773 773

ν20(a
′′) 333 334 327 326

ν21(a
′′) 211 212 204 205

Rotational Constants for Isotopologues

Detection of the singly substituted 13C isotopic species of C2H5CP was made possible based
on scaled (best estimate) rotational parameters summarized in Table S2 (columns Scaled).
To arrive at those, the purely calculated rotational parameters (from equilibrium rotational
constants Ae, Be, and Ce calculated at the ae-CCSD(T)/cc-pwCVQZ level of theory and
zero-point vibrational corrections and centrifugal distortion constants calculated at the fc-
CCSD(T)/ANO1 level of theory; columns Calculated in Table S2) were scaled by the ratio
X0,exp/Xcalc of the parent isotopic species (see values of the main paper) for any given
parameter X. For the rotational constants A, B, and C, Xcalc = X0,calc whereas for the
quartic centrifugal distortion parameters Xcalc = Xe,calc.
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Table S2: Calculated and scaled parameters of the singly substituted 13C iso-
topologues of C2H5CP.

13CH3CH2CP CH 13
3 CH2CP CH3CH 13

2 CP
Parameter Calculated Scaled Experimental Calculated Scaled Experimental Calculated Scaled Experimental

A / MHz 24 834.546 24 834.903 24 834.81(19) 24 694.970 24 695.326 24 696.03(15) 25 115.082 25 115.444 25 115.37(19)
B / MHz 2639.016 2641.048 2641.072 28(69) 2683.955 2686.021 2686.014 05(83) 2706.883 2708.967 2708.970 88(95)
C / MHz 2456.132 2457.864 2457.885 62(70) 2493.577 2495.335 2495.328 16(71) 2517.681 2519.456 2519.453 45(67)
−DJ / Hz −862.556 −883.912 −883.46(13) −840.369 −861.176 −861.16(15) −876.158 −897.851 −897.91(23)
−DJK / kHz 24.342 24.691 24.6990(22) 21.893 22.207 22.2244(20) 24.132 24.478 24.467(13)
−DK / kHz −533.219 −544.088 −552(19) −509.613 −520.000 −505(20) −549.499 −560.699 −563(18)
d1 / Hz −144.144 −149.914 −149.84(20) −143.726 −149.479 −149.67(24) −149.281 −155.257 −155.40(23)
d2 / Hz −6.922 −7.554 −7.635(45) −7.622 −8.318 −8.242(74) −7.475 −8.157 −8.133(43)

Table S3: Zero-point vibrational corrections to the rotational constants calcu-
lated at the fc-CCSD(T)/ANO1 level of theory and derived semi-experimental
equilibrium rotational constants used for structural refinement (in MHz).

CH3CH2CP 13CH3CH2CP CH 13
3 CH2CP CH3CH 13

2 CP

∆A0 158.770 151.386 152.917 156.832
∆B0 12.603 12.407 12.185 12.498
∆C0 14.132 13.823 13.739 14.044

ASE
e 25374.893 24986.196 24848.947 25272.202

BSE
e 2721.746 2653.479 2698.199 2721.469

CSE
e 2534.771 2471.709 2509.067 2533.497

Reproducibility Measurements

To ensure the reproducibility of the measurements and to quantify the frequency uncertainty,
one dedicated transition was measured repeatedly in between the broadband measurements
for each frequency range. A second derivative Voigt profile was fitted to each of the measured
reproducibility lines and the resulting frequency deviation from the mean center frequency
∆ν, the amplitude, the Gaussian FWHM, and the Lorentzian FWHM were determined. The
results are shown for broadband measurement of the 500–760GHz range in Figure S1.

The amplitude and the Lorentzian FWHM show four distinct cycles corresponding to
the filling cycles of the absorption cell. The Gaussian FWHM is almost constant as would
be expected. The frequency deviations span over 12.6 kHz and have a standard deviation of
2.7 kHz.
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Figure S1: The key values and uncertainties of the reproducibility measurements plotted
against the time of the measurement. Each measurement was fitted with a second derivative
Voigt profile.

Frequency Uncertainties

The uncertainties for the assignments were assigned semi-automatically. A Voigt profile fixed
to the position of the assignment was fitted to the experimental data and the RMS between
the fitfunction and the experimental spectrum was calculated and divided by the amplitude:

RMS/A =
1

A

√∑N
i (Iexp,i − Ifit,i)2

N
(1)

Iexp,i and Ifit,i are the intensities at frequency i of the experimental data and fitfunction
respectively, N is the number of datapoints in the fit range, and A is the amplitude (defined
as the baseline to peak value) of the fitfunction.

This quantity possesses a few desirable features. It increases with decreasing SNR as well
as with more asymmetric experimental lineshapes. Additionally, we performed simulations
with artificial datasets of different noise and baseline levels that show a high correlation
between the RMS/A value and the uncertainty of the center position from the fit.

The lines were divided into three groups based on their RMS/A values which were visually
verified (see Figure S2).

The groups were assigned the uncertainties of 20 kHz for RMS/A < 0.05, 30 kHz for
0.05 < RMS/A < 0.1, and 40 kHz for 0.1 < RMS/A.

The minimum uncertainty is a result of the reproducibility measurements which show
that the peak-to-peak variation of the center frequencies is below 20 kHz for all frequency
ranges.

S6



Figure S2: The normalized residuals, being the deviation between the fitted Voigt profile and
the experimental data divided by the amplitude, for 500 random lines of the three groups of
uncertainties (From top to bottom: 20 kHz, 30 kHz, and 40 kHz).
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APPENDIX

A.8 SI for DR Spectroscopy of Glycidaldehyde

This section provides the supporting information for the following manuscript:

L. Bonah, J.-C. Guillemin, A. Belloche, S. Thorwirth, H. S. P. Müller, S. Schlemmer, Lever-
aging MMW-MMW Double Resonance Spectroscopy to Understand the Pure Rotational
Spectrum of Glycidaldehyde and 17 of its Vibrationally Excited States, ACS Earth Space
Chem. in press (2025). doi:10.1021/acsearthspacechem.4c00360

The main manuscript is presented in Sec. 9.
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1 Results from quantum-chemical Calculations

Quantum chemical calculations were performed with the CFOUR suite of programs1–3 using
the CCSD(T) method and selected basis sets, see the main manuscript for further details.

1.1 Results from structural optimization

Structures given in internal coordinates, bond lengths in Å and angles in degrees.

O

C 1 r1

C 2 r2 1 a1

C 3 r3 2 a2 1 d1

O 4 r4 3 a3 2 d2

H 4 r5 3 a4 5 d3

H 3 r6 4 a5 5 d4

H 2 r7 3 a6 4 d5

H 2 r8 3 a7 8 d6

CCSD(T)/ANO0 trans / gauche

r1 = 1.43420 / 1.43235

r2 = 1.48361 / 1.48661

a1 = 59.34775 / 58.94422

r3 = 1.49877 / 1.50677

a2 = 117.98195 / 118.53886

d1 = 102.90610 / 105.49800

r4 = 1.21710 / 1.21656

a3 = 123.79074 / 123.93167

d2 = 140.19459 / -42.78022

r5 = 1.11266 / 1.11208

a4 = 113.54339 / 114.34459

d3 = -179.70399 / 178.48675

r6 = 1.09051 / 1.09238

a5 = 116.61499 / 116.05258

d4 = -13.25035 / 165.66641

r7 = 1.09209 / 1.09114

a6 = 119.33438 / 117.93518

d5 = -0.86220 / 1.62319

r8 = 1.09060 / 1.09098

a7 = 118.31371 / 118.84318

d6 = -151.42552 / -151.74063

CCSD(T)/cc-pVTZ trans / gauche

r1 = 1.42446 / 1.42234

r2 = 1.47605 / 1.47875

a1 = 59.27213 / 58.89010

r3 = 1.49299 / 1.50159

a2 = 117.81715 / 118.08989

d1 = 102.82853 / 105.07039

r4 = 1.21034 / 1.21017

a3 = 123.73519 / 123.32861

d2 = 140.09315 / -40.94213

r5 = 1.10723 / 1.10595
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a4 = 113.77282 / 115.21436

d3 = -179.68757 / 178.64727

r6 = 1.08396 / 1.08563

a5 = 116.66463 / 116.49065

d4 = -13.60498 / 166.89903

r7 = 1.08553 / 1.08455

a6 = 119.27469 / 117.70728

d5 = -0.77269 / 1.36535

r8 = 1.08389 / 1.08437

a7 = 118.29029 / 118.87964

d6 = -151.81966 / -152.13362

CCSD(T)/cc-pwCVTZ trans / gauche

r1 = 1.42054 / 1.41842

r2 = 1.47170 / 1.47449

a1 = 59.27796 / 58.88819

r3 = 1.48904 / 1.49754

a2 = 117.84874 / 118.12269

d1 = 102.89003 / 105.16117

r4 = 1.20706 / 1.20685

a3 = 123.75754 / 123.37084

d2 = 139.92518 / -41.47966

r5 = 1.10593 / 1.10465

a4 = 113.77666 / 115.18568

d3 = -179.68728 / 178.63067

r6 = 1.08254 / 1.08420

a5 = 116.61333 / 116.42719

d4 = -13.70496 / 166.48693

r7 = 1.08388 / 1.08294

a6 = 119.28744 / 117.73605

d5 = -0.76120 / 1.42092

r8 = 1.08232 / 1.08279

a7 = 118.29670 / 118.88737

d6 = -151.71214 / -152.04099
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1.2 Results from anharmonic force field

Negative rotation-vibration interaction constants, harmonic and fundamental vibrational
wavenumbers, and the fundamental intensities calculated at the fc-CCSD(T)/cc-pVTZ level

of theory are given in the following. Rotation-vibration interaction constants α
A/B/C
v are

reported as ∆A = −αA
v ≈ Av − A0 (analogously for ∆B and ∆C), as this allows for direct

comparison with the difference parameters presented in the main manuscript.

Table S1: Calculated negative rotation-vibration interaction constants (in MHz), harmonic
and fundamental vibrational wavenumbers (in cm−1), and fundamental band intensities (in
km/mol).

−αA
v −αB

v −αC
v ν̃Harm ν̃Fund IFund

ν21 −143.221 12.282 4.940 127 123 12
ν20 136.589 −1.794 −0.118 299 302 18
ν19 −14.513 −1.386 −4.971 354 347 8
ν18 19.024 −3.811 −2.195 505 504 2
ν17 −294.331 −7.761 −44.303 860 864 16
ν16 118.304 −3.742 17.223 868 851 23
ν15 24.459 1.453 11.821 904 877 28
ν14 −47.271 −0.621 −2.748 1017 995 13
ν13 −63.939 −0.280 −2.645 1096 1070 2
ν12 −121.403 31.873 −14.245 1155 1121 3
ν11 51.093 30.772 7.579 1160 1130 1
ν10 76.170 −6.621 −2.390 1183 1156 16
ν9 −9.596 1.019 3.521 1250 1222 6
ν8 −15.503 −1.662 0.520 1351 1315 3
ν7 −17.587 −3.056 −0.253 1432 1400 4
ν6 −10.028 −0.700 0.954 1531 1486 1
ν5 −9.113 −9.990 −8.943 1791 1759 148
ν4 −24.493 −0.282 0.434 2937 2788 65
ν3 −8.410 −2.020 −1.017 3112 3011 17
ν2 −27.639 −3.135 −2.964 3177 3036 5
ν1 1.509 −2.703 −1.868 3209 3058 13
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1.3 Rotational constants

The calculated and experimental rotational constants and centrifugal distortion parameters
are compared in Table S2. The equilibrium rotational constants Be (Ae, Ce) are calculated at
the ae-CCSD(T)/cc-pwCVTZ level. Zero-point vibrational contributions ∆B0 (∆A0, ∆C0)
to the rotational constants and centrifugal distortion constants are calculated at the fc-
CCSD(T)/cc-pVTZ level. Ground-state rotational constants are estimated as B0 = Be−∆B0

(similarly for A0 and C0).

Table S2: Rotational parameters of glycidaldehyde.

Parameter Calculated Experimental

Ae /MHz 18 398.221 · · ·
Be /MHz 3277.946 · · ·
Ce /MHz 3144.937 · · ·
∆A0 /MHz 195.930 · · ·
∆B0 /MHz 18.287 · · ·
∆C0 /MHz 21.205 · · ·
A0 /MHz 18 202.291 18 241.103 87(19)
B0 /MHz 3259.659 3272.930 495(19)
C0 /MHz 3123.732 3137.715 975(19)
−DJ /Hz −543.371 −562.8157(35)
−DJK /kHz −11.966 −12.384 92(12)
−DK /kHz −16.299 −17.025 86(82)
d1 /Hz −19.473 −23.785 67(83)
d2 /Hz −3.012 −3.807 94(52)
HJ /µHz 98.4 135.13(19)
HJK /mHz 68.289 74.152(29)
HKJ /Hz −1.017 −1.119 31(26)
HK /Hz 0.842 0.9252(19)
h1 /µHz 49.7 66.782(64)
h2 /µHz 55.0 65.84(16)
h3 /µHz 2.5 3.147(18)
LJJK /nHz · · · −435.5(20)
LJK /µHz · · · 15.181(61)
LKKJ /µHz · · · −148.17(22)
LK /µHz · · · 98.5(17)
l2 /pHz · · · −457(10)
PJK /pHz · · · −170.2(49)
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1.4 Energy Dependence on Torsional Angle

The potential energy curve for the glycidaldehyde system as a function of the CCCOald

dihedral angle corresponding to a rotation of the aldehyde group about the C–CHOald bond
was calculated at the fc-CCSD(T)/ANO0 level of theory. A step size of 10◦ was employed
while varying all other structural parameters in the optimization. At this level of theory, in
fully relaxed calculations, minima are finally calculated at torsional angles of 140.19◦ (trans)
and 317.22◦ (−42.78◦, gauche), respectively.
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Figure S1: CCSD(T)/ANO0 relative potential energy curve for the glycidaldehyde system
as a function of the CCCOald dihedral angle corresponding to a rotation of the aldehyde
group about the C-CHOald bond. See text for more information.

Lastly, the energy difference between the trans- and gauche-forms of glycidaldehyde was
calculated at a higher level of theory and including zero-point point vibrational contributions.
Structural calculations and anharmonic force fields were calculated at the ae-CCSD(T)/cc-
pwCVTZ and fc-CCSD(T)/ANO0 levels of theory, respectively.

total_E Delta_E Delta_E ZPVE kcal Del_E w/ZPVE

/hartree /hartree /kcal/mol /kcal/mol /kcal/mol

trans -266.967272 0.000000 0.00 41.33 0.00

gauche -266.963381 0.003892 2.44 41.27 2.38
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2 Residuals Histograms

Residuals histograms of assignments performed in this work and performed by Creswell et
al.4 are given. The strong systematic offset in the assignments by Creswell et al. necessitated
an increase of their transition frequency uncertainties.

0

10

20

Creswell et al.

0.16 0.08 0.00 0.08 0.16
obs calc [MHz]

0

4000

8000 This work

Figure S2: Histograms of the residuals for the assignments from Creswell et al.4 and this
work. The vibrationally excited states (0, 2, 0, 0), (1, 0, 0, 1), (0, 1, 1, 0), and (6, 0, 0, 0) are
excluded due to their untreated interactions. The histogram for assignments from this work
has high symmetry and a mean value of less than 1 kHz (indicated by the red vertical line).
In contrast, the assignments by Creswell et al. show a clear shift to the left with a mean
value of −25 kHz.
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3 Influence of Interactions on Transitions

The influence of the interactions on the specified transitions is shown. Interacting energy
levels can be identified by mirror-like patterns. This allows to determine the dominant ∆Ka

values of the interaction.
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Figure S3: Shifts in transition frequency between predictions with and without interactions
for transitions with ∆J∆Ka,∆Kc = 10,1 and J = Ka +Kc. The heatmaps of the interacting
vibrational states v21 = 3 (right) and v19 = 1 (left) show mirror image patterns with different
∆Ka values. There are strong ∆Ka = 1 interactions between Ka = 11 and Ka = 12 as well
as Ka = 12 and Ka = 13. For lower Ka values, interactions up to ∆Ka = 4 are visible.
∆Ka = 0 interactions are more prominent in similar plots for b- and c-type transitions.
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4 Parameter Progression v21 = n

The parameter progression for the v21 = n vibrational levels is shown for the quartic rota-
tional parameters. The clear deviations of the v21 = 4 parameters indicate a highly effective
fit for this vibrational state.
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Figure S4: Parameter progression for the v21 = n vibrational states. Vertical lines indicate
the associated uncertainties (which are extremely small except for some DK values). Up to
n = 3, all parameters progress smoothly but there are clear deviations for n = 4, especially in
d1 and d2 . This indicates that the n = 4 parameters are effective parameters. For v21 = 5 the
parameter DK is poorly determined due to the limited quantum number coverage. v21 = 6
is excluded as its analysis is significantly worse due to untreated interactions.

5 Additional figure from the ReMoCA survey

Figure S5 shows transitions of c–C2H4O v = 0 that are covered by the ReMoCA survey
and significantly contribute to the signal detected toward Sgr B2(N2b). Transitions that are
too heavily blended with much stronger emission from other molecules and therefore cannot
contribute to the identification of c–C2H4O are not shown in this figure.
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Figure S5: Selection of rotational transitions of oxirane c–C2H4O in its ground vibrational
state covered by the ReMoCA survey. The LTE synthetic spectrum of c–C2H4O, v = 0 is
displayed in red and overlaid on the observed spectrum of Sgr B2(N2b) shown in black. The
blue synthetic spectrum contains the contributions of all molecules identified in our survey
so far, including the contribution of the species shown in red. The values written below
each panel correspond from left to right to the half-power beam width, the central frequency
in MHz, the width in MHz of each panel in parentheses, and the continuum level in K of
the baseline-subtracted spectra in brackets. The y-axis is labeled in brightness temperature
units (K). The dotted line indicates the 3σ noise level.
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Figure S5: continued.
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