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Abstract

Understanding how stars and planets form out of molecular clouds in galaxies is one
of the central questions in modern astrophysics. Many unresolved questions relate to the
formation and evolution of molecular clouds in galaxies, which are shaped by gravitational
instabilities, spiral density waves, stellar feedback, magnetic fields, and turbulence within
the interstellar medium (ISM). To enhance our understanding of these processes, it is
necessary to investigate cloud- and star-formation on different spatial scales and with
various observational tracers.

In this thesis, I thus investigate the galaxy M33 and star-forming regions in the Milky
Way, using line emission data from atoms and molecules as well as dust continuum ob-
servations. Spectroscopic lines such as the far-infrared (FIR) fine-structure line of ionized
carbon ([C II]) as well as rotational lines of the carbon monoxide molecule (CO) are es-
sential to understand the dynamics and the heating and cooling processes in the ISM.
My intention was to address some fundamental questions: What mechanisms drive the
formation of molecular clouds? How do cloud properties vary across different galactic
environments, such as central regions or spiral arms? Do cloud properties systematically
differ between the Milky Way and other galaxies like M33? What mechanisms drive stellar
feedback?

I have written several studies dealing with these topics as first and co-author that have
been published in the renowned peer-review journal Astronomy & Astrophysics (A&A),
resulting in this cumulative doctoral thesis in which I integrate the main papers. My
work concentrates on the formation of molecular clouds, initial conditions conducive for
star formation (SF), and the destruction of molecular clouds due to stellar feedback pro-
cesses, such as stellar winds and radiation. Thus, this thesis encompasses work ranging
from small-scale cloud formation (Draco), to large-scale Giant Molecular Clouds (GMCs)
properties (M33), and back to small-scale stellar feedback processes and the destruction
of the molecular cloud in RCW79. I first focus on the early cloud formation in Draco,
then I briefly summarize the study on the compact H II region in RCW79 (H II refers to
ionized hydrogen). Subsequently, I present the results regarding the large-scale questions
with M33 and end with a summary on other work not presented in this thesis. Studies
cited in this abstract refer to papers that I authored and co-authored.

The emission of ionized carbon ([C II]) provides insight into early cloud formation in the
diffuse, high-latitude cloud Draco. This region high above the Galactic plane is exposed
to a weak far-ultraviolet (FUV) field and the [C II] emission is interpreted as arising from
shocks induced by atomic hydrogen (H I) colliding flows (Schneider et al., 2024) and not
from photodissociation regions (PDRs). We find that Draco is on the verge of becoming
a molecular cloud because CO emission was detected across the region. My contributions
as third co-author include radiative transfer modeling of CO with RADEX and PDR



6

modeling, position-velocity (PV) cuts, and discussions of the results of this work. I am
also involved in the follow-up paper studying the H I-to-H2 (atomic-to-molecular hydrogen)
transition (Schneider et al., in press).

The compact H II region S144 in RCW79 in the Milky Way presents an early stage of an
expanding [C II] bubble, which is observed for the first time to be filled with ionized carbon
emission. My first-author Letter to the Editor, published in A&A (Keilmann et al., 2025),
presents a detailed analysis of S144. The ionization from an O7.5–9.5V/III star results in
emission that forms a compact H II region (S144) inside the larger RCW79 bubble (a shell
of [C II] emission). Inside this compact H II region another bubble of [C II] emission has
formed (a bubble in a bubble). The associated [C II] shell of this small bubble in S144 has a
slow expansion velocity, in contrast to what is found for more evolved H II regions (like the
large shell of the entire RCW79 region itself or RCW120). The expansion dynamics of this
[C II]-bubble align with a stellar wind model in a power-law density field, highlighting the
crucial role of stellar winds in shaping the ISM. Furthermore, S144 in RCW79 exhibits a so-
called [C II]-deficit, which refers to lowered [C II] emission compared to FIR emission. PV
cuts and channel maps show a central emission dip within the bubble, partly due to [C II]
self-absorption that is responsible for the [C II]-deficit. In order to quantify this deficit,
I used radiative transfer equations to fit the hyperfine-structure (HFS) of the spectrum’s
double-peaked wings. With a two-layer multicomponent model, I determine a lower limit
for the excitation temperature. The spectra are qualitatively modeled using SimLine,
which supports the hypothesis that [C II] self-absorption contributes to the double-peak
formation. The findings in this thesis demonstrate (i) the diagnostic potential of ionized
carbon emission in tracing [C II] bubble dynamics and early cloud formation, and (ii)
that the [C II]-deficit can be attributed to [C II] self-absorption under specific physical
conditions. Another follow-up project, in which I take the lead, further analyzes the cloud
evolution and PDR physics of RCW79.

The study on S144 in RCW79 used data obtained with the German REceiver for As-
tronomy at Terahertz Frequencies (GREAT) with Dr. Rolf Güsten as the initial Principal
Investigator (PI) and Professor Dr. Jürgen Stutzki the subsequent PI built and devel-
oped in collaboration at the I. Physikalisches Institut at the University of Cologne and
at Max-Planck Institute for Radio Astronomy (MPIfR), onboard the Stratospheric Ob-
servatory for Infrared Astronomy (SOFIA). SOFIA was a collaboration between NASA
and Deutsches Zentrum für Luft- und Raumfahrt (DLR). As part of this team at the
University of Cologne, I am a member of the FEEDBACK consortium, which provided
me with GREAT data that were used in this thesis. These include several species such as
the ionized carbon line [C II] at 158µm, carbon monoxide CO, as well as complementary
data from other observatories (e.g., APEX, Herschel, VLA) like atomic hydrogen H I and
dust data.

For the galaxy M33, I conducted two first-author A&A publications focusing on the
molecular cloud content and their properties. I prepared the data that have been used,
and generated the molecular hydrogen (H2) column density maps and related data, such
as the dust absorption coefficient map, the column density probability distribution func-
tions (N -PDFs), the CO-to-H2 (XCO) conversion factor map, as well as performing all
calculations, interpretation, and discussion of Paper I (Keilmann et al., 2024a). The XCO

conversion factor in M33 appears to be similar to or even slightly lower than the Galactic
standard value, contradicting previous assumptions that correlate the factor only with
metallicity (which refers to all elements heavier than helium). This finding of Paper I
challenges oversimplified assumptions that attribute XCO solely to metallicity effects. In
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Paper II (Keilmann et al., 2024b), the H2 column density maps were utilized to iden-
tify GMCs using a dendrogram-based machine learning technique and to examine their
physical characteristics, such as mass, density, surface mass density, size, or elongation.
These GMCs were compared to those in the Milky Way to comprehend their properties
under varying conditions of different galaxies. Furthermore, the properties of M33 GMCs
are analyzed to determine if they vary systematically with their galactic environments.
A comparison of GMC properties in M33 and the Milky Way reveals both similarities
and differences. Notably, both galaxies exhibit an upper limit on cloud sizes despite dif-
fering physical conditions such as mass, age, metallicity, and size. This similarity may
be attributed to comparable galactic disk scale heights. In addition, M33 lacks the most
massive clouds (above „ 106 Md), suggesting a strong dependence on gas density. This
is also reflected by the findings on the different power-law mass spectra of both galaxies.
Furthermore, the physical properties of the GMCs in M33 do not show significant depen-
dence on different galactic environments, implying that large-scale galactic conditions do
not play a dominant role in shaping the GMC properties. This finding raises the question
of whether small-scale stellar feedback has a more substantial impact on molecular cloud
properties. Another follow-up project (Keilmann et al., in prep.), in which I take the lead,
further analyzes the magnetic fields and rotation of the detected GMCs in M33 described
in Paper II alongside a deeper investigation of the N -PDFs and turbulence.

Further projects I was involved with but are not part of this thesis are as follows. The
Letter to the Editor Bonne et al. (2023), published in A&A, demonstrated that the large
shell of RCW79 is undergoing dispersal. I contributed with PV cuts, as well as with the
discussion and interpretation of the findings. This letter closes the path from the initial
cloud formation on a small scale (Draco, Schneider et al., 2024) and the investigation
of the early phases in a young region influenced by a massive young star (Keilmann
et al., 2025), to the large-scale conditions in GMCs (M33) that are conducive to star
formation (Keilmann et al., 2024a,b), and the eventual destruction of a natal molecular
cloud (Bonne et al., 2023).

Another project in which I am involved is a study (Dannhauer et al., submitted to
A&A) of an unusually slowly expanding [C II] bubble (velocities À 1.3 km s´1) in the
Cygnus X region – termed “Diamond Ring.” The SOFIA [C II] and CO data are compared
with dedicated simulations and reveal a presumably terminal stage of a formerly fast
expanding bubble. I contributed with producing PV cuts, channel maps, and discussion
as well as interpretation of the results of the paper and with writing and discussing an
associated IRAM 30m telescope proposal to map the region in HCO` and HCN.

Furthermore, another paper is in preparation on a protoplanetary disk-like object
(proplyd #7) in the Cygnus region, in which I am also involved. Two accompanying
IRAM proposals for the 30m telescope and NOEMA (NOrthern Extended Millimetre
Array) have been submitted and accepted to which I contributed.

During my Ph.D., I further gained experience in observations with the IRAM 30m
telescope that was used to study NGC205. Additionally, two successful APEX proposals
for which I am PI were accepted and observed: one in [C I] in M33 (ESO time, 109.23FN)
and another in several CO lines in RCW79 (Max-Planck time, M-0113.F-9502A-2024).
I gained a lot of experience in Python and the GILDAS software package, with which I
developed and used many methods and models to analyze the data.
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Chapter 1

Introduction

Star formation fundamentally drives the structure and evolution of galaxies. In the local
universe, stars contain most matter and actively shape their host galaxies’ morphology
and dynamics. The significant role of stellar mass underscores the need to understand
star formation and its impacts, making it a focal point in modern astrophysical research.
Most stars form in molecular clouds (MCs) smaller than „ 50 pc, whereas massive star
clusters preferentially form in giant molecular clouds (GMCs) exceeding „ 50 pc.

The interstellar medium (ISM) undergoes dynamic cycles that promote molecular cloud
formation and subsequent star formation (SF). Gas accretes onto galactic disks, cools, and
forms a neutral phase in the ISM. This diffuse gas gives rise to (giant) molecular clouds
that develop into dense filaments, cores, and eventually due to gravitational collapse into
stars. In particular, massive stars (M Á 8 Md) subsequently affect the ISM through
their stellar feedback mechanisms (radiation, mechanical winds, supernovae), altering its
properties and enriching galaxies chemically over cosmic time.

Gravitational instabilities, spiral density waves, stellar feedback, magnetic fields, and
turbulence actively drive the formation and evolution of MCs and their dense substructures
in galaxies. Debate persists over whether the galactic environment, such as the central
region or spiral arms and inter-arms, or stellar feedback more significantly influences the
mechanisms of star formation.

Numerical simulations support a more recent scenario in which converging atomic hy-
drogen (H I) flows in the warm neutral medium quickly (less than a few 106 yr) form
molecular clouds (Vázquez-Semadeni et al., 2006; Heitsch and Hartmann, 2008) that con-
sist of molecular hydrogen (H2). Turbulence is essential, as it maintains large-scale cloud
support and generates an inhomogeneous molecular cloud structure marked by signifi-
cant density contrasts (Mac Low and Klessen, 2004). Although most density fluctuations
are transient, energy dissipation and shocks form dense filaments (Neufeld and Dalgarno,
1989; Godard et al., 2019).

The heating-cooling balance influences gas thermodynamics, and magnetic fields likely
regulate this balance on both large and small scales. Stellar feedback (radiation, wind, su-
pernovae), shocks at different velocities, and cosmic-rays/X-rays drive key processes, while
dust1 and line emission at (sub)millimeter, far-, and mid-infrared wavelengths primarily
cool the gas, making this wavelength range essential for studying processes in Galactic

1Interstellar dust is mainly composed of amorphous silicate grains, such as magnesium or iron, or carbon-
based materials, such as amorphous carbon, graphite, or polycyclic aromatic hydrocarbons (PAHs).
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2 Chapter 1. Introduction

and extragalactic cloud and star formation.

Understanding the physical mechanisms driving stellar feedback – and ultimately star
and planet formation – is crucial for understanding the processes behind galactic evolution.
Thus, it is necessary to combine local conditions that influence individual star formation
with properties evident only on a global scale. Essential aspects include studying the
ionized, atomic, and molecular phases of the interstellar medium, as well as its life cycle
and thermal equilibrium. This entails analyzing the formation and evolution of molecular
clouds and stars in large-scale systems (e.g., the M33 galaxy) and smaller-scale entities
(e.g., Galactic clouds).

1.1 Tracer of the ISM

Big Bang nucleosynthesis formed atomic hydrogen H I (approximately 70% by mass) and
helium (about 28%) which constitute the atomic matter in the universe. Stars have been
synthesizing the remaining 2% of heavier elements like carbon (C), oxygen (O), and ni-
trogen (N) through nuclear fusion and supernovae, which were partly also formed during
Big Bang. Hydrogen and helium remain the most abundant elements, while stellar nucle-
osynthesis makes carbon and oxygen most common among heavier elements (Bradt and
Peters, 1950).

Molecular clouds consist mainly of hydrogen in its molecular form, H2, which requires
reliable measurements of mass, density, and size. However, detecting cool H2 directly is
challenging due to the molecule’s symmetry, which results in no permanent dipole mo-
ment, and the high energy of the upper-level of its weakly-allowed rotational quadrupole
transitions because of its small moment of inertia.

One method to ascertain the H2 distribution within a galaxy is the observation of dust
in the far-infrared (FIR) using instruments like the Herschel satellite, with which a total
hydrogen column density map can be created through spectral energy distribution (SED)
fitting to the observed fluxes. Subtracting the H I component from this total hydrogen
column density map yields the H2 distribution. I employed this method to obtain a H2

column density map of M33 in Keilmann et al. (2024a).

Carbon monoxide (CO) and the CO-to-H2 conversion factor XCO provide a reliable
tracer for mapping molecular hydrogen (Bolatto et al., 2013). Using CO and determining
an XCO factor map of M33 is another method used to obtain the H2 content of M33
in Keilmann et al. (2024a). CO exhibits a strong dipole moment as an unsymmetrical
molecule, and its rotational energy levels easily excite at low temperatures (up to several
tens of Kelvin) and low critical densities (a few hundred to several thousand cm´3) re-
quired for collisional excitation (Schinnerer and Leroy, 2024). Consequently, CO emits
strongly in the millimeter and submillimeter wavelengths, serving as an excellent tracer
for dense molecular clouds. Critical density determines the efficiency of CO emission. This
parameter denotes the gas density at which collisional de-excitation equals spontaneous
radiative decay for a transition. When the gas density falls below the critical density,
collisional excitation becomes inefficient, reducing emission intensity while radiative pro-
cesses yield sub-thermal emission. In contrast, when the gas density exceeds the critical
density, collisional excitation dominates and thermalizes the emission, reflecting the local
gas temperature (Bolatto et al., 2013). However, CO as a tracer for the molecular gas
(H2) photodissociates more quickly and easily than H2, resulting in a small fraction of H2

becoming untraceable with CO referred to as “CO-dark” (Grenier et al., 2005).

Dust effectively traces the ISM, molecular clouds, and star formation unbiased to CO-
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dark gas by absorbing stellar photons and re-emitting energy via the photoelectrical effect
in the infrared (IR) to millimeter range. This process provides insight into radiation field
intensity and star formation activity, and it enables estimates of column densities and
masses (Grenier et al., 2005). Dust emission, when mixed with gas in the ISM, correlates
with gas tracers such as CO and H I, which allows tracing atomic and molecular gases,
including CO-dark gas undetectable by traditional means (see above). Dust also shields
molecules from radiation, thereby supporting H2 formation and star formation (Compiègne
et al., 2010). Moreover, changes in dust properties in star-forming regions reveal physical
conditions and processes within MCs (Ysard et al., 2019).

The ionized carbon fine-structure line [C II] at 158µm and the neutral oxygen [O I] line
at 63µm are essential for studying the ISM because they dominate cooling in star-forming
regions. They are discussed in more detail in Sect. 4.3. [C II] was central in the study of
the Draco cloud (Schneider et al., 2024), in which I co-authored, and in my first-author
letter Keilmann et al. (2025). Its application in astronomy advanced over time, especially
in photodissociation regions (PDRs) where stellar radiation affects molecular clouds, and
early studies recognized [C II]’s potential for tracing ISM processes (Dalgarno and McCray,
1972; Tielens and Hollenbach, 1985a). Early research in the 1970s identified the far-
Infrared (FIR) [C II] line as the main cooling mechanism in the star-forming ISM (Dalgarno
and McCray, 1972).2

Together, the [C II] and [O I] lines offer complementary insights into the ISM because
they trace different temperature and density regimes, allowing us to disentangle the contri-
butions of different gas phases and to study the complex interplay of radiation, chemistry,
and dynamics in star-forming regions. These lines are essential for understanding the life
cycle of molecular clouds and the processes that lead to star formation. The [C II] line, for
instance, can account for up to 1% of the total FIR luminosity in galaxies, highlighting
its significance in the cooling budget of the ISM (Stacey et al., 1991).

Observations reveal a so-called [C II]-deficit in bright PDRs, where [C II] emission shows
a deficiency compared to FIR emission. In Keilmann et al. (2025), I also observe and ana-
lyze such a [C II]-deficit. Studies suggest various mechanisms to explain this phenomenon
in both Galactic and extragalactic star-forming regions. In ultra-luminous IR galaxies,
several processes are discussed that contribute to the deficit, such as high dust optical
depth, increased ionization parameters (yielding C2` or higher), metallicity variations,
and intense radiation fields (Malhotra et al., 1997, 2001; Luhman et al., 2003; Lagache
et al., 2018; Ebagezio et al., 2024). Under less extreme Galactic PDR conditions, alter-
native mechanisms are considered (Goicoechea et al., 2015; Pabst et al., 2021). In very
dense regions, dust grain heating efficiency may increase, and [C II] might undergo colli-
sional de-excitation. In addition, [C II] may saturate in some cases, allowing [O I] cooling
to dominate in warm, dense PDRs.

However, in PDR regions with moderate gas and temperature conditions, these ex-
planations are probably less valid. By studying the compact H II region S144 in RCW79,
I found that local temperature and velocity gradients within the PDR likely cause the
[C II]-deficit in S144, impacting line emission more significantly than external factors.
Consequently, in Keilmann et al. (2025), I propose the self-absorption of the [C II] line as
a potential cause of this deficit. This effect reduces the observed [C II] emission while the
FIR continuum remains stable, thus causing a low [C II]/FIR ratio at high emission levels.

2The historical context is briefly highlighted in Sect. 4.4.1.
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1.2 Molecular Cloud Formation, Evolution and Fragmenta-
tion

Molecular clouds are the birthplaces of star formation within galaxies, created through
complex processes affected by multiple physical processes. The star formation efficiency
(SFE) is determined by physical properties like mass, density, and temperature, as well
as environmental influences such as metallicity and stellar feedback. The triggering of
star formation and the disruption of molecular clouds across different galaxies depend on
dynamics like shear forces, gravitational potentials, and galactic rotations or bars (Re-
naud et al., 2015) in large-scale environments, including spiral arms or central regions,
combined with stellar feedback mechanisms like stellar winds or supernovae. This cycle is
qualitatively shown in Fig. 1.1 (and in Fig. 1.2 as an example showing the M51 galaxy).

Atomic gas

Molecular gas

Figure 1.1: Assembly of GMCs within a galactic disk. Top-Down assembly: H2 forms due
to instabilities in compressed atomic gas layers, influenced by shocks like those from spiral
density waves. These clouds last as long as H2, equal to or shorter than the arm-crossing
time, about 10 to 50 Myr. Bottom-Up assembly: GMCs arise from merging smaller H2

clouds in galaxy spiral arms. Exiting the spiral’s potential, GMCs fragment into smaller
H2 clouds, which then transit to the next spiral arm. The H2 lifespan exceeds the clouds’,
lasting over 108 years. This figure draws on and is inspired by Koda et al. (2016).

However, the mechanism of mass accumulation in molecular clouds remains unresolved.
Investigations have yet to determine the relative impacts of material flowing from high
Galactic latitudes onto the disk’s gravitational field, versus gas compression in spiral
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density waves, or expanding shells from supernovae-driven atomic hydrogen. Studying
GMC properties in the Milky Way and M33 and their dependence on the galactic en-
vironment (central region, spiral arms, outskirts), as demonstrated in my first-author
publication Keilmann et al. (2024a), can help shed light on these questions.

Figure 1.2: M51 galaxy in optical/X-ray/IR composite image and [C II] 158µm emis-
sion. Left: The M51 galaxy with its nicely formed spiral arms in optical/X-ray/IR com-
posite emission. Image credit: NASA/CXC/SAO; Optical: Detlef Hartmann; Infrared:
NASA/JPL-Caltech. Right: The [C II] counterpart reflecting the M51 spiral’s structure
distribution (Pineda et al., 2020). Both images show that star-formation mostly takes
place in the spiral arms and the galaxy’s center.

Historical models viewed cloud formation, and hence the formation of H2 gas, as a
quasi-static process driven by gravitational infall that occurs over timescales up to 100
million years (Tielens and Hollenbach, 1985a; Sternberg and Dalgarno, 1989; Krumholz
and McKee, 2005; Krumholz et al., 2008; Dobbs et al., 2014). This Top-Down approach,
characterized by gravitational instabilities in the Galactic disk, generates GMCs through
self-gravitating fragmentation, particularly in spiral arms with high gas surface densi-
ties (e.g., Elmegreen, 1979; Tubbs, 1980; Balbus and Cowie, 1985; Balbus, 1988). In this
scenario, the clouds acquire masses that match the characteristic mass of these instabili-
ties, often reaching several 106 Md (Wada et al., 2000; Shetty and Ostriker, 2008; Tasker
and Tan, 2009; Dobbs et al., 2011; Hopkins et al., 2012; Kruijssen and Longmore, 2014).

However, observations of our Galaxy suggest that most clouds are actually less mas-
sive, frequently below 105 Md (e.g., Roman-Duval et al., 2010). This dynamical frame-
work (Bottom-Up approach, see Fig. 1.1) posits that stellar feedback from newly formed
stars disrupts gravitationally unstable gas before it fully collapses, resulting in lower-mass
clouds (Reina-Campos and Kruijssen, 2017).

Several processes counteract gravitational collapse. Such processes are, for example,
heat generated during gas contraction, along with turbulence and magnetic fields cre-
ated by charged particles from cosmic-ray ionization and UV radiation of massive stars
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(including feedback from stellar winds or supernovae). Magnetic fields drive ambipolar
diffusion that separates neutral particles (mainly hydrogen molecules) from plasma (ions
and electrons). Without collisions with charged particles, these neutral particles would
collapse under gravity; however, due to these collisions the interstellar magnetic field coun-
teracts the collapse. In MCs with very low ionization, neutral particles rarely interact with
charged particles; consequently, these particles fail to fully hinder their dynamical (instead
of a free fall) collapse into a star (Lazarian et al., 2015).

The Jeans criterion (or Jeans instability) drives the fragmentation of MCs (Jeans,
1902). According to this criterion, a gas cloud becomes instable and collapses when its
mass exceeds the Jeans mass or its size surpasses the Jeans length. The Jeans mass is
proportional to

MJ 9
c3s

pG3ρ0q1{2
, (1.1)

where G is the gravitational constant, ρ0 the gas density, and cs “

b

kBT
µmH

the isother-

mal sound speed with kB the Boltzmann constant, T the gas temperature, µ the mean
molecular weight, and mH the hydrogen mass. The Jeans length is proportional to

RJ 9
cs

pGρ0q1{2
. (1.2)

The latter two are determined by the balance between gravitational forces and thermal
pressure. Lower temperatures and higher densities favor cloud collapse. As the cloud con-
tracts, its increasing density further reduces the Jeans length, promoting smaller regions
to become gravitationally instable. This hierarchical fragmentation breaks the cloud into
substructures that can subsequently collapse independently to form stars or stellar clus-
ters. Turbulent density fluctuations create local regions that exceed the Jeans criterion,
accelerating the formation of smaller-scale structures.

Turbulence, gravitational instability, and magnetic fields collectively shape filament
formation. Turbulent motions may generate shocks that compress gas into dense sheets,
which fragment due to gravitational instability into elongated structures. Magnetic fields
may then channel and stabilize these structures, ultimately forming filaments. However,
magnetic fields may also suppress or slow the cascade of turbulence to smaller scales,
where it would dissipate, thereby reducing fragmentation.

Thus, turbulent mixing motions within the ISM significantly affect H2 formation.
These motions generate density fluctuations on both large and small scales, reducing H2

formation timescales from tens of millions to a few million years (Glover and Mac Low,
2007; Bialy et al., 2017; Valdivia et al., 2016). Consequently, stellar feedback frequently
disrupts star-forming clouds before they reach H2 formation equilibrium (Mac Low and
Glover, 2012).

The ISM exhibits highly turbulent behavior, characterized by a Reynolds number of
approximately 106 (determined from (magneto-)hydrodynamical calculations).3 Turbu-
lence in molecular clouds requires continuous replenishment, as it decays within a crossing
time without external driving forces. Despite its prevalence, the mechanisms driving in-
terstellar turbulence remain unclear. Supernova explosions are an important source of
turbulence in galaxies (Mac Low and Glover, 2012). Observed filament networks align
qualitatively with magneto-hydrodynamic turbulence simulations in infalling gas (e.g.,

3Since the ISM is highly turbulent and complex, which would be enough to serve as a single Ph.D.
thesis topic, I will not explore turbulence and a detailed description is not provided.
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Padoan and Nordlund, 2011; Federrath and Klessen, 2013). Supersonic turbulence prob-
ably arises from mass accretion (Goldbaum et al., 2011). This aligns with observations
linking filamentary structures to earlier large-scale atomic collisions (Walch et al., 2015;
Seifried et al., 2017).

Early work by Larson (1981) laid the foundation that turbulence is a key factor in
cloud support and fragmentation by exploring the role of turbulence in molecular clouds.
Larson’s subsequent studies emphasized the importance of thermal physics and cloud ge-
ometry in determining the stellar initial mass function (IMF), proposing that the Jeans
mass at the transition from cooling to heating phases plays a critical role in cloud frag-
mentation (Larson, 2005). In particular, molecular line surveys have identified the Larson
linewidth-size relations of σ9Rϵ with ϵ roughly around 0.5 and the mass-size (which can
also be based on dust observations) relations of M 9Rκ with κ roughly around 2 (e.g.,
Goldsmith et al., 1987; Heyer et al., 2004; Lombardi et al., 2010; Keilmann et al., 2024b),
and a mass distribution for molecular clumps of the form of dN{dM „ Mα with α roughly
between 1.5 and 2.6 (Stutzki and Guesten, 1990; Kramer et al., 1998; Keilmann et al.,
2024b). For instance, ϵ “ 0.33 characterizes a fractal, incompressible, non-magnetic fluid
where the statistical flow properties remain scale-invariant, following Kolmogorov turbu-
lence (Kolmogorov, 1941). In contrast, other turbulence models describe a supersonic,
isothermal turbulent flow with ϵ “ 0.5 and α “ 2. Each model emphasizes different physi-
cal effects like turbulence-driven sources, magnetic fields, self-gravity, or thermal balance,
and thus represents distinct physical scenarios. Such deviations from an idealized purely
turbulent medium may alter scaling laws, which might explain why many molecular line
studies have not detected a linewidth-size relation in molecular clumps (e.g., Loren, 1989;
Simon et al., 2001; Schneider and Brooks, 2004; Schneider et al., 1998, and references
therein).

Several studies have characterized the spatial structure of emission using power spectra
relations. These revealed that clump mass spectra show scale-independent fragmentation
of molecular clouds. Stutzki et al. (1998) contributed significantly by analyzing the clump
mass spectra in molecular clouds, revealing a power-law distribution of clump masses.
This work highlighted the self-similar nature of cloud structures on different scales (Schnei-
der et al., 2011), suggesting that fragmentation processes are scale-independent (Kramer
et al., 1998). Further advancements in observational techniques reveal cloud morphology
and dynamics. High-resolution CO mapping enables detailed studies of cloud structure
and confirms the presence of filamentary and clumpy substructures that are crucial for
understanding the initial conditions of star formation (e.g., Schneider et al., 1998).

Remaining debate exists regarding the mechanisms that form molecular clouds and
their embedded stars, as well as the impact of galactic environments. Small-scale factors
(turbulence, magnetic fields, and stellar feedback) are considered to impact cloud fragmen-
tation and structure, while large-scale dynamics (spiral density waves and galactic shear)
govern the distribution and evolution of GMCs (Schinnerer and Leroy, 2024).

Large-scale instabilities driven by spiral density waves may shape cloud assembly and
star formation. Gravitational collapse of dense regions illustrates a Top-Down approach,
in which cloud formation spans tens of millions of years (see Fig. 1.1). This collapse is
triggered by ISM instabilities from spiral density waves and stellar feedback (McKee and
Ostriker, 2007; Dobbs et al., 2014; Renaud et al., 2015). The spiral arm’s gravitational
attraction may clusters molecular gas into large conglomerates that, when exposed to
strong shear forces, disintegrate into smaller, elongated formations (La Vigne et al., 2006).
As the wave travels through the disk, it may heat the gas by compression and shocks at
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the trailing edge of the spiral arms (Fujimoto, 1968; Roberts, 1969), resulting in dense
molecular clouds where cooling processes become inevitable. Hence, spiral arms may
exhibit higher star formation rates than less dense regions (Lord and Young, 1990; Silva-
Villa and Larsen, 2012; Yu et al., 2021). However, studies report mixed findings on star
formation efficiency, with some indicating higher efficiency in spiral arms and others finding
comparable rates in spiral and interarm regions.

Shear may disrupt molecular clouds, thereby hindering star formation (Dobbs and
Pringle, 2013; Meidt et al., 2015; Chevance et al., 2020; Bonne et al., 2023). Galactic
dynamics and stellar feedback induce this shear. Chevance et al. (2022) suggested early
stellar feedback prior to supernovae as key to cloud disruption. Dynamic scenarios propose
that colliding clouds may form dense molecular structures (Haworth et al., 2015; Bisbas
et al., 2017; Fukui et al., 2021).

Additionally, recent simulations and observations suggest that molecular cloud forma-
tion is a more dynamic process occurring on shorter timescales, up to 10 million years, due
to mechanisms such as colliding flows and cloud–cloud collisions (Schneider et al., 2010,
2015b; Dobbs and Pringle, 2013). Additionally, Dobbs et al. (2020) and Schneider et al.
(2023) noted that colliding atomic hydrogen flows can produce massive star-forming struc-
tures and studies such as Schneider et al. (2010) and Schneider et al. (2023) highlight that
large-scale converging flows rapidly form dense molecular structures. Consequently, these
dynamic processes accelerate molecular cloud formation compared to quasi-static model
predictions. Moreover, Kobayashi et al. (2017) and Kobayashi et al. (2018) performed a
semi-analytic model of cloud–cloud collisions that shows minimal impact on GMC growth
in the Milky Way, except for clouds above 106 Md, which can only contribute up to 50%.
The Global Hierarchical Collapse (GHC) approach introduced by Vázquez-Semadeni et al.
(2019, 2024) offers another novel perspective on cloud formation by involving hierarchical
scale collapses that gather material from larger structures.

However, recent developments of sensitive, high spectral resolution instruments that
are able to efficiently map large areas on the sky have enabled systematic studies of GMCs
across various galactic environments, improving our understanding of their formation,
evolution and destruction (Chevance et al., 2022). The detection of so far more than 300
molecules in the ISM has expanded our knowledge of the chemical complexity and physical
conditions (temperature, density, dynamics) within (giant) molecular clouds (Guélin and
Cernicharo, 2022). One such instrument is the German REceiver for Astronomy at Ter-
ahertz Frequencies (GREAT), which is a high-resolution spectrometer (Heyminck et al.,
2012; Risacher et al., 2018; Duran et al., 2021) onboard the Stratospheric Observatory of
Far-Infrared Astronomy (SOFIA). As a PI-instrument of the team in which I work, it was
developed and built in collaboration of the University of Cologne and MPIfR in Bonn.
The GREAT team supported open-time (OT) flights, handled observation preparation,
execution of observations on SOFIA, and data reduction. In exchange, the GREAT team
received guaranteed-time (GT) for more sophisticated observations that required detailed
instrument knowledge.

Overall, the formation and evolution of molecular clouds in galaxies is a multifaceted
process driven by gravitational instabilities, spiral density waves, stellar feedback, mag-
netic fields, and turbulence within the interstellar medium. These processes rank among
the prominent subjects of modern astrophysics, explored through multi-wavelength obser-
vations and theoretical models, including simulations. Identifying the dominant processes
– stellar feedback, shear, or cloud–cloud collisions – that regulate star formation is essen-
tial to understand the life cycles of molecular clouds and galaxy evolution (Kruijssen et al.,
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2019). Controversy persists over whether environmental conditions (e.g., central regions
versus spiral arms) or stellar feedback mechanisms primarily govern star formation (Cor-
belli et al., 2017; Rey-Raposo et al., 2017; Kruijssen et al., 2019; Chevance et al., 2022;
Liu et al., 2022; Choi et al., 2023).

Hence, an open question is whether these processes are universal across different galax-
ies, such as the Milky Way and M33, or whether they vary due to differences in metallicity,
starburst activity, and other galactic properties. Variations in metallicity can affect cool-
ing rates, dust content, and the efficiency of molecule formation, potentially leading to
differences in cloud formation and star formation processes (Bolatto et al., 2013). Star-
burst galaxies show intense star formation rates; hence, they may exhibit different feedback
mechanisms and timescales compared to more quiescent galaxies. Investigating these dif-
ferences is crucial for a comprehensive understanding of molecular cloud formation and
evolution in diverse galactic environments.

M33 is one such diverse galactic environment, differing from the Milky Way in terms of
metallicity, mass, size, age, and other properties. In Keilmann et al. (2024a) and Keilmann
et al. (2024b), I examined the physical properties of GMCs in M33, comparing them to
those in the Milky Way, and explored these properties as a function of galactocentric radius
and galactic environment in M33. My studies reveal that M33’s galactic environments
mainly do not influence cloud properties; and while some properties are similar to those of
the Milky Way, others vary significantly, possibly due to differing galactic environments.
However, most GMCs still appear to be insensitive to the galactic environment, suggesting
that small-scale effects, such as stellar feedback, are more significant.

1.3 Stellar Feedback and its Impact

Stellar feedback refers to the mechanisms through which stars, especially massive ones,
affect the ISM by emitting energy and ejecting matter that interacts with the surrounding
medium. Key components of these mechanisms include radiative feedback, stellar winds
and supernovae. Such feedback is essential for regulating star formation and shaping both
the structure and evolution of galaxies. I investigated the driving mechanism of the bubble
in the compact H II region in RCW79 by examining the stellar feedback from the ionizing
source, with particular emphasis on the stellar wind (see Sect. 5.3.2).

Stellar feedback acts on multiple spatial scales. It ranges from small-scale (typically
around one parsec) impact of protostellar outflows in molecular cores (e.g., Matzner and
McKee, 2000; Bally, 2016; Offner and Chaban, 2017), to the creation of H II regions (a
few to tens of parsec) by massive stars within their natal clouds (e.g., Rogers and Pittard,
2013a; Geen et al., 2015; Haid et al., 2018), and up to the influence of star clusters within
galactic disks (e.g., Hennebelle and Iffrig, 2014; Gatto et al., 2017; Kim and Ostriker,
2017).

Stellar feedback enriches the ISM and regulates galactic evolution. Supernovae add
heavy elements essential for forming planets and complex molecules, thereby influencing
subsequent generations of stars and planetary systems (Tanabe et al., 2011). On larger
scales, stellar feedback drives galactic winds and outflows that remove gas from galax-
ies, thereby controlling their growth (Somerville and Davé, 2015). However, according
to Chevance et al. (2022), it is the early stages of stellar feedback that predominantly
contribute to cloud dissipation within galaxies, prior to supernova events. This was also
shown in Bonne et al. (2023) for RCW79, where I am involved as co-author.

Figure 1.3 impressively shows the presence of newly formed stars within the gas and
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Figure 1.3: Composite image of NGC628 using JWST data. This high-resolution image
shows the fine-structures and bubbles of NGC628 (M74), a spiral galaxy at a distance of
9.77 Mpc, influenced by the formation of young stars. MIRI data are shown at 21.0µm
(red), 11.3µm (orange), 7.7µm (cyan) and 10.0µm (grayscale). Image credit: NASA/E-
SA/CSA/Judy Schmidt (CC BY 2.0).

dust spurs located between neighboring spiral arms that affect their environment, shaping
bubbles across the entire disk of NGC628. It is a composite image of the James Webb
Space Telescope (JWST) and its Mid-Infrared Instrument (MIRI), combining data at
wavelengths of 21.0µm (red), 11.3µm (orange), 7.7µm (cyan), and 10.0µm (grayscale).
The galactic center is surrounded by streams of luminous dust, while an exposed Nuclear
Star Cluster (NSC) is distinctly visible at its center. The data also indicate the presence
of newly formed stars.

Feedback mechanisms regulate the star formation rate by injecting energy into the
ISM. As a result, star formation remains notably inefficient, as only a small fraction of a
galaxy’s gas mass converts into stellar mass over gravitational timescales (e.g., Kennicutt,
1998a; Krumholz and Tan, 2007; Evans et al., 2009; Barnes et al., 2017; Utomo et al.,
2018; Kruijssen et al., 2019).

However, star formation in molecular clouds proceeds through positive stellar feedback.
After molecular clouds form, stars emerge within dense substructures such as filaments
and clumps/cores. Low-mass stars likely develop through filament fragmentation (Pineda
et al., 2023), while massive stars form mostly as clusters in the center of hub-filament sys-
tems (Schneider et al., 2012; Peretto et al., 2013), in which massive dense cores and pro-
tostars compete for available gas (Bonnell and Bate, 2006). Intense far-ultraviolet (FUV)
radiation with energies from 6 to 13.6 eV from OB-type stars ionizes the surrounding
medium to create an H II region, and their radiation and winds clear out nearby material.
One can gauge the radiation intensity by identifying the exciting stars and determining
their stellar type, luminosity, temperature, and distance. As an H II region expands su-
personically, a compressed layer of gas and dust accumulates between the ionization and
shock fronts, often forming ring-like structures. This compressed ring fragments further,

https://www.flickr.com/photos/geckzilla/52225123182
https://www.flickr.com/photos/geckzilla/52225123182
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and the resulting dense clumps become gravitationally instable, thereby triggering new
star formation (Elmegreen and Lada, 1977). This process is referred to as “collect-and-
collapse” and represents “positive” stellar feedback. Figure 1.4 shows an RGB plot of

13h41m 40m 39m 38m

−61◦25′

30′

35′

40′

45′

RA (J2000)

D
ec

(J
20

00
)

1 pc

Figure 1.4: Composite image of three colors of RCW79. Spitzer data at 3.6µm, 4.5µm
and 8µm are shown in blue, green and red, respectively. The PDR region is nicely reflected
in bright red emission, reflecting hot dust, mixed with atomic and molecular gas.

RCW79. The PDR region is induced by the stellar feedback of a cluster of twelve O-type
stars, which compresses the local ISM into a ring-like formation. Molecular gas traced
by CO envelopes the [C II] ring, producing the characteristic layered structures typical of
PDRs. [C II] emission can stem from gas in different physical conditions, including the H II

region or the adjacent PDR (refer to Sect. 4.3).

Multiple processes regulate star formation by either triggering or suppressing molecu-
lar cloud collapse. Turbulence and compression from stellar feedback, along with galactic
shear effects (Chevance et al., 2020), can trigger molecular cloud collapse and lead to SF,
while feedback can also dissipate clouds (e.g., Bonne et al., 2023). Magnetic fields re-
sist gravitational collapse and influence gas dynamics, whereas turbulence fragments and
reorganizes clouds. Moreover, surface mass density alongside ambipolar diffusion regu-
lates the SFR (Roman-Duval et al., 2010). In clouds with low surface mass density, a
high ionized fraction induced by the interstellar radiation field provides magnetic support
that prevents collapse, maintaining a low star formation rate (SFR), whereas high sur-
face mass density increases the SFR. Energetic radiation and strong stellar winds disrupt
dense structures and hinder cloud collapse, illustrating negative stellar feedback (Matzner,
2002; Geen et al., 2016). Understanding the impact of stellar feedback on the evolution



12 Chapter 1. Introduction

of molecular clouds, galaxies, and the universe remains an essential question in modern
astrophysics.

The three main components of stellar feedback from massive stars are briefly laid out
in the following sections (from which also PDRs emerge; see Sect. 4.3).

1.3.1 Stellar radiation

Radiation from massive stars significantly affects the interstellar medium (Kahn, 1954;
Spitzer, 1978; Dyson et al., 1981). Stars emit Lyman continuum extreme-ultraviolet (EUV)
photons with energies above 13.6 eV that initiate photo-ionization of nearby gas producing
an H II region marked by an ionization front separating ionized from neutral gas. To
maintain ionization, the photo-ionized gas requires a constant flow of ionizing photons, as
it will otherwise revert to neutral hydrogen. Geometric dilution reduces the photon flux at
the ionization front, a result of photons dispersing over expanding spherical shells as they
travel radially from the star. The ionization front progresses if additional ionizing photons
continue to arrive. The warmer photo-ionized gas („ 104 K) expands thermally against
the cooler surrounding neutral gas (10 ´ 1000 K). This expansion decreases the density
and recombination rates of the photo-ionized gas, allowing photons to reach further and
the ionization front to move outward, thereby expanding the H II region. Consequently,
a leading shock wave forms, accelerating and compacting nearby gas into a dense shell,
which may be partially or completely neutral.

The FUV radiation of massive stars is able to photodissociate molecules in the ISM
and ionize atoms such as carbon, creating so-called photodissociation regions. They are
further described in Sect. 4.3.

1.3.2 Stellar wind

Eugene N. Parker introduced the first models of stellar wind in the late 1950s (Parker,
1958, 1960). Parker’s work laid the foundation for understanding solar and stellar winds
by proposing the concept of a continuous outflow of particles from the Sun, which was
later extended to other stars. His model described how the solar wind is driven by the
thermal pressure of the hot solar corona, leading to a supersonic flow of charged particles
into space. This groundbreaking work provided a theoretical framework that has been
expanded upon in subsequent decades to include various types of stellar wind, such as
those from massive and evolved stars (Waldron, 1984).

Further early theoretical analyses by Avedisova (1972), Castor et al. (1975), and Weaver
et al. (1977) advanced our understanding of adiabatic wind bubbles and their behavior
under radiative cooling and ionizing radiation. Later, Capriotti and Kozminski (2001)
investigated wind bubbles in photo-ionized H II regions, suggesting these bubbles play a
secondary role to photo-ionization. Haid et al. (2018) confirmed this view through hydro-
dynamic simulations in a uniform medium, and Geen et al. (2020) further concluded that
an efficiently cooling wind bubble can exist within a pre-existing photo-ionized region in
a power-law density field.

Stellar winds, despite representing a small fraction of a star’s energy, significantly
influence interstellar bubble dynamics; and stellar wind bubbles that retain most of their
energy can significantly drive the expansion of hot regions (over 106 K) around massive
stars. Although stellar wind has often been regarded as minimal in the past, Pabst et al.
(2019, 2020) demonstrated that stellar winds drive the Orion Veil Bubble. They detected
the expanding shell with velocity-resolved [C II] observations, measuring an expansion



1.3. Stellar Feedback and its Impact 13

velocity of v « 13 km s´1. They concluded that the stellar wind’s mechanical energy is
efficiently transformed into the kinetic energy of the expanding bubble. These insights were
enabled by the wide spatial coverage of the velocity-resolved [C II] data with instruments
such as GREAT onboard SOFIA. Several studies then showed that stellar winds indeed
drive the expansion of fast [C II] bubbles (e.g., Tiwari et al., 2021; Bonne et al., 2022;
Beuther et al., 2022).

This unique discovery prompted questions about the significance and prevalence of
stellar wind-driven bubbles, leading to multiple recent theoretical and simulation stud-
ies (Lancaster et al., 2021a,b; Pittard et al., 2021; Pittard, 2022; Geen and de Koter,
2022). Several other studies have identified significant effects of bubbles formed by stellar
winds (e.g., Kabanovic et al., 2022), which are briefly described below.

Debate persists regarding whether these bubbles conserve the majority or the entirety
of the stellar energy. Fierlinger et al. (2016) emphasize the importance of precisely re-
solving the contact discontinuity between the hot, less dense wind bubble and its denser
surrounding shell to determine the energetics of the wind bubble.

Additional dynamic processes further influence wind bubble evolution. Fielding et al.
(2020) and Tan et al. (2021) suggest that strong turbulence increases the wind bubble’s
cooling rate via turbulent mixing. Increased wind pressure raises the density of the shell
surrounding the wind bubble, thereby trapping ionizing radiation more effectively.

The study of wind-radiation interactions has advanced with the integration of stellar
winds into self-consistent (radiative-)(magneto-)hydrodynamic simulations for cloud-level
star formation. Rogers and Pittard (2013b) examined stellar wind behavior in clustered
O stars within irregular clouds, while Dale et al. (2014) used simulations to investigate
the impact of winds on turbulent cloud star formation with photo-ionization. Building
on these foundational studies, Wall et al. (2019), Wall et al. (2020), Decataldo et al.
(2020), Geen et al. (2021), and Grudić et al. (2021) further incorporated stellar winds into
their simulations. In addition, other studies analyzed wind from single sources or simple
models (e.g., Gallegos-Garcia et al., 2020) and explored their effects on larger scales (e.g.,
Agertz et al., 2013; Gatto et al., 2017). The research group of Prof. Walch-Gassner at the
University of Cologne also conducts such simulations.

Stellar wind simulations are considerably more computationally expensive than those
involving solely photo-ionization due to their characteristic velocities and temperatures
that impact simulation timesteps. While photo-ionized gas generally has a sound speed of
about 10 km s´1 (Oort and Spitzer, 1955), stellar winds can reach velocities nearly 1% the
speed of light (Groenewegen and Lamers, 1989; Lamers and Leitherer, 1993; Howarth et al.,
1997; Massey et al., 2005). Thus, detailed studies are critical for exploring the parameter
space of wind effects and to ensure simulations accurately reflect the interactions in a
star-forming cloud.

One recent approach was developed by Lancaster et al. (2021a), who introduced a
model suggesting that strong interface cooling from turbulent mixing drives bubble evo-
lution via stellar winds. The authors propose that highly efficient cooling at the interface
between the stellar wind and the surrounding medium reduces the injected energy by up
to 99%. This energy loss results in a momentum-driven expansion (p9 t). This differs
from the energy-driven model by Weaver et al. (1977) (E9 t) impacting gas dispersal in
star-forming regions and thereby leading to lower expansion rates and sizes. However,
another recent approach invokes a wind bubble around a star to describe the early evo-
lution of the wind bubble expanding in a power-law density field (Geen and de Koter,
2022), which contains the Weaver model as a limit and which I use to describe the bubble
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dynamics in RCW79 (Sect. 5.3.2). Sect. 4.2 briefly describes this model alongside the
classical “Weaver” model.

1.3.3 Supernovae

Supernovae (SNe) feedback shapes interstellar gas dynamics (e.g., McKee and Ostriker,
1977) and drives galaxy evolution (e.g., Larson, 1974). Core-collapse Type II SNe release
immense energy (about 1051 erg), disrupting molecular clouds (White and Long, 1991),
driving ISM turbulence (McCray and Snow, 1979), and fueling outflows and winds (Math-
ews and Baker, 1971). These explosions serve as major metal sources, notably contributing
substantially to interstellar oxygen (Burbidge et al., 1957). Type Ia SNe also supply feed-
back energy and metal enrichment through thermonuclear processes (Kawata, 2001).

Uncertainties and evolving models continue to challenge our understanding of SN feed-
back. Key questions address determining which stars undergo SN events, the timing of
these explosions, and the yields of energy, mass, and metals, as well as whether large-scale
energy is kinetic or thermal. Historically, stars above 5 ´ 10 Md were assumed to end as
SNe, releasing about 1051 erg and contributing 7 ´ 100 Md to the ISM (e.g., Katz, 1992).
On a galactic level, uncertainties in the ISM energy dispersion exceeded those in stellar
models (Naab and Ostriker, 2017; Rosdahl et al., 2017), leading to the assumption that the
details of core-collapse SNe were secondary due to cooling and mixing uncertainties. How-
ever, recent studies (Keller and Kruijssen, 2022) and high-resolution simulations (Gutcke
et al., 2021) reveal that the complexities of stellar evolution significantly affect galaxies.

GMC sizes might be regulated by supernovae or the galactic disk scale height (as I
have discussed in my M33 papers). Supernovae concentrate H I gas into GMCs and set the
maximum expansion scale of GMCs by linking it to potential supernova sizes, as proposed
by Kobayashi et al. (2017) and Kobayashi et al. (2018). An alternate explanation suggests
that GMC growth depends on the galactic gas disk scale height, hz. GMCs smaller than hz
expand in three dimensions; once they approach hz, vertical growth is hindered, limiting
expansion to the two remaining dimensions and slowing overall growth. This constraint
permits stellar feedback or galactic differential rotation to regulate cloud sizes.
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In summary, many of the approaches, hypotheses, and models presented above remain
unresolved and are subjects of ongoing debate. A key question concerns whether large-scale
galactic environments or small-scale stellar feedback bear higher importance in shaping
interstellar structures. Debates persist regarding the contributions and influence of stellar
radiation and stellar wind and at which evolutionary stages their influence may shift. All
these processes also affect cloud evolution and their dispersal – a claim frequently asserted
but rarely quantified. One of the few observations that reveal cloud destruction is our
study of [C II] in RCW79 (Bonne et al., 2023).

Since [C II] has proven to be an excellent tracer of both cloud formation and destruc-
tion, further observations of this important line are necessary. After the shutdown of
SOFIA in 2022, the only available facilities include the NASA balloon project GUSTO
(Galactic/Extragalactic ULDB Spectroscopic Terahertz Observatory), which conducted
observations end of 2024, as well as planned missions such as the European balloon project
“Co-PILOT” or NASA’s balloon project ASTHROS (Astrophysics Stratospheric Telescope
for High Spectral Resolution Observations at Submillimeter-wavelengths) and the NASA
space-born satellite mission PRIMA (PRobe far-Infrared Mission for Astrophysics).

This thesis aims at identifying a number of key aspects of early cloud formation (Draco)
and the roles of stellar feedback and large-scale galactic environments. By studying nearby
galactic sources dominated by stellar feedback (RCW79) and extragalactic systems (M33),
it aims to quantitatively understand the role of feedback and galaxy dynamics in shaping
the local universe around us. In RCW79, I also investigated why the [C II] line shows a
deficit in emission compared to FIR emission (the so-called [C II]-deficit). Thus, through-
out my doctoral studies, I have contributed with small but essential pieces to this puzzle
using and analyzing existing data that further expand our knowledge of these complex
mechanisms. These include recent open questions such as:

• What mechanisms lead to the formation of molecular clouds?

• How do cloud properties differ as a function of galactic environment, such as
the central region or spiral arms?

• Do cloud properties systematically differ between the Milky Way and other
galaxies, such as M33 with e.g. lower metallicity?

• What is the driving mechanism of stellar feedback? Which has a greater
impact on the surrounding interstellar medium, stellar winds or radiation?

• What could be the potential time dependence of these processes and their
final evolution?

• What influences the cooling pathways of different tracers in the ISM?

With this in mind, the next chapters establish the theoretical background for this thesis
(Chapter 2). Chapter 3 centers on the key principles of observational radio astronomy. I
also present the most relevant observatories, which provided most of the data used in this
thesis. Chapter 4 follows by exploring relevant astrophysical concepts and the objectives
of the observations. Chapter 5 presents the results and the papers on which I have worked
during this thesis. Finally, Chapter 6 provides a conclusion and outlines open questions
along with possibilities for future observations.
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Chapter 2

Theoretical and Observational Concepts

Studying how radiation interacts with matter is essential for two reasons when studying
the interstellar medium. The radiation that reaches Earth provides our primary source
of information about the universe beyond our solar system; understanding its generation
sheds light on the materials that emit and absorb it along the line-of-sight (LOS). Analyz-
ing the different physical processes that influence the density, temperature, composition,
and velocity in interstellar space requires considering how atoms, molecules, and dust
grains absorb and re-emit photons (Spitzer, 1978).

The subsequent sections lay out the theoretical background and concepts relevant to
this thesis. A comprehensive understanding of the physical conditions of the interstellar
medium requires grasping how photons interact with matter. After a short introduction
of basic quantities, such as specific intensity and flux in Sect. 2.1, I cover some prereq-
uisites of radiative transfer, such as energy transfer regarding atoms and molecules and
Einstein coefficients (Sect. 2.1.2). The origins of the spectral line emissions are described
in Sect. 2.1.3. In Sect. 2.1.4, I derive the radiative transfer equation, which explains parti-
cle interaction with the interstellar radiation field. Finally, Section 2.2 then discusses how
observed line emissions can disclose the physical attributes of the ISM.

2.1 Radiation

The universe can be explored through the analysis of various tracers, such as cosmic
rays,1 neutrinos, gravitational waves, and photons. Galactic magnetic fields influence
cosmic rays, which consist of charged particles, causing them to spiral along magnetic field
lines and complicating the determination of their origin. Neutrinos rarely interact with
other matter and are mainly relevant in nuclear interactions. For instance, neutrinos are
important in measurements of the Sun, which helped to refine stellar models. Gravitational
waves are very weak and relevant for particular events such as black hole mergers. Photons,
in contrast, enable us to examine the full electromagnetic spectrum, making them ideal
for studying the diverse processes occurring in the ISM. In what follows, I introduce the
photon interaction with the ISM and briefly present the equation for the radiative transfer

1Cosmic rays are primarily composed of charged high-energy particles such as protons, electrons, and
alpha particles (helium nuclei), produced in extreme environments where immense amounts of energy are
available. These sources include for example supernovae, black holes, gamma-ray bursts, pulsars, and
many other phenomena.

17
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model (Spitzer, 1978). Firstly, I discuss Einstein coefficients, line profiles, and the splitting
of spectral lines, followed by the radiative transfer equation and models for more complex
conditions.

Radiation, in the form of electromagnetic waves, propagates in straight lines, referred
to as rays, through space. We define the energy of a ray passing through an area dA
perpendicular to the ray’s direction, within a solid angle dΩ, over a time dt, and within a
frequency range dν, as

dE “ Iν dΩ dAdt dν rergs , (2.1)

where Iν denotes the specific intensity

Iν “
dE

dΩ dAdt dν
rerg s´1 cm´2 Hz´1 sr´1s . (2.2)

Essentially, specific intensity is “per everything” and an intrinsic property of the source.
Thus, it is a conserved quantity along the ray path. Given the speed of light c, the specific
energy density uν is the energy in a volume with length cdt and area dA.

dE “ uνpΩq dΩ dAcdt dν rergs . (2.3)

Thus, with Eqs. 2.1 and 2.3, the specific energy density is

uνpΩq “
1

c
Iν rerg cm´3 Hz´1 sr´1s . (2.4)

With above equations, the mean intensity J̄ν can be defined as

J̄ν “
1

4π

ż

Iν dΩ rerg s´1 cm´2 Hz´1 sr´1s . (2.5)

For an isotropic radiation field, Iν is independent of angle, implying Iν “ J̄ν .
The flux density is the specific intensity integrated over dΩ

Fν “

ż

Iν dΩ rerg s´1 cm´2 Hz´1s . (2.6)

This quantity depends on the telescope and hence is different for each one.2

Integrating the flux density over frequency yields the flux

F “

ż ż

Iν dΩdν rerg s´1 cm´2s . (2.7)

Moving a source twice as far reduces received power by a factor of 4 (inverse square law),
yet the telescope’s beam covers 4 times more area, balancing these effects and maintaining
a conserved specific intensity.3

2.1.1 Planck function and Rayleigh-Jeans radiation temperature

Planck function The Planck spectrum describes the electromagnetic radiation emitted
by a black body in thermal equilibrium. In such a state, the specific intensity above is
given by the black body emission BνpT q at temperature T and frequency ν, as

Iν |LTE “ BνpT q “
2hν3

c2
1

ehν{kBT ´ 1
, (2.8)

where kB is the Boltzmann constant and LTE stands for local thermal equilibrium.

2Technically, the integral must include a cos θ, which is the angle between the surface’s normal vector
and the direction of the specific intensity’s incidence. However, for small fields cos θ « 1.

3Neglecting cosmological distances in an expanding universe.
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Rayleigh-Jeans brightness temperature The exponential term of the Planck func-
tion can be approximated for low frequencies hν ! kBT as

e
hν

kBT « 1 `
hν

kBT
`

1

2

ˆ

hν

kBT

˙2

. (2.9)

In this approximation, the brightness temperature follows a linear relation in hν{kBT

BνpT q «
2hν3

c2

˜«

1 `
hν

kBT
`

1

2

ˆ

hν

kBT

˙2
ff

´ 1

¸´1

“
2kBTν

2

c2

ˆ

1 `
1

2

hν

kBT

˙´1

(2.10)

«
2kBTν

2

c2

ˆ

1 ´
1

2

hν

kBT

˙

“
2kBν

2

c2

ˆ

T ´
hν

2kB

˙

. (2.11)

Since only the first term depends on temperature T , the linear relation of radiation and
temperature is

BνpT q «
2kBν

2

c2
T . (2.12)

The brightness (radiation) temperature T can be expressed as

J pT q “
c2

2kBν2
BνpT q “

c2

2kBν2
IνpT q (2.13)

“ T0

´

eT0{T ´ 1
¯´1

, (2.14)

where T0 “ hν{kB is the equivalent temperature of the transition at frequency ν. Finally,
the brightness (radiation) temperature is given by

Tb “
c2

2kBν2
Iν p“ TRq . (2.15)

This is known as the “Rayleigh-Jeans law” or the “Rayleigh-Jeans limit.” Equation 2.15
enables the calculation of the corresponding brightness (radiation) temperature Tb associ-
ated with a given intensity, which is universally true. In the Rayleigh-Jeans limit for the
LTE case, the calculated temperature is particularly beneficial, as it corresponds to the
excitation temperature of the observed transition line. Thus, the intensity is expressed as
temperature.

We can estimate the regime within which the Rayleigh-Jeans limit holds by examining
the third term in Eq. 2.9, which leads to

ν

rGHzs
! 20.84

ˆ

T

rKs

˙

. (2.16)

2.1.2 Einstein coefficients and transition energy

Quantum mechanics assigns discrete energy states to an atom or molecule X, resulting
in distinct energy levels. The Einstein coefficients quantify the probability of photon
absorption or emission by an atom or molecule. The Einstein A coefficient relates to the
rate of spontaneous light emission, while the Einstein B coefficients relate to the stimulated
emission and absorption of light, respectively. These coefficients were introduced by Albert
Einstein in 1916 (Einstein, 1916), considering isotropic radiation of frequency ν with a
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spectral energy density ρpνq, and proposing three processes to occur in the formation of
an atomic spectral line.

Spontaneous emission corresponds to an atom or molecule that is excited to its upper
energy level u. It will transition back to its lower energy state l by emitting a photon with
energy Eph “ hν,

Xu Ñ Xl ` hν . (2.17)

This transition rate is characterized by the Einstein coefficient Aul. The photon’s energy
corresponds to the difference in energy between the two energy states of the emitting
particle.

hν “ Eu ´ El . (2.18)

The Einstein A coefficient characterizes the constant probability of spontaneous emission,
describing an isolated particle in excited state u. Since the particle interacts with virtual
photons of the zero-point fluctuations of the quantum vacuum field, the particle will
eventually de-excite to a lower or ground state l, releasing excess energy as a photon.
This emission process is independent of the ambient radiation field.

The Einstein B coefficients quantify the likelihood of stimulated radiative excitation
and de-excitation. Specifically, the Blu coefficient represents the probability that a particle
in a lower state l is excited to an upper state u by photon absorption, described by

Xl ` hν Ñ Xu . (2.19)

This transition rate is characterized by the Einstein coefficient Blu.
On the other hand, an already excited particle can be stimulated by an additional

photon to transition from the upper state u to the lower level l

Xu ` hν Ñ Xl ` 2hν , (2.20)

which is characterized by the Einstein coefficient Bul.

Line profiles

The transition line with transition frequency ν0 “ pEu ´ Elq{h corresponds to an exact
energy difference between two states. The observed transition exhibits a finite spectral
linewidth due to the finite lifetime of the upper state and pressure broadening (both caused
by Heisenberg’s energy-time uncertainty principle). Additionally, Doppler broadening as
a result of the thermal or turbulent motion of the emitters contributes to the width of
the spectral line. The first two broadening effects (limited lifetime of upper state due to
natural spontaneous decay and pressure broadening) are described by a Lorentz profile

ϕLpνq “
1

π

wL{2

pν ´ ν0q2 ` pwL{2q2
. (2.21)

Doppler broadening gives rise to a Gaussian line profile as a result of the thermal motion
of particles in a gas moving with a range of velocities due to their temperature, which is

σv,th “

c

kBT

m
, (2.22)

where kB is the Boltzmann constant, T is the temperature, and m is the mass of the
particle. σv,th is the velocity dispersion or standard deviation4 of a Maxwell distribution.

4Sometimes the broadening is quantified by the Doppler parameter b, which includes a factor of 2 in
the square root of Eq. 2.22, so that b “

?
2σ. The difference only arises depending on the convention used.
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For typical [C II] gas temperatures of 100 to 200 K, the thermal line widths are 0.26 to
0.37 km s´1.

In the ISM, however, turbulent motion dominates the broadening mechanism, which
generally also produces a Gaussian line shape

ϕGpνq “
2
?

2 ln 2

wG

?
2π

e
´4 ln 2

´

ν´ν0
wG

¯2

. (2.23)

Thermal and turbulent broadening arise from an ensemble of particles and add in quadra-
ture. Turbulence-induced broadening is often „ 5 to „ 10 times larger than thermal broad-
ening. Multiplying the standard deviation σ by 2

?
2 ln 2 converts it to the full width at

half maximum (FWHM) wG, a measure more common in astrophysics. The transition
frequency ν0 defines the line peak position.

The prefactor in the above equation is the normalization factor, for which the normal-
ized line profile integrates to 1 over all frequencies

ż 8

0
ϕpνq dν “ 1 . (2.24)

An emitted photon may be absorbed by an atom or molecule along its path, thereby
exciting the absorbing particle to an upper energy level u. This process is the reverse of
that described in Eq. 2.17. The absorption rate of photons by the ISM is proportional to
the number of particles in the lower state nl and the radiation field Jν , which is weighted
by the normalized line profile ϕpνq, and integrated over all frequencies ν. The mean line
average intensity is then defined as

Jν “

ż 8

0
J̄ν ϕpνq dν , (2.25)

where J̄ν is defined as in Eq. 2.5 and is the specific intensity Iν integrated over the source
subtended by Ω,

J̄ν “
1

4π

ż 8

0
Iν dΩ , (2.26)

where Iν is the Planck function Bν (Eq. 2.8) in the thermalized case. The relative effec-
tiveness of absorbing or emitting a photon with frequency ν is indicated by the normalized
line shape.

Equations of Detailed Balance

An atom or molecule reaches statistical equilibrium when the rate at which a given energy
level is populated is equal to the rate at which it is depopulated (Einstein, 1916; Griffiths,
2016). The condition of statistical equilibrium can be formulated as

ni
ÿ

j

Rij “
ÿ

j

njRji , (2.27)

where Rij and Rji denote the transition rates between energy levels i and j, and ni and nj
represent the corresponding particle number densities (Mangum and Shirley, 2015). By
expressing these transition rates using Einstein coefficients along with the probabilities for
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excitation and de-excitation caused by collisions, denoted as C, the above equation can
now be written as

ni

«

ÿ

j

pnCij `BijJνq `
ÿ

jăi

Aij

ff

“
ÿ

j

nj pnCji `BjiJνq `
ÿ

iăj

nAji . (2.28)

For a two-level system, we define i as the lower energy state l and j as the upper energy
state u. A transition from the lower to the upper sate, Alu, violates energy conservation
and is therefore set to zero.

The collision coefficient C denotes the probability of excitation and de-excitation of
energy levels due to collisions, thereby accounting for particle interactions. Because the
relation between the Einstein coefficients only includes radiative excitation, we consider
only radiative processes. For a two-level system, we can then express Eq. 2.28 as

nlBluJν “ nupAul `BulJνq . (2.29)

On the other hand, we know from statistical mechanics that in LTE the number of particles
with energy E and temperature T is proportional to the Boltzmann factor exp p´E{kBT q.
Thus, the relative population of both states follows the Boltzmann distribution

nl
nu

“
gl
gu

e´El{kBT

e´Eu{kBT
“
gl
gu

e∆E{kBT “
gl
gu

ehν0{kBT , (2.30)

where ∆E “ hpνu ´ νlq “ hν0 represents the energy difference from the lower to the
upper states, and gl and gu denote their statistical weights that account for the energy
degeneracy of the quantum states. For a given ν0, the temperature T that satisfies the
Boltzmann distribution (Eq. 2.30) defines the excitation temperature Tex for a population
of particles via the Boltzmann factor. Equation 2.29 can then be written as

Jν “
Aul

gl
gu

ehν{kBTBlu ´Bul
. (2.31)

The coefficients Aul, Bul, and Blu describe the transitions between the lower and the upper
states. In a thermally balanced medium, the mean line average intensity Jν is described
by the Planck function BνpT q. Hence, for Eq. 2.31 to be equal to the Planck function
(Eq. 2.8), the Einstein coefficients must fulfill the Einstein relations

Aul “
2hν3

c2
Bul and (2.32)

glBlu “ guBul . (2.33)

The two Einstein relations above, called equations of detailed balance, link the three
Einstein coefficients, implying their interdependence; therefore, identifying one coefficient
allows for the determination of all three. These relations capture the detailed balance
relation between a microscopic process and its inverse, namely emission and absorption.

The latter equation confirms that the transition rate of stimulated emission and ab-
sorption is the same. This was an astonishing result in the 20th century and Albert
Einstein had to “invent” stimulated emission in order to arrive at Planck’s formula (Ein-
stein, 1916; Griffiths, 2016). This led to the theoretical basis for masers and lasers. The
Einstein B-coefficients are frequently defined in terms of the energy density ρpνq rather
than Jν (Griffiths, 2016). This introduces a difference in the definitions by a factor of
c{p4πq.
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2.1.3 Spectral line splitting

Since this thesis relies on the only recent possible observations of the [C II] (hyper)fine-
structure lines as a fundamentally important astrophysical line, I discuss in this section
the fine- and hyperfine-structure lines of [12C II] and [13C II], respectively. In addition, as
this thesis also makes use of the H I line and the rotational line of CO, I also discuss these
lines.

Fine-structure lines are energy level splittings (J “ S ` L) caused by the interaction
between the electron’s spin S and its orbital angular momentum L (spin-orbit coupling)
due to relativistic corrections, leading to closely spaced energy levels (Griffiths, 2016).
When an atom interacts with light, the total angular momentum (including that carried
by the photon) must be conserved. This conservation law restricts how the quantum
numbers can change during a transition.

[C I] The fine-structure line [C I] arises from the splitting of the electronic ground
state of neutral carbon due to spin-orbit coupling. Neutral carbon has the electronic
ground-state configuration 1s2 2s2 2p2 (of which only the electrons in 2p2 are relevant in
what follows), which corresponds to a triplet state 3P due to the two unpaired electrons.
The total spin S “ 1 and orbital angular momentum L “ 1 combine to produce a total
electronic angular momentum J with three possible values: J “ 2, J “ 1, and J “

0. Consequently, the ground state splits into three fine-structure levels: 3P2 (highest-
energy level), 3P1 (intermediate-energy level), and 3P0 (lowest-energy level). The two
commonly observed fine-structure transitions are 3P1 Ñ 3P0, which emits a photon with
a wavelength of 609µm, and 3P2 Ñ 3P1, which emits a photon with a wavelength of
370µm. These transitions correspond to relatively low energy separations between levels,
yielding temperatures of „ 24 K and „ 62 K, respectively. The [C I] lines trace neutral
atomic carbon in the ISM, particularly in PDRs and molecular clouds. They contribute to
the cooling of the ISM, especially in regions where carbon is not fully ionized or locked in
CO molecules. The relative intensities of the [C I] lines provide information on the density,
temperature, and excitation conditions of the emitting gas.

[C II] The electrons of singly ionized carbon 12C` have the electronic configuration
1s2 2s2 2p1. This configuration places the outermost electron in a 2p-orbital with an orbital
angular momentum quantum number l “ 1. Since there is only one electron in the 2p-
orbital, the total orbital angular momentum of the ion is L “ 1, which corresponds to a
P -state. The single unpaired electron carries a spin angular momentum quantum number
S “ 1{2. Thus, singly ionized carbon has two fine-structure energy states, 2P 1{2 and
2P 3{2, which are the lower and higher energy levels, respectively. The observed [12C II]
fine-structure line corresponds to the transition 2P 3{2 Ñ 2P 1{2, which emits a photon with
a wavelength of 157.74µm (rest frequency of 1900.5369 GHz). The energy separations
between the levels correspond to a temperature of 91.25 K. Collisions with free electrons,
atomic hydrogen, or molecular hydrogen in the ISM typically excite the electron. The
critical density ncr for thermal excitation depends on the temperature (Goldsmith et al.,
2012) and is „ 10 cm´3 for electrons, „ 3000 cm´3 for H I, and „ 6100 cm´3 for H2 at a
temperature of 100 K. When de-excitation occurs, it emits a photon at 157.74µm. The
statistical weights for the [C II] fine-structure transition are gl “ 2 and gu “ 4. Carbon can
also transition into higher ionization states (e.g., C2` or C3`) under extreme conditions,
i.e., a high radiation field and high temperatures.
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Hyperfine-structure lines are spectral lines that arise from transitions between energy
levels split by the interaction between the nuclear magnetic moment and the electron’s
magnetic field. This splitting is much smaller than the fine-structure splitting. The
quantum number F “ J ` I refers to the total angular momentum of an atom or ion,
which depends on the coupling between the nuclear spin I and the electronic angular
momentum J .

[13C II] The hyperfine-structure of the [13C II] line arises from the interaction between
the nuclear spin of the 13C` isotope I “ 1{2 (because of the spin of the additional neutron)
and the electronic angular momentum of the ionized carbon’s fine-structure levels, J “ 3{2
and J “ 1{2. The additional nuclear spin gives the nucleus a magnetic dipole moment
that interacts with the magnetic field generated by the electron. This interaction splits the
fine-structure levels of the [C II] line into multiple hyperfine components. The 2P 3{2 level
splits into two hyperfine sublevels (F “ 1 and F “ 2), while the 2P 1{2 level splits into two
sublevels (F “ 0 and F “ 1). These splits yield three allowed hyperfine transitions – also
denoted F p2 Ñ 1q, F p1 Ñ 0q, and F p1 Ñ 1q – whose relative intensities derive from the
dipole matrix elements. The strongest [13C II] satellite lies close to the red-shifted wing
of the [12C II] line (see Table 2.1). Since turbulence increases the thermal line width by
a factor of „ 5 to „ 10 (Sect. 2.1.2), a line width of „ 5 km s´1 is typical for [C II] and
can therefore contaminate the Fp2 Ñ 1q satellite line emission. If contamination remains

Table 2.1: [12C II] fine-structure and [13C II] hyperfine transition parameter.

Transition line Statistical Frequency Velocity Relative
weight offset intensity
gu gl ν ∆vFÑF1 ∆sFÑF1

[GHz] [km s´1]

[12C II] 2P1{2 ´ 2P3{2 4 2 1900.5369 0 1

[13C II] Fp2 Ñ 1q 5 3 1900.46526 `11.30 0.625
[13C II] Fp1 Ñ 0q 3 1 1900.94976 ´65.12 0.250
[13C II] Fp1 Ñ 1q 3 3 1900.13966 `63.66 0.125

This table shows updated frequencies for [13C II] (Kabanovic, in prep.), which were first
determined by Cooksy et al. (1986), and the relative strengths of [13C II] compared to
[12C II] (Ossenkopf et al., 2013).

minor, fitting a Gaussian model to the wing emission can correct it. Alternatively, one may
use only the two outer lines, which lie sufficiently far from the [12C II] line, to determine,
for instance, the optical depth of the [C II] line or isotopic ratios (although these account
for only a smaller fraction of the total intensity as I have done in Keilmann et al. 2025).
Table 2.1 details the relative line intensities and Doppler shifts of [13C II] compared to the
[12C II] emission line and presents updated [13C II] frequencies that were initially identified
by Cooksy et al. (1986). The frequency differences are of the order of a few to 10 MHz
and were identified with high S/N observations with SOFIA in Orion by Kabanovic et al.,
in preparation.

H I The hyperfine-structure of the H I 21 cm line arises from the interaction between
the proton’s magnetic moment (nuclear spin) and the magnetic field produced by the elec-
tron’s spin in a neutral hydrogen atom. The coupling of the proton spin (I “ 1{2) and
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the electron spin (S “ 1{2) splits the ground state of neutral hydrogen (1s) into two hy-
perfine levels. The two possible configurations are a parallel spin state with F “ 1 (higher
energy) and an antiparallel spin state with F “ 0 (lower energy). The energy difference is
extremely small, corresponding to a wavelength of 21 cm (frequency of 1420.405 MHz) and
an equivalent temperature of 0.068 K. The H I 21 cm hyperfine transition has statistical
weights of gl “ 1 and gu “ 3. A very low spontaneous emission rate (A „ 2.9 ˆ 10´15 s´1)
makes the transition highly forbidden, which results in an excited atom lifetime of about
11 Myr. However, hydrogen is the most abundant element in the universe, allowing us to
observe this transition. The 21 cm line is an important tracer of neutral hydrogen in the
ISM and is used to map the distribution and kinematics of H I in galaxies.

CO Carbon monoxide, as a diatomic asymmetric molecule, possesses a permanent elec-
tric dipole and exhibits additional rotational and vibrational energy levels unlike atoms.
The rotational energy levels can be estimated as in Gordy and Cook (1984) via

EJ “ hB0 JpJ ` 1q , (2.34)

where J denotes the total angular momentum and B0 “ h{p8πIq represents the rigid rotor
rotation constant with I the moment of inertia. For rotational linear molecules such as
CO, the statistical weights are expressed as g “ 2J`1, where J is the angular momentum
quantum number.

2.1.4 Radiative transfer

The radiative transfer equation describes energy transfer in form of electromagnetic ra-
diation. Absorption, emission, and scattering processes affect radiation as it propagates
through a medium. Absorption and emission of photons along the path s influence the
frequency-dependent intensity Iν of a light beam traveling through interstellar material,
as illustrated in Fig. 2.1. Following (Spitzer, 1978), photons passing point r at time t
have unique directions, represented by the unit vector k, and possess distinct frequencies
ν. Neglecting polarization (which is not used throughout this work), an electromagnetic
wave is fully described by its direction and frequency. Describing the radiation field re-
quires specifying the energy based on these four variables. We define the specific intensity
Iνpk, r, tq such that Iν dνdωdAdt represents the energy of photons, passing through area
dA, within the frequency range dν around ν, and with directions within the solid angle
dω around k. The area dA is positioned at r and is perpendicular to the direction k.

Iν Iν + dIν

pathlength !s !s + ds

optical depth !τ !τ + dτ

Figure 2.1: Radiative transfer sketch.

The radiative transfer equation describes the variation in Iν due to interactions with
matter. This equation is formulated by analyzing the energy flow entering and exiting
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a cylindrical section of length ds, using the absorption coefficient κν and the emission
coefficient jν . The emission coefficient jνpk, r, tq, or emissivity, is such that jν dV dvdω dt
represents the energy emitted from a volume element dV (equivalent to dsdA) during the
intervals dv, dω and dt. Meanwhile, κνIν dV dvdωdt stands for the energy absorbed from
a beam with specific intensity Iν . The alteration in Iν over a segment ds for a straight-line
photon travel (Spitzer, 1978) is thus given by

dIν “ ´κνIν ds` jν ds . (2.35)

The first term ´κνIν ds on the right-hand side of the equation accounts for the change
in Iν caused by absorption and stimulated emission, whereas the subsequent term jν ds
considers the effect of spontaneous emission.

The “optical depth” τν is defined along the ray path back via the expression

τν “ ´κν ds . (2.36)

Using the optical depth is more convenient than the path length s, as it can be used as
the integrand in Eq. 2.42 (see below). Equation 2.35 becomes

dIν “ ´Iν dτν ` Sν dτν , (2.37)

with the “source function” Sν defined as

Sν “
jν
κν

(2.38)

The “emissivity” jν and “absorption coefficient” κν at the frequency ν can be described
using Einstein coefficients alongside the number density of particles n in the relevant
state (Mangum and Shirley, 2015). The emission coefficient jν is assumed to be distributed
as the line profile function ϕpνq (Eq. 2.23), analogous to absorption. The emissivity may
be described as being proportional to the density of particles in the upper state nu times
the emission rate Aul, with each photon carrying an energy of hν leading to

jν “
hν

4π
Aul nu , (2.39)

where 4π accounts for isotropic radiation into all spatial directions. The absorption co-
efficient κν naturally includes the Einstein absorption coefficient. However, stimulated
emission (like absorption) is proportional to intensity and occurs simultaneously with ab-
sorption, making them indistinguishable. Thus, stimulated emission can also be treated
as negative absorption. The absorption can be described as

κν “
hν

4π
pnlBlu ´ nuBulqϕν (2.40)

“
c2

8πν2
gu
gl
nlAul

ˆ

1 ´
glnu
gunl

˙

ϕν , (2.41)

where h is the Planck constant and A and B the Einstein coefficients.
Multiplying Eq. 2.37 with e´τν and solving the resulting differential equation finally

yields the radiative transfer equation in its integral form

Iνpτνq “ Iν,0e
´τν `

ż τν

0
e´pτν´τ 1qSνpτ 1q dτ 1 , (2.42)
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with the background intensity Iν,0 “ Iνpτν “ 0q attenuated by the optical depth factor
e´τν . This is the formal solution of the radiative transfer Eq. 2.35. The intensity Iνpτνq

can be interpreted as the sum of two contributions: matter along the pathway attenuates
the initial intensity Iν,0 by a factor e´τν , combined with the emission from the cloud Sν dτ ,
which is reduced by e´pτν´τ 1q due to material in the column between the observer and the
source.

For a very rough approximation, if a constant excitation temperature Tex describes the
population of energy levels in a homogeneous medium, then the source function Sν can be
represented using the Planck function BνpTexq. This presumption enables the analytical
integration of Eq. 2.42, resulting in

Iνpτνq “ Iν,0e
´τν `BνpTexq p1 ´ e´τν q . (2.43)

As τ approaches 0, the equation reduces to Iνpτνq “ Iν,0, implying that radiation passing
through a medium with low optical thickness retains its original intensity. In the limit
where τ Ñ 8, the equation simply gets Iνpτνq “ BνpTexq, which means that in an opaque
medium, radiation is emitted solely by the medium itself. In summary, the medium is
termed opaque or optically thick if the integral of dτν along the path results in τν Á 1
close to the line’s transition frequency ν0. On the other hand, the medium is considered
optically thin or transparent for the line if τν ă 1 across all frequencies.

The background continuum intensity adds to the emission originating from the spe-
cific source being observed in a measurement of a spectral line. Thus, we subtract the
background continuum intensity Iν,0 from the measured line intensity Iν by

∆Iν “ Iν ´ Iν,0 (2.44)

“ Iν,0e
´τν `BνpTexq p1 ´ e´τν q ´ Iν,0 (2.45)

“ pBνpTexq ´BνpTbgqq p1 ´ e´τν q . (2.46)

The lower limit of the background temperature Tbg “ 2.725 K is constrained by cosmic
microwave background radiation. However, typical values in molecular clouds do not fall
below „ 10 to „ 15 K due to heating by cosmic rays.

However, in reality, optical depth and excitation temperature differ across different
locations, making the above formal description overly simplistic. Therefore, numerical
models such as RADEX (van der Tak et al., 2007) and SimLine (Ossenkopf et al., 2001)
adopt distinct methods to address radiative equations under non-LTE conditions. Since I
employed these during my Ph.D., they are detailed in the following sections.

2.1.5 Non-LTE radiative transfer

In the above section, we have discussed the radiative transfer equation in LTE. However,
if Tex is not constant and unknown, we only have the formal solution. Thus, in realistic
scenarios under non-local thermal equilibrium (non-LTE) one needs to obtain Tex, which
is determined by the radiation field from all directions through the molecular cloud of
the corresponding transition line. This radiation field is determined by the specific in-
tensity, which must be determined at each position in the cloud by averaging Iν from
all other directions. This finally leads to coupled differential equations, which are solved
numerically.

Several models address the radiative transfer equation under non-LTE conditions. In
this section, I first concentrate on two relevant models, RADEX and SimLine. The sub-
sequent section then describes the two-layer multicomponent model, which also solves the
radiative transfer equation for non-LTE scenarios.
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RADEX

RADEX is a tool for modeling the radiative transfer of molecular lines in astrophysical
environments under non-LTE conditions (van der Tak et al., 2007). It is designed to
handle the excitation and radiative transfer of molecular lines in interstellar clouds, where
the assumption of LTE does not hold due to low densities.

RADEX solves the statistical equilibrium equations for molecular level populations,
considering collisional and radiative processes. The fundamental equation for statistical
equilibrium is

ÿ

j‰i

njPji “ ni
ÿ

j‰i

Pij , (2.47)

where ni and nj are the populations of energy levels i and j, respectively. Pij and Pji

are the transition probabilities from level i to j and vice versa, including collisional and
radiative components. The radiative transfer equation in RADEX is given by

dIν
ds

“ ´κνIν ` jν , (2.48)

where Iν is the specific intensity at frequency ν, κν the absorption coefficient and jν the
emission coefficient.

RADEX uses the escape probability formalism to approximate radiative transfer, which
simplifies the treatment of line trapping effects in optically thick media. The escape
probability β is a key parameter in RADEX, representing the probability that a photon
escapes the medium without being absorbed. It modifies the radiative transition rates and
is defined for different geometries, such as

• Slab Geometry: β “ 1´e´τ

τ

• Spherical Geometry: β “ 1´e´τ

τ

`

1`τ
2

˘

where τ is the optical depth.
RADEX provides the level populations, line intensities, and optical depths for speci-

fied molecular transitions, allowing for the interpretation of observed spectra in terms of
physical conditions such as density and temperature.

SimLine

SimLine is a 1D radiative transfer code designed to simulate molecular line emissions in
astrophysical environments (Ossenkopf et al., 2001). The code is particularly focused on
handling complex geometries and velocity fields, which makes it suitable for studying in-
terstellar clouds and star-forming regions. It also includes H II regions and different density
and temperature profiles, configured as a series of individual shells. The code solves the
radiative transfer equations, allowing for the treatment of non-LTE conditions. SimLine
is capable of modeling both spherical and cylindrical geometries and can incorporate arbi-
trary velocity fields, which are essential to accurately simulate the dynamics of molecular
clouds.

The fundamental equation solved by SimLine is the radiative transfer Eq. 2.48 as in
the case of RADEX. It solves the statistical equilibrium equations (Eq. 2.47) for molecular
level populations, using a Monte Carlo method to simulate the propagation of photons
through the medium, accounting for absorption, emission and scattering processes.
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The Two-Layer Multicomponent Model

The two-layer multicomponent radiative transfer model is yet another approach for solv-
ing the radiative transfer equations. It consists of two gas layers and separates the
warm-emitting background material from the cold-absorbing layer and solves the radiative
transfer equations for multiple velocity components spread across these two layers. Ini-
tially, Guevara et al. (2020) introduced the model (with foundational concepts from Urs
Graf). Subsequently, Kabanovic et al. (2022) refined it to address multiple optically thick
overlapped velocity components observed in several transition lines simultaneously, while
I have written a code producing the same results that focuses on computational methods
and usability. In this section, I provide a brief overview of this advanced two-layer model.

A sequence of sums over a collection of line transition frequencies allows parallel solving
of the radiative transfer equation for multiple transition lines with frequency ν,

Tmbpvq “

”

JνpTex,bgq

´

1 ´ e
´

ř

ibg
τibg pvq

¯ı

e
´

ř

ifg
τifg pvq

`

JνpTex,fgq

´

1 ´ e
´

ř

ifg
τifg pvq

¯

.
(2.49)

To achieve this, each line must be distinct in velocity space; hence, the line shift ∆v
must significantly exceed the line width w. This allows simultaneous modeling for iso-
topes such as 12CO and 13CO. In scenarios where two lines overlap, such as [12C II] and
[13C II] Fp2 ´ 1q, applying a unified line shape approximation with a common transition
frequency νrC IIs « νr12C IIs « νr13C IIs circumvents the problem.

The equivalent brightness temperature of a black body emission at a temperature Tex
can be expressed as

JνpTex,iq “
T0

eT0{Tex ´ 1
, (2.50)

where T0 “ hν{kB is the equivalent temperature of the transition and ν is the transition
frequency. The optical depth of each component is assumed to be Gaussian

τpvq “ τ0 e
´4 ln 2

´

v´v0
w

¯2

, (2.51)

where v0 is the central local standard of rest (LSR) velocity of each component. The line
width w of each component is expressed in FWHM. In a two-level system like [C II], the
optical depth for each Gaussian component can be expressed in terms of the excitation
temperature Tex and the column density N (Kabanovic et al., 2022), leading to

τpvq “ ΦpvqN
c3

8πν3
gu
gl
Aul

1 ´ e´T0{Tex

1 `
gu
gl

e´T0{Tex
, (2.52)

where Φpvq is the combined line profile of each component i, which can be written as

Φpvq “ ϕipvq `
ÿ

FÑF1

sFÑF1ϕipv ´ ∆vFÑF1q . (2.53)

Here, sFÑF1 is the relative intensity of each line. In the case of 13CO, the relative intensity
is equal to 1 and for [13C II] refer to the relative line strengths listed in Table 2.1. vFÑF1 is
the line velocity offset from the main isotope. ϕipvq in the above equation is the normalized
Gaussian line profile of each component i and expressed as

ϕipvq “
2
?

ln 2

wi
?
π

e
´4 ln 2

´

v´v0,i
wi

¯2

, (2.54)
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which is analogue to Eq. 2.23, where the factor 4 ln 2 converts from the standard deviation
σi to the FWHM wi. Integration over the normalized line profile yields 1. Hence, the peak
optical depth τ0 for each Gaussian component can be written as (Keilmann et al., 2025)

τ0 “ N
c3

8πν3
gu
gl
Aul

1 ´ e´T0{Tex

1 `
gu
gl

e´T0{Tex

2
?

2 ln 2

w
?

2π
. (2.55)

The [C II] fine-structure transition has a rest frequency of ν “ 1900.5369 GHz, an Einstein
coefficient for spontaneous emission Aul “ 2.29 ¨ 10´6 s´1 (Wiese and Fuhr, 2007), and
an equivalent upper level temperature of T0 “ hν{kB “ 91.25 K. The statistical weights
of the transition energy levels are gu “ 4 and gl “ 2. Equation 2.55 is useful when the
calculation considers only the line’s peak position.

The physical characteristics of the background layer can be determined from an op-
tically thin line that does not have self-absorption issues. Thus, to describe [C II], the
weaker hyperfine transition lines of [13C II] can be utilized; refer to Guevara et al. (2020)
for more details. Parameters like LSR velocity, line width and number of components are
easily derived from the observed line. However, optical depth and excitation temperature
are interdependent; thus, for example, the excitation temperature must be fixed from the
data, which leaves the optical depth as a free fit parameter. Assuming that the warm
emitting background partially penetrates the cold absorbing layer (Kabanovic et al., 2022;
Keilmann et al., 2025), we can calculate the excitation temperature as

Tex “
T0

ln
´

T0
TrC IIs,peak

p1 ´ e´τ0q ` 1
¯ . (2.56)

At the [C II] emission peak, the optical depth can be determined from the observed ratio
of [C II] to [13C II] via

Tr12C IIspvq

Tr13C IIspvq
“

1 ´ e´τpvq

τpvq{α
“

1 ´ eτpvq

τpvq
α , (2.57)

with the local carbon abundance ratio α and assuming τr13C IIs “ τr12C IIs{α (refer to
Sect. 2.2.1).

During this doctoral thesis, I have (re-)written and refined the two-layer model’s code
base regarding computational methods to improve efficiency, stability, and usability.

2.2 Physical Properties of the Interstellar Medium

This section briefly describes the column density system and modeling of dust, which are
crucial to interpret observational measurements.

2.2.1 Column densities

The column density of gas (atomic and/or molecular) is an essential physical quantity
because it provides a measure of the amount of material along a line-of-sight, integrated
over the depth of the medium. It is directly accessible via observations, in contrast to a
property such as the density, which requires an assumption of the geometry. It directly
relates to observable quantities, such as absorption and emission lines or dust extinction,
and allows us to estimate the total mass of gas or dust in different environments in the ISM.
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In addition, it provides information on the physical conditions of these regions, including
temperature, pressure, and ionization states. In the context of SF, column density maps
help identify dense regions within molecular clouds that are likely star-forming sites. It
is also useful in radiative transfer calculations, which affects the optical depth and the
dynamics of emission and absorption processes.

The column density N is given by the integral of the number density of particles n per
unit length s along the line-of-sight

N “

ż

n ds . (2.58)

As the path length and number density are not directly measurable, we instead utilize the
optical depth and attenuation coefficient. For atomic and molecular line transitions, these
can be expressed in terms of the Einstein coefficients and the energy levels’ population of
interstellar particles, which is constrained by the gas temperature

τν “

ż

κν ds (2.59)

“
c2

8πν2
gu
gl
ϕνAul

ż

nl

ˆ

1 ´
glnu
gunl

˙

ds (2.60)

“
c2

8πν2

´

eT0{Tex ´ 1
¯

AulϕνNu . (2.61)

The equation associates optical depth with the total number of particles along the line-
of-sight in either the lower or upper state. Assuming LTE conditions, the column density
of the particles in state i can be connected to the total column density N for a specific
excitation temperature by

N

Ni
“
Q

gi
eEi{pkBTexq , (2.62)

where Q represents the partition function, defined such that the total column density Ni

summed over all possible states i equals the total column number density

N “
ÿ

i

Ni . (2.63)

The partition function Q for a single Tex (LTE) can be written as

Q “
ÿ

i

gi e
´

Ei
kBTex (2.64)

by combining the equations 2.62 and 2.63. The ionized carbon line [12C II] and hydrogen
line H I energy levels can be represented as a two-level system, for which the partition
function is

QÒÓ “ gl e
´

El
kBTex ` gu e

´
Eu

kBTex . (2.65)

From Eq. 2.61 using Equations 2.62 and 2.65, the temperature-dependent conversion factor
between the optical depth and the column number density can be written as

τν,ÒÓ “ NÒÓ

c2

8πν2
gu
gl
Aulϕν

1 ´ eT0{Tex

1 `
gu
gl

e´T0{Tex
, (2.66)
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which is valid for a two-level system. It is more convenient to work in velocity space, for
which the transformation is given by the Doppler shift dν “ pν{cq dv. The reason is that in
velocity space different tracers with different individual rest frequencies are represented on
one common scale. The line profile in the above equation can be eliminated by integrating
over the velocity, leading to the column density of a two-level system

NÒÓ “
8πν3

c3
gl
gu

1

Aul

1 `
gu
gl

e´T0{Tex

1 ´ eT0{Tex

ż

τÒÓpvq dv . (2.67)

In the optically thin case, the radiative transfer equation can be written as

Tmb “ fpJνpTexq ´ JνpTbgqqτ , (2.68)

where f is the beam filling factor, which refers to the fact that an unresolved source may
not fully fill the beam, and hence the emission is diluted over the beam size. Equation 2.67
can then be written in a more convenient form as

NÒÓ “
8πν3

c3
gl
gu

1

Aul

1 `
gu
gl

e´T0{Tex

1 ´ eT0{Tex

ş

Tmbpvq dv

fpJνpTexq ´ JνpTbgqq
. (2.69)

This equation enables the direct determination of the column number density from the
measured integrated intensity. Note that the calculated column density represents a lower
limit, as accounting for neglected optical depth will result in a higher value.

A more convenient access to the optical depth avoids using excitation temperature and
column number density. These parameters are, in general, not easily accessible. However,
under the assumption of a homogeneous medium, we can determine the optical depth from
the intensity ratio between two isotopes (Ossenkopf et al., 2013) via

Tmb,12Cpvq

Tmb,13Cpvq
“

J12CpTexq

J13CpTexq

˜

1 ´ e´τpvq

1 ´ e´τpvq{α

¸

(2.70)

«
1 ´ e´τpvq

1 ´

´

1 ´
τpvq

α

¯ (2.71)

“
1 ´ e´τpvq

τpvq
α , (2.72)

where α is the local abundance ratio of the isotopes and τpvq ! α, as well as assuming
optically thin [13C II] emission and same excitation temperatures of [12C II] and [13C II].
These relations are also valid for the molecular transitions of 12CO and 13CO.

2.2.2 [C I] line emission

Under LTE conditions, the column density of neutral carbon (Gerin et al., 1998) is

N “ 1.9 ˆ 1015
ż

dv TmbQpTkinqe
E1

kBTkin rcm´2s . (2.73)

The partition function is given by QpT q “ 1 ` 3e´E1{kBT ` 5e´E2{kBT , where the carbon
atom energy levels are E1{k “ 23.6 K and E2{k “ 62.5 K, with the integrated intensity
measured in K km s´1 and Tkin representing the kinetic temperature of the carbon gas.
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2.2.3 H I line emission

For a given velocity-resolved optical depth and temperature of the cold hydrogen cloud,
we can derive the hydrogen column density. Taking into account that for any possible
excitation temperature Tex " T0, we can simplify Eq. 2.67 (Rohlfs and Wilson, 1996) to

NH “
8πν3

c3
1

Aul

Tex
T0

ˆ

1 `
gl
gu

˙
ż

τpvq dv (2.74)

“ 1.823 ˆ 1018rcm´2s
Tex
rKs

ż

τpvq dv

rkm s´1s
. (2.75)

2.2.4 CO line emission and XCO conversion factor

For the CO molecule, the column density can be determined by beginning with Eq. 2.61.
This requires calculating the conversion factor from the column density of the excited state
Nu to the total column density of the rotational transitions Nrot. The molecular partition
function for diatomic linear molecules is approximated (Mangum and Shirley, 2015) as

Qrot “

8
ÿ

J“0

p2J ` 1qe
´

EJ
kBT «

kBT

hB0
`

1

3
, (2.76)

where B0 is the rotational constant of the molecule. The relationship between optical
depth and column density can be expressed through

τν,rot “ NrotguAul
c2

8πν2
e

´
EJ

kBTex

´

kBTex

hB0
` 1

3

¯

ˆ

e
T0
Tex ´ 1

˙

ϕν . (2.77)

In the context of a dipole transition, the Einstein coefficient Aul for spontaneous emission
can be expressed in terms of the electric dipole moment µlu (Wilson et al., 2009), which
leads to

Aul “
64π4ν3

3hc3
|µul|

2 , (2.78)

where the dipole matrix element |µul| can be expressed as

|µul|
2 “ µ2S “

Ju
2Ju ` 1

, (2.79)

with µ2 the permanent electric dipole moment of the molecule and the line strength S “

J{p2J`1q, which is valid for linear molecular transitions J Ñ J´1 (Mangum and Shirley,
2015). With the rotational degeneracy gJ “ 2Ju ` 1 and the equivalent temperature of
the upper energy state Tu “ Eu{kB, the column density can be written as

Nrot “
3h

8π3Juµ2

ˆ

kBT

hB0
`

1

3

˙

e
Tu
Tex

ˆ

e
T0
Tex ´ 1

˙
ż

τrotpvq dv . (2.80)

The above equation was transformed from frequency space to velocity space and integrated
on both sides following Mangum and Shirley (2015). In the optically thin case, the above
equation simplifies to

Nrot “
3h

8π3Juµ2

ˆ

kBT

hB0
`

1

3

˙

e
Tu
Tex

ˆ

e
T0
Tex ´ 1

˙

ş

Tmb dv

fpJ νpTexq ´ JνpTbgqq
. (2.81)
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The XCO conversion factor is a crucial and often used parameter to estimate the
column density of molecular hydrogen H2 from the observed intensity of CO emission lines,
specifically the 12COpJ “ 1 Ñ 0q transition. This factor is essential for understanding the
mass and distribution of molecular gas in galaxies, as CO is the most accessible tracer of
H2 due to its strong emission and its widespread presence in molecular clouds.

The XCO factor is defined as the ratio of the H2 column density NH2 to the integrated
intensity of the CO line WCO

XCO “
NH2

WCO
, (2.82)

where NH2 is the column density of molecular hydrogen, typically expressed in units of
cm´2 and WCO the integrated intensity of the CO line, expressed in K km s´1. The XCO

factor is thus expressed in units of cm´2 pK km s´1q´1.

2.2.5 Dust emission

Dust emission is crucial to understanding the ISM and the processes within it. These
processes relate to cooling, SED fits to estimate H2 masses unbiased to CO-dark gas, or
total IR emission. Two important parameters in the description of dust are the emissivity
index β and the dust absorption coefficient κ0.

The optical depth τν,d of dust at frequency ν can be described as

τν,d “ κνΣd . (2.83)

In this equation κν is the dust absorption (opacity) at frequency ν and Σd the dust surface
density.

For a simple consideration, one can assume that the optical depth of dust should de-
crease with decreasing frequency with a power-law dependency of ´2. The dust absorption
coefficient κν is often represented as

κν “ κ0

ˆ

ν

ν0

˙β

, (2.84)

where κ0 is the dust absorption coefficient at a reference frequency ν0 and β is the emis-
sivity index. The parameter β is then allowed to vary around a value of 2 to account for
different conditions in complex interactions that cause dust emission.

The emissivity index β quantifies how the dust emissivity changes with frequency and
exhibits significant variation across different environments. Although often assumed to be
constant, studies show that it can vary substantially with environmental conditions and
dust properties. For instance, measurements in the starless core TMC-1C reveal that β is
close to 2, a typical value of interstellar dust (Schnee et al., 2010). In the Galactic plane,
β ranges from about 1.54 in diffuse regions to 1.66 in denser areas, correlating with the
presence of molecular gas (Planck Collaboration et al., 2014). This variation indicates
that dust composition and temperature influence β, and that β correlates with molecular
clouds, reaching values above 2 in M33 (Tabatabaei et al., 2014).

The dust absorption coefficient κ0 measures how much light dust grains absorb at a
given wavelength. It plays a crucial role in determining dust mass and understanding dust
emission. Studies show that κ0 varies with temperature and composition. For example,
studies on interstellar silicate dust analogs show that κ0 decreases with temperature and
that its spectral shape is complex, not following a single power-law (Coupeaud et al., 2011).
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This complexity requires detailed models that account for temperature and compositional
variations to accurately interpret observational data (Demyk et al., 2017). A value of the
dust absorption coefficient is often used from Hildebrand (1983). However, that study
determined the value for only one cloud in the Milky Way. Thus, for Paper I on M33, I
calibrated κ0 using the generated hydrogen column density and H I data. For the resulting
gaps in the map, I assumed a non-changing κ0 between the atomic and molecular phases
(see Keilmann et al. (2024a) for further details).

In summary, both β and κ0 are essential for dust modeling and their variability must
be considered to improve the accuracy of models used in astrophysics.
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Chapter 3

Radio Astronomy Observation

In radio astronomy, the concept of antenna temperature helps to understand the sensitivity
and performance of radio telescopes. It measures the power received by an antenna from
a source in terms of the equivalent temperature of a resistor that would produce the
same power. This parameter characterizes the noise performance of radio telescopes and
depends on factors such as antenna design and the surrounding environment (Marr et al.,
2020).

Understanding and optimizing antenna temperatures is vital to enhance the sensitivity
and accuracy of radio astronomical observations. Section 3.1 presents concepts on antenna
temperature and its relation to the main beam temperature, which is the essential quan-
tity used in this thesis. Sections 3.2 and 3.3 describe the necessary observational methods,
while Sect. 3.4 introduces the radiometer equation, a fundamental relation regarding noise
that is critical for observations. The subsequent sections briefly present the telescopes, in-
cluding the GREAT instrument onboard SOFIA (essential for the FEEDBACK program),
and important programs relevant to this thesis, such as FEEDBACK and HerM33es, which
provided the data used in this doctoral research.

3.1 Antenna Temperature and Efficiencies

Equation 2.15 establishes a linear link between the intensity of an astronomical source and
its radiation temperature Tb (TR). However, telescope antenna pattern Pnpθ, ϕq influences
the observed intensity. For ground-based telescopes, atmospheric attenuation also affects
the signal. The relationship between the emitting source’s radiation temperature and the
observed antenna temperature is given by (Kutner and Ulich, 1981)

TA “ Tb

˜

ş ş

Ωs
Pnpθ ´ θ1, ϕ´ ϕ1qψpθ1, ϕ1q dΩ1

ş ş

4π Pnpθ, ϕq dΩ

¸

e´τaA , (3.1)

where Pnpθ, ϕq “ Pnpθ, ϕq{Pmax is the normalized antenna pattern, Tb averaged over the
source brightness distribution ψ (ranging from zero to one), Ωs is the source solid angle,
τa is the optical depth of the atmosphere, and A „ 1{ sinpϵq is the air mass, depending on
elevation ϵ.

Equation 3.1 shows that determining the brightness (or radiation) temperature from
the observed antenna temperature requires knowledge of the source structure and antenna
pattern. To express these with quantities accessible by direct measurements, we divide
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Figure 3.1: Schematic illustration of an antenna pattern in polar coordinates. The top
section displays the sensitivity of the forward half, covering the main beam and side lobes,
while the bottom section illustrates the sensitivity of the rear side, including the stray
pattern.

the telescope pattern, illustrated in Fig. 3.1, into two parts: (i) the forward section, which
includes the main beam and side lobes, and (ii) the rear side containing the stray pattern.

Defining the solid angle Ωmb to encompass the diffraction pattern’s main lobe allows
us to calculate the coupling efficiency ηc, indicating antenna-source coupling within the
solid angle Ωs

ηc “

ş ş

Ωs
Pnpθ ´ θ1, ϕ´ ϕ1qψpθ1, ϕ1q dΩ1

ş ş

Ωmb
Pnpθ, ϕq dΩ

. (3.2)

When the source is resolved (fills the beam), the antenna temperature equals the
radiation temperature of the source TA “ Tb. If the source is smaller than the main beam,
we need to take into account that the source is unresolved and the observed intensity is
smaller. Therefore, we define the corrected source intensity, known as the main beam
temperature, as

Tmb “ ηc Tb . (3.3)

Without knowing the structure of the source, Tmb is the best approach to the actual
radiation (brightness) temperature of the emitting source.

The relationship between source-corrected intensity and antenna temperature adjusted
for atmospheric attenuation is given by

T 1
A “ TAeτaA . (3.4)
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We can find an expression for the main beam efficiency ηmb by combining Eqs. 3.1, 3.2,
and 3.3, which leads to

T 1
A “ Tmb

˜
ş ş

Ωmb
Pnpθ, ϕq dΩ

ş ş

4π Pnpθ, ϕq dΩ

¸

looooooooooooomooooooooooooon

“:ηmb

. (3.5)

The main beam efficiency indicates the portion of power captured in the main lobe rel-
ative to the overall detected power. Therefore, the connection between the main beam
temperature and antenna temperature is compactly expressed as

Tmb “
T 1
A

ηmb
. (3.6)

In the mm/sub-mm range, a frequent calibration method is the chopper wheel (Wilson
et al., 2009), used for determining the forward beam brightness temperature

T ˚
A “

T 1
A

ηf
, (3.7)

where the forward efficiency is

ηf “

ş ş

2π Pnpθ, ϕq dΩ
ş ş

4π Pnpθ, ϕq dΩ
. (3.8)

Forward efficiency is the fraction of power in the half-sphere facing forward relative to
the total detected power. The forward beam brightness temperature T ˚

A, known as the
corrected antenna temperature, relates to the main beam temperature as follows

T ˚
A ηf “ Tmb ηmb . (3.9)

The radiative transfer Eq. 2.46 can now be rewritten using the main beam temperature,
which leads to

Tmb “ ηcrJνpTexq ´ JνpTbgqsp1 ´ e´τν q . (3.10)

The coupling efficiency ηc in the above equation ranges from 0 to 1, and is also known as
the filling factor f and is already used in Sect. 2.2.1. It indicates the portion of the area
occupied by the emitting source relative to the telescope’s main beam. Even extended
sources larger than the beam, such as molecular clouds, may have a filling factor less
than one because of their clumpy structure. Note that if a significant part of the power
from an extended source appears in the side lobes (see Fig. 3.1), it can cause unwanted
contributions to the measurements.

3.2 Receiver Calibration

Radio telescopes require careful calibration to ensure that the signals recorded truly repre-
sent the astronomical sources rather than artifacts of the instrument or the environment.
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Receivers output a voltage or digital counts1 that must be converted into physical units
such as brightness temperature (Kelvin). This is achieved by calibrating the relationship
between the measured signal and a known temperature or power scale.

The system power Psys is the receiver output, which is the sum of the power received
from the atmospheric emission PA and the power from the receiver noise Prec

Psys “ PA ` Prec . (3.11)

The measured system power relates to system temperature through the gain factor g as

Psys “ gTsys , (3.12)

where the system temperature Tsys is the sum of the antenna temperature TA, which
measures the flux from the source, the actual power received due to the sky (source plus
atmosphere) and the receiver (Trec). Thus, the system temperature is the sum of

Tsys “ TA ` Tatm ` Trec (3.13)

“ TA,sky ` Trec , (3.14)

where TA,sky accounts for the source and atmosphere. This leads to

Psys “ gpTA,sky ` Trecq (3.15)

The gain factor g is the conversion factor that relates the input signal (e.g., counts per
Kelvin) to the output “counts” recorded by the receiver.

The two unknowns, receiver temperature and gain factor, must be determined by
measuring system power of two radiation sources with two known different temperatures

Phot “ gpThot ` Trecq and (3.16)

Pcold “ gpTcold ` Trecq . (3.17)

This is called “Hot-Cold-Load.” To remain within the dynamic receiver’s range, the
ambient temperature Tamb is used as the “Hot-Load,” where Thot is measured using an
absorber in the radiation path to the detector. For Tcold, a much colder source is used,
such as liquid nitrogen. The gain factor g can now be expressed as a function of measured
power and temperature by subtracting Eq. 3.17 from Eq. 3.16, which leads to

g “
Phot ´ Pcold

Thot ´ Tcold
. (3.18)

The receiver noise temperature is given by

Trec “
Thot ´ Y Tcold

Y ´ 1
, (3.19)

1In a radio telescope, the incoming electromagnetic signal is first converted into an electrical (analog)
signal. This analog signal is then sampled and digitized by an analog-to-digital converter (ADC) or digital
Fast-Fourier-Transform (FFT) spectrometer. ADC and FFT (and, for example, amplifier gains) produce
“counts,” which are essentially quantized representations of the signal’s amplitude or power. That is,
“counts” are the raw digital numbers produced by the detector system that represent the intensity or
power of the incoming radio signal. These numbers are in arbitrary units that depend on the electronics
(amplifiers, converters, etc.) in the receiver.
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by making use of the Y -factor, which is the ratio of

Y “
Phot

Pcold
. (3.20)

While ideally the gain would be constant, it can vary over time because of environmental
factors or instrumental drifts. These drifts are changes in receiver performance over time
due to temperature changes, aging components, or minor fluctuations in power supplies
or electronic circuits; and lead to variations in gain, system noise temperature, or baseline
offset. Thus, depending on those factors, the receiver requires calibration over time.

The antenna temperature depends also on the atmospheric temperature. Placing the
observatory at a higher altitude minimizes the atmospheric contribution and significantly
reduces the measurement noise. According to the radiometer equation (Eq. 3.23), noise is
inversely proportional to the square root of the integration time τ for a fixed bandwidth
∆ν. Therefore, doubling the integration time reduces the noise by a factor of 1{

?
2.

3.3 Observing Modes

Most ground-based and air-borne radio-astronomical observations are carried out as dif-
ference measurements by comparing an ON-source position with an OFF-source position,
which is devoid of any source emissions, to eliminate variations in receiver noise (see
Sect. 3.4), gain, and offset. These variations may occur due to temperature instabilities,
mechanical load changes, or aging of the components; and cause an instrumental “drift”
with a characteristic drift spectrum of the system. While noise is characterized by fluc-
tuations maintaining a constant average value across all timescales and instances, drifts
consist of fluctuations that change the average value at various timescales, specifically over
an interval of particular duration at different time instances. These drifts can become sig-
nificant quickly, affecting how frequently an OFF-source reference measurement is needed
to correct for the drifts. This frequency depends on the drift rate of the receiver. Or in
other words, due to the limited stability of the detector/receiver system, “referencing” is
required on timescales faster than the characteristic stability time of the system. Fur-
thermore, when high sensitivity is required to measure weak signals, the drift’s relative
strength to the signal determines the necessity of frequent reference measurements.

Besides receiver drifts, atmospheric fluctuations also introduce noise changes. Similar
to receiver drifts, the frequency of reference measurements is influenced by the rapidity
and intensity of these atmospheric changes, as well as the required measurement precision.

Each reference measurement reduces the available ON-source observing time, and the
telescope’s switching time between ON- and OFF-source measurements may further de-
creases the effective observing time. Consequently, observing modes are tailored based
on the source and precision requirements. Although different observatories may use vary-
ing terminology and combinations, in the following I will outline some basic modes, such
as beam-switching, frequency-switching, and On-The-Fly (OTF) mapping (Emerson and
Graeve, 1988; Wilson et al., 2013; Thompson et al., 2017).

Position-switching (also total power mode or “nodding”) physically moves the
whole telescope between the target ON position and an OFF reference position. While
slower than beam-switching or chopping (see below), this mode also provides a reference
measurement for background and instrumental effects. The OFF-source measurement
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is subtracted from the ON-source measurement to account for fluctuations. Position-
switching also comes with disadvantages, such as requiring precise and rapid movement of
telescope components, which can be mechanically challenging.

(Chopped) Beam-switching is an observing mode that switches the telescope’s
beam between the target source and a nearby reference position. This means that the
secondary mirror is wobbling by alternating its angle several times per second, or a chopper
wheel (or a combination of both) is used to minimize the impact of short-term fluctuations
in atmospheric emission and instrumental noise. The telescope’s beam alternates between
the ON-source position – point the beam at the target source and record the signal for a
specified integration time ton – and a nearby OFF-source position – point the beam at a
reference position offset from the target (usually a few beam widths away) and record the
signal for an integration time toff – at a high frequency. The difference between the ON
and OFF signals removes atmospheric and instrumental fluctuations via

SBS “ SON ´ SOFF . (3.21)

Beam-switching improves sensitivity canceling out atmospheric fluctuations and is partic-
ularly useful for detecting weak continuum sources.

However, beam-switching also comes with disadvantages such as that the OFF position
must be close to the ON position, limiting the choice of reference positions and allowing
one to only observe sources that are not extended. Standing waves can arise due to varying
optical path lengths resulting from the secondary mirror’s differing positions. Furthermore,
another offset spectrum is possible, as the secondary mirror may not always illuminate
the receiver in the changing positions in the same way.

To mitigate the latter two disadvantages, a dual-beam mode is used, in which both
problems cancel out in the two beam-switching phases. The beam switches from ON to
an OFF1 position and afterwards from another OFF2 position back to the ON position.
Chop-nod-switching is such a dual-beam mode and is a combination of chopped beam-
switching and nodding. With “chop,” one divides the two positions on the sky into “beam
A” and “beam B.” Using nodding, one can then observe a sequence A-B-B-A, obtaining
particularly smooth baselines.

Frequency-switching is an observing technique that rapidly alternates the observ-
ing frequency between the target line frequency and a nearby offset frequency. The local
oscillator (LO) frequency shifts back and forth between the line frequency fline and an
offset frequency fline ` ∆f . Spectra are recorded at both frequencies during the same
integration time. The difference between the spectra at the two frequencies and the differ-
ence between these spectra is calculated to remove instrumental baselines and continuum
emission

SFS “ Spflineq ´ Spfline ` ∆fq . (3.22)

All time is spent ON-source, which increases observing efficiency compared to beam- and
position-switching. However, the shifted line may appear in the offset frequency, causing
confusion, and the frequency shift ∆f must remain small to avoid moving out of the
receiver bandpass. The bandpass must remain flat across the relevant frequency range;
otherwise, it may lead to problematic baselines of the spectra. In addition, the lines to be
observed should not be too broad in order to avoid overlap. Thus, observations of galaxies
or the Galactic center are excluded with line widths of up to a few 100 km s´1.
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On-The-Fly (OTF) mapping is an efficient observing mode for creating large-area
maps of the sky. In OTF mapping, the telescope continuously scans across the target area
instead of observing discrete points. The telescope moves smoothly along predefined paths
at a constant speed, while data are sampled continuously at high rates (oversampling) to
ensure adequate spatial sampling according to the Nyquist theorem.2 The integration
time per sample is kept short enough to ensure that the telescope’s movement during one
sample does not exceed a small fraction of its beam size. The collected data are then
gridded onto a regular spatial grid using convolution kernels, such as Gaussian functions,
to produce the final map.

The advantages of OTF mapping include maximizing ON-source time, avoiding dead
time by eliminating the overhead of moving between discrete pointings (from ON- to OFF-
source), which was performed in a mode prior to OTF called raster mapping and has dead
time between ON-source measurements. OTF provides consistent sensitivity across the
mapped area and enables high-speed mapping suitable for surveying large regions of the
sky. However, OTF mapping requires careful calibration due to the continuous changes in
telescope position and system gain. This observing mode is commonly applied in mapping
molecular clouds, large-scale structures and conducting surveys of the Galactic plane or
extragalactic fields where spatial context is essential.

3.4 The Radiometer Equation

The radiometer equation in radio astronomy fundamentally describes the sensitivity of an
instrument. It determines the minimum detectable signal, or noise level, of a radiometer
system. The noise temperature of an antenna system is a combination of thermal noise
from the antenna itself and noise from the surrounding environment, including the at-
mosphere and cosmic background. Advanced methods have been developed to estimate
antenna noise temperature rapidly, taking into account the geometric parameters of re-
flector dishes, which are commonly used in radio astronomy (de Villiers, 2016).

The noise equals Tsys{
?
N , where N denotes the number of independent signal samples.

With a receiver bandwidth of ∆ν, the signal remains statistically independent over a time
interval of 1{∆ν, so that N “ τ∆ν. Here, τ is the integration time. This finally results in
the radiometer equation expressed as the uncertainty or standard error (root mean square,
rms) σrms of the measurement given by

σrms “
Tsys

?
τ∆ν

, (3.23)

where σrms is also referred to as ∆Tsys. This “derivation” is based on plausibility argu-
ments, relying on statistical processes that follow Gaussian statistics. A rigorous derivation
based on original references (e.g., Johnson, 1928; Dicke, 1946; Oliver, 1965) and funda-
mental statistical concepts can be found in Hunter and Kimberk (2015).

Relating the radiometer equation to the signal, leads to the signal-to-noise (S/N) ratio

Signal

Noise
“

TA
σrms

“
TA
Tsys

?
τ∆ν . (3.24)

2The Nyquist theorem states that to accurately reconstruct a continuous signal from its samples without
any loss of information (and to avoid aliasing), one must sample the signal at a rate that is at least twice
the highest frequency present in the signal.
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Radiometer equation for OTF mapping When observing astronomical sources, a
simple question arises: Is it possible to optimize the S/N ratio by minimizing the time
spent in the OFF position? For an observing mode, in which a single OFF position
measurement is used for N ON mapping positions, and neglecting the dead time of the
telescope to switch between ON- and OFF-source, we have

σrms,ON “
Tsys

?
τON∆ν

and (3.25)

σrms,OFF “
Tsys

?
τOFF∆ν

, (3.26)

with an ON-source integration time of τON and an OFF-source integration time of τOFF “

a τON. Since both expressions are statistically independent (error propagation), they add
in quadrature, which leads to

σrms,ON´OFF “

b

pσrms,ONq2 ` p´σrms,OFFq2 (3.27)

“
Tsys

?
τON∆ν

c

1 `
1

a
. (3.28)

Hence, the signal-to-noise is given by

S{N “
TA

σrms,ON´OFF
“

TA
Tsys

a

τON∆ν

c

1 `
1

a
. (3.29)

To find the best S/N for each mapping position for a given total observing time (N τON `

τOFF “ τtotal “ const.), one can show that a “
?
N . This result also remains valid for

raster mapping (although this derivation does not account for loosing time additionally
due to switching between ON-source and OFF-source). It also follows that, for single-
point observations, identical integration times are needed for both the ON and the OFF
positions.

3.5 SOFIA

SOFIA was an airborne observatory that combined advanced design with high-altitude
operation to explore the universe in infrared to submillimeter wavelengths. The airplane
was a specially modified Boeing 747SP equipped with a 2.7 m telescope, which has an
effective aperture of 2.5 m (Fig. 3.2). This airborne observatory is a collaborative effort
between NASA and the German Aerospace Center (DLR) and was designed to explore
the universe through infrared to submillimeter wavelengths, which are largely inaccessi-
ble to ground-based telescopes due to atmospheric interference. SOFIA operated in the
stratosphere at altitudes ranging from 11.6 to 13.7 km, thus above the majority of the
Earth’s absorbing atmospheric layers. This allowed the observatory to cover the mid- to
far-infrared wavelength range in continuum and line observations.

An advantage of using an aircraft-based observatory over a space-based one is the
flexibility to switch, maintain and upgrade instruments between flights. Throughout its
operational period, SOFIA carried multiple cutting-edge receivers including FORCAST,
EXES, HAWC+, FIFI-LS and GREAT. The instruments on SOFIA could also be adjusted
during observations as they were accessible in the cabin along with the science team. The
distinctive mobility of SOFIA allowed us to perform observations that were not possible
from ground-based observatories or spacecraft, such as planetary occultations.
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Figure 3.2: NASA’s Stratospheric Observatory for Infrared Astronomy 747SP aircraft
flies over Southern California’s high desert with the large door of its 2.5 m German-built
telescope open. Image Credit: NASA/Jim Ross

3.5.1 GREAT receiver

The German REceiver for Astronomy at Terahertz Frequencies (GREAT) is a multi-pixel
spectrometer (Heyminck et al., 2012; Risacher et al., 2018; Duran et al., 2021) onboard
SOFIA. GREAT was designed in a collaboration between the Max Planck Institute for
Radio Astronomy (MPIfR) and the I. Physikalisches Institut at the University of Cologne
(KOSMA), alongside the Max Planck Institute for Solar System Research and the DLR
Institute of Planetary Research. As a PI instrument, GREAT also supported Open Time
observations in a collaborative mode.

The data used in this thesis were obtained with the instrument operating in two dis-
tinct configurations, 4GREAT and upGREAT. The upGREAT setup used two channels:
the low-frequency array (LFA) and the high-frequency array (HFA). The LFA comprises
two hexagonal arrays with 7 pixels per polarization, operating within a 1.83 ´ 2.07 THz
frequency range, enabling observations of [C II] and [O I] at 145µm. Both spectral lines can
be detected simultaneously with one line in each polarization. Each [C II] frequency pixel
had a beam size of 14.12. The HFA featured a 7-pixel hexagonal array in single polariza-
tion to observe the [O I] 63µm line with a beam size of 6.32. LFA and HFA were capable of
simultaneous observations, addressing up to six essential ISM cooling lines concurrently.

The 4GREAT configuration used a single pixel with four channels, spanning frequencies
of 91 ´ 635, 890 ´ 1090, 1240 ´ 1525, and 2490 ´ 2590 GHz (Duran et al., 2021). This
frequency coverage provides access to the high-J rotational transitions of CO.
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3.5.2 SOFIA Legacy Program FEEDBACK

The SOFIA legacy program’s FEEDBACK primary objective is to study how stellar
feedback from massive stars influences the surrounding interstellar medium. Specifically,
FEEDBACK aims to elucidate the radiative coupling of PDR gas to FUV photons, mea-
sure the energy input into the ISM from stellar winds and radiation, and determine radia-
tive heating efficiencies. The notable strength of FEEDBACK lies in its observation of 11
galactic high-mass star formation regions in [C II] at 158µm and [O I] at 63µm simultane-
ously, enabling comparisons across regions with varying physical conditions and providing
a larger dataset for extragalactic research comparisons.

The principal investigators are Prof. Dr. Alexander Tielens from the University of
Maryland and Dr. Nicola Schneider from the University of Cologne. A consortium of
around 30 experts from various international institutions collaborated on this project. The
program received approximately 100 hours of observing time, beginning in 2019 (Program
number 07 0077). It completed 77% of the proposed area before the SOFIA program
ended in September 2022.

Table 3.1: Overview of the 11 FEEDBACK sources Schneider et al. (2020).

Region RA Dec DHD FUV Spectral type
(1) (2) (3) (4) (5)

Cygnus X 20 : 38 : 20.22 `42 : 24 : 18.29 1.40 290 „ 50 O, 3 WR
M16 18 : 18 : 35.69 ´13 : 43 : 30.98 1.74 300 1 O4, „ 10 late O
M17 18 : 20 : 43.16 ´16 : 06 : 14.87 1.98 1295 2 O4, „ 10 late O
NGC6334 17 : 20 : 14.07 ´35 : 55 : 05.18 1.30 580 5 O5 ´ 8, 8 B
NGC7538 23 : 13 : 46.41 `61 : 31 : 42.01 2.65 904 1 O3
RCW49 10 : 24 : 11.57 ´57 : 46 : 42.50 4.21 555 2 WR, 12 early O
RCW79 13 : 40 : 05.86 ´61 : 42 : 36.94 3.90 140 2 O4, „ 10 late O
RCW120 17 : 12 : 22.82 ´38 : 26 : 51.61 1.68 375 1 O8
RCW36 08 : 59 : 26.81 ´43 : 44 : 14.06 0.95 413 1 O8, B-cluster
W40 18 : 31 : 28.58 ´02 : 07 : 35.39 0.26 237 1 O, 2 B
W43 18 : 48 : 01.04 ´01 : 58 : 22.27 5.49 741 OB, WR-cluster

(1, 2) Central coordinates of the observed [C II] maps. (3) Distance to the regions in kpc,
(4) Average FUV-field in Habing units rG0s, derived from 70µm and 160µm Herschel
FIR-flux maps (Schneider et al., 2016). (5) Dominant stars and their spectral types.

Table 3.1 provides a catalog of the observed sources, detailing their central coordinates,
distance, average FUV field and the related stellar cluster. These star formation regions
were selected to cover a wide range of physical conditions in terms of excitation, geometry,
and star-formation activity etc. For instance, RCW79 features a cluster of twelve O-type
stars near the center of its roughly spherical H II region (Sect. 5.3), and hosts a young
compact H II region, which was studied in Keilmann et al. (2025). Cygnus X, on the other
hand, contains several massive star clusters with over 160 OB stars for the most influential
one, exhibiting a complex spatial arrangement.

To cover the 11 targets, the high observing speed of the OTF array mapping was used.
The LFA has a beam size of around 142 (depending on the line observed) and is primarily
used for fully sampled maps of both lines, while the HFA array has a smaller beam size of
6.32 for the [O I] 63µm line. However, the HFA’s small array size would require significant
time to cover all target areas in the “classical” mode. Thus, an alternative approach was
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used to optimize speed. Each tile was covered four times using OTF array mapping, with
LFA as the leading array. Initial coverage comprises two perpendicular scan directions,
resulting in a fully sampled [C II] map with sufficient pixel redundancy. To fill gaps in
the [O I] map, two extra coverages were performed with an array shift of (´3622, ´3622).
This method improved the S/N of the [C II] map, allowing access to weak [13C II] lines and
enabling a continuous, nearly beam-sampled [O I] map.

Atmospheric and instrumental instabilities may influence the spectral baseline. In cer-
tain cases, conventionally subtracting a polynomial fit from the baseline does not suffice.
To achieve optimum data quality, an approach based on Principal Component Analysis
(PCA) was used. Briefly, PCA identifies the “eigen spectra” of the observations that cap-
ture most of the emission-free OFF-spectrum variability and subtracts these components
to eliminate systematic variations from the ON-spectra, resulting in a flat baseline. This
method was used to reduce the [C II] data of RCW79, further details on PCA can be found
in Schneider et al. (2023).

Among the aims for the FEEDBACK observations of the 11 high-mass star formation
regions 3.1 was to measure the various feedback mechanisms from stellar winds and stellar
radiation. Although the energy from stellar winds is only a small portion compared to
that from stellar radiation, Luisi et al. (2021) and Bonne et al. (2022) demonstrated that
stellar wind energy can be efficiently transformed into the kinetic energy of the expanding
bubble. However, Keilmann et al. (2025) demonstrated that, in the case of the early
compact H II region in RCW79, stellar radiation can significantly contribute to the energy
input into the surrounding matter.

3.6 Herschel Observatory

The Herschel Space Observatory, established by the European Space Agency (ESA), op-
erated from 2009 to 2013. It was the largest space-borne (mirror diameter 3.5 m) infrared
telescope until the James Webb Space Telescope (diameter 6.5 m) launched in 2021. It fea-
tured several instruments, the Photodetecting Array Camera and Spectrometer (PACS),
the Spectral and Photometric Imaging Receiver (SPIRE), and the Herschel-Heterodyne
Instrument for the Far-Infrared (HIFI), observing continuum and spectral lines in the
far-IR and submillimeter wavelength range (55 ´ 672µm).

The dust data observed using PACS and SPIRE in photometric mode were crucial for
my studies in all papers that are part of this thesis.

3.6.1 HerM33es Program

The Herschel M33 Extended Survey (HerM33es) Open Time Key Program observed the
Local Group galaxy M33 with PACS and SPIRE (Kramer et al., 2010) to map its dust
spectral energy distribution and study the properties of the ISM. The program allocated
191.9 hours of observational time with Dr. Carsten Kramer as the PI. One objective was to
observe the far-IR emission from the nearby spiral galaxy M33 to investigate the physical
properties of its ionized, atomic, and molecular ISM, its life cycle, and thermal balance,
while also establishing a reference point for interpreting phenomena in other galaxies.

M33 is an ideal target for this study because it actively forms stars, is observed mainly
face-on with an inclination of 56˝ (Regan and Vogel, 1994), and has been extensively
studied across radio, optical, and X-ray wavelengths. Its proximity at a distance of
847 kpc (Karachentsev et al., 2004) allows us to resolve giant molecular clouds and com-
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plexes (exceeding „ 50 pc) in Herschel observations and individual clouds (up to „ 50 pc)
using interferometers such as ALMA.

Employing data from this program, I first investigated the physical properties of dust in
M33 by analyzing its far-IR emission. I constructed maps of dust temperature, the XCO

conversion factor, and hydrogen column density using the unique wavelength coverage
(160, 250, 350, and 500µm) provided by Herschel. Then I performed a census of the
molecular cloud population that I detected in M33 in dust and CO and compared the
cloud properties to Milky Way clouds. For that, I used the publicly available data from
an IRAM Large Program (Gratier et al., 2010; Druard et al., 2014) that was designed to
map M33 with the multi-beam receiver HERA at the 30m telescope in the COp2 ´ 1q line
transition (see below).

3.7 IRAM 30m

The Institute for Radio Astronomy in the Millimeter (IRAM) operates two of the most
advanced radio astronomy facilities in the world. One is the Northern Extended Millimetre
Array (NOEMA) in the french Alps, an interferometer that consists of an array of 12
individual 15-meter antennas. The other one is the IRAM 30m single-dish telescope with
a diameter of 30 m, located in Spain’s Sierra Nevada, to observe astronomical objects in the
(sub)millimeter range. It ranks among the world’s largest and most sensitive millimeter
wavelength telescopes.

3.8 APEX

The Atacama Pathfinder Experiment (APEX) is a 12 m diameter radio telescope. It was
developed by the Max Planck Institute for Radio Astronomy (MPIfR), the European
Southern Observatory (ESO), and the Swedish Onsala Space Observatory (OSO) near the
radio interferometer Atacama Large Millimeter Array (ALMA). Located in the Chilean
Atacama Desert at 5064 m above sea level, this site is ideal for submillimeter observations
because its dry air limits water vapor absorption.

This thesis benefited from APEX, which provided CO data at several transition lines.



Chapter 4

Astrophysical Concepts and Objectives of
Observations

Throughout my Ph.D., I utilized various pre-existing techniques – such as Dendrograms
with astrodendro (Rosolowsky et al., 2008), or the radiative transfer models RADEX (van
der Tak et al., 2007), and SimLine (Ossenkopf et al., 2001) (see Sect. 2.1.5) – alongside
methods that I have developed independently. These include a modified and improved
approach to generate H2 column density maps (Palmeirim et al., 2013) and fitting of the
radiative transfer equations for [C II] line profiles on observational data to determine the
missing [C II] flux caused by self-absorption. I also implemented additional methods such
as N -PDF construction and fitting, among others, too numerous to detail comprehensively
in this thesis. I have developed and written these data analysis methods in Python, which
are also used by other members of the FEEDBACK consortium.

In this chapter, I first briefly describe the astrophysical concepts of stellar radiative
and wind feedback (Sects. 4.1 and 4.2), followed by a description of PDRs (Sect. 4.3), and
important ingredients of PDRs, such as [C II] and CO (Sects. 4.4 and 4.5). Next, I present
the selected sources and their data sets in Sect. 4.6, followed by the tools used to analyze
the data presented in Sect. 4.7. Lastly, I describe the methods that I have developed to
determine the missing [C II] flux by fitting [C II] line profiles to observational data due to
self-absorption using radiative transfer equations.

4.1 Stellar Radiative Feedback

Radiative feedback from stars fundamentally affects the dynamics and evolution of the ISM
and star formation. Massive stars, with their high luminosities and energetic radiation,
inject energy and momentum into their environment. Understanding radiative feedback
is essential for constructing accurate galaxy evolution models, interpreting observations of
star-forming regions, and understanding the ISM life cycle (Osterbrock and Ferland, 2006;
Murray and Rahman, 2010; Krumholz, 2014).

Radiative feedback encompasses several mechanisms by which stellar radiation inter-
acts with the surrounding gas and dust. UV photons ionize neutral hydrogen, creating
ionized H II regions and heating the gas to form Strömgren spheres. They can also dis-
sociate molecular hydrogen, affecting the chemistry and cooling of the gas. Dust grains
absorb stellar radiation, heat up, and re-emit in the infrared, influencing the ISM’s ther-
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mal balance. Momentum transfer from photons to gas and dust grains can drive outflows
and impact the dynamics of the ISM.

4.1.1 Strömgren sphere

The radiative feedback of hot stars ionizes hydrogen gas, leading to the formation of
Strömgren spheres (Strömgren, 1939). The Strömgren radius RS reaches equilibrium when
the star’s ionizing photon emission rate QH is balanced by the recombination rates in the
ionized gas, ensuring that the number of ionizing photons equals the number of recombina-
tions. Here, ne and np denote the number densities of electrons and protons, respectively,
which are approximately equal in a fully ionized hydrogen region (ne « np). Thus, the
Strömgren radius Rs is given by

RS “

ˆ

3QH

4πnenpαB

˙1{3

. (4.1)

The Strömgren sphere represents the initial size of the ionized region prior to hydrody-
namic expansion.

The injected total momentum of the ionizing radiation with an escape fraction equal
to zero can be described as

9pion,th “ 4kB T

c

3πQirIF
αB

, (4.2)

where kB is the Boltzmann constant, T the temperature, rIF the radius of the ionization
front, and αB the hydrogen recombination coefficient. These equations describe the size
and dynamics of the ionized regions around massive stars, shaping the interstellar medium
and influencing star formation processes.

In environments with uniform densities similar to star-forming molecular clouds, so-
lutions generally predict that the ionization front initially propagates rapidly outwards
during the gas’s recombination time. In this phase, ionizing photons fail to reach the
ionization front, leading the H II region to attain a state of photo-ionization equilibrium,
wherein the recombination rate equals the star’s ionizing photon emission rate. The re-
combination time in dense molecular cloud gas is much shorter than the lifespan of massive
stars, which emit large amounts of ionizing radiation. Once photo-ionization equilibrium
is established, the H II region mainly expands due to thermal expansion at velocities below
the sound speed in the ionized gas.

As the ionization front progresses into regions of lower gas density, such as the edges of
a molecular cloud, it accelerates because diffuse gas absorbs ionizing photons less efficiently
than dense material within the cloud. In such an inhomogeneous medium, the H II region
shifts from photo-ionization equilibrium, causing the front to move outwards at supersonic
speeds. This evolution is termed “champagne” flow, a concept introduced by Tenorio-Tagle
(1979), who modeled the transition from a dense cloud to the surrounding diffuse medium
using a density step function.

4.2 Stellar Wind Feedback

A variety of models have been formulated to characterize stellar wind. A recent approach
by Lancaster et al. (2021a) introduces a model for bubble evolution driven by stellar winds
that emphasizes strong interface cooling from turbulent mixing. The authors propose
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that highly efficient cooling at the interface between the stellar wind and the surrounding
medium reduces the injected energy by up to 99%, making the expansion momentum-
driven (p9 t) due to this energy loss. This differs from the energy-driven model by Weaver
et al. (1977) (E9 t), which impacts gas dispersal in star-forming regions and thereby leads
to lower expansion rates and sizes.

Another recent approach invokes a wind bubble around a star to describe the early
evolution of the wind bubble expanding in a power-law density field (Geen and de Koter,
2022). The following sections briefly lay out the description of the classical model for a
uniform gas distribution (Weaver et al., 1977) and the more contemporary model based
on a power-law distribution (Geen and de Koter, 2022).

4.2.1 Stellar wind in a uniform distribution

The classical analysis of the structure and evolution of a bubble created by a constant-
luminosity wind in a uniform medium was outlined by Weaver et al. (1977) (also see Avedis-

Figure 4.1: Schematic illustration showing the expanding bubble’s structure driven by
winds. This classical model by Weaver et al. (1977) shows a pressure-driven bubble with
uniform cooling at the shock front.

ova 1972, Castor et al. 1975, and McCray and Kafatos 1987). This section focuses on the
pressure-driven (PD) phase, which is generally considered as the most influential during
the wind-blown bubble’s evolution in a star-forming cloud influenced by a single massive
star or cluster. During this phase, the wind injects energy that accumulates in the hot,
overpressured gas within the expanding bubble relative to the surrounding cloud. As it
expands, the bubble accelerates and compresses the ambient medium into a dense shell
around the low-density interior. When the bubble’s expansion becomes supersonic rela-
tive to the ambient gas (typical for cold gas in GMCs), the supersonic motion shocks the
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ambient gas to high temperatures, which then rapidly cools to form a dense shell around
the hot bubble. According to Weaver et al. (1977), the solution comprises four regions:
(i) free hypersonic wind; (ii) shocked stellar wind; (iii) shocked, cooled shell of interstellar
gas; (iv) ambient interstellar gas. This structure is presented schematically in Fig. 4.1.

Assuming all thermal energy from the leading shock is radiated away and the bubble’s
interior stays non-radiative, the similarity solution for the bubble radius is

R “ RWptq ”

ˆ

125

154π

˙1{5 ˆLWt
3

ρ̄

˙1{5

, (4.3)

where LW represents wind luminosity (i.e. the mechanical power of the material ejected
by the star), ρ̄ denotes the background mass density and t is time. The subscript “W”
refers to the Weaver solution. The pressure within the shocked stellar wind changes as

P “ PWptq ”
5

22π

ˆ

125

154π

˙´3{5 ˆL2
Wρ̄

3

t4

˙1{5

. (4.4)

In the PD bubble solution, the shell’s radial momentum is determined by

pr “ pWptq ”
4π

5

ˆ

125

154π

˙4{5

pL4
Wρ̄t

7q1{5 , (4.5)

About 45% of the total wind energy LWt
7 emitted by time t is stored as thermal energy

within the bubble

Eth,W “
3

2
PWVW “

5

11
LWt , (4.6)

where VW represents the bubble’s volume. Concurrently, only 19% is converted into the
kinetic energy of the swept-up shell

Ekin,W “
1

2
Msh

ˆ

dRW

dt

˙2

“
15

77
LWt , (4.7)

for which Msh “ 4πρ̄R3{3 assumes that all the swept-up gas is concentrated in the shell
(where Msh denotes the mass contained in the shell). The remaining „ 35% of the wind
energy is assumed to be radiated away from the ISM gas that was shocked and then
efficiently cooled at high density as it was swept into the progressing front of the bubble.
Notably, in the simplest PD bubble model, radiative cooling occurs only for the post-shock,
swept-up ISM gas. However, Weaver et al. (1977) also discusses late-stage evolution when
the bubble’s interior cools sufficiently to become radiative.

4.2.2 Stellar wind in a power-law density distribution

The Weaver model describes the growth of an adiabatic wind bubble in a uniform medium
with a surrounding shell of swept-up interstellar gas. A recent and more general approach,
which contains the Weaver model as a limit, offers a solution for a wind bubble expanding
into a power-law density distribution (Geen and de Koter, 2022) and aligns more closely
with observational data on how stellar winds shape bubbles.

The dense medium initially traps ionizing radiation, creating a thin photo-ionized layer
inside the dense neutral shell swept up around the wind bubble. Stellar winds, injected
at high velocity, heat the bubble’s interior to high temperatures. Weaver et al. (1977)
describes this wind bubble’s internal structure as featuring a central “free-streaming” area
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where the wind material travels supersonically until it shocks the gas, raising temperatures
exceeding 106 K. Collisional ionization occurs within the wind bubble’s interior. Hence,
the star’s ionizing radiation flux remains largely depleted until it encounters the wind
bubble’s dense shell’s inner edge at rw, where it begins to photo-ionize the gas. This thin
photo-ionized shell attains a temperature around 104 K, determined by the equilibrium of
cooling and heating of the gas.

In the absence of radiation pressure, the region maintains a uniform density sustained
solely by thermal pressure. Introducing radiation pressure creates an internal pressure
difference due to the larger surface area at greater radii and the presence of dust. A cold,
dense neutral shell forms from material accumulated by the wind bubble; when this shell
overflows, its neutral component vanishes, allowing ionizing radiation to penetrate the
neutral power-law density field beyond.

This picture corresponds to the steeper power-law density fields observed near young
massive stars. According to Geen and de Koter (2022), a fiducial density field is typical
around very young massive stars in star-forming cores that have just ended the protostellar
phase and is known as a “singular isothermal sphere” with a power-law index of ´2.

The model presented by Geen and de Koter (2022) permits a wind bubble to be fully
confined by dense gas along specific sightlines, resembling a cavity or an outflow confined to
a small solid angle around the star. In this model, the wind bubble subtends a solid angle
Ω, approaching 4π as it expands isotropically into a uniform density field. A spherically
symmetric power-law density distribution that describes cold, neutral gas enveloping a
young massive star is given by

npRq “ n0pR{R0q´ω , (4.8)

where npRq represents the hydrogen number density at a distance R, n0 denotes the
density at a reference radius R0 and ω is the exponent of the power-law. A value of ω “ 0
corresponds to a uniform density field, while ω “ 2 characterizes a singular isothermal
sphere.

The thermal energy Eb in the shocked gas within the wind bubble is given by

Eb “
3

2

Ω

3
R3

wPw , (4.9)

where Ω represents the solid angle subtended by the wind bubble, Rw denotes the radius
of the wind bubble, and Pw signifies the pressure exerted by the wind bubble on the shell’s
interior. Geen and de Koter (2022) find

Eb “

ˆ

5 ´ ω

11 ´ ω

˙

Lwt , (4.10)

where t represents the time since the onset of the wind.
Solving these equations, assuming that Rw 9 tB, where B represents a power-law index,

yields
Rwpω, tq “ pAwpω,ΩqLwρ

´1
0 R´ω

0 t3q1{p5´ωq , (4.11)

where

Awpω,Ωq “
4π

Ω

p1 ´ ω{3qp1 ´ ω{5q3

p1 ´ 2ω{7qp1 ´ ω{11q

250

308π
. (4.12)

For a parameter set of Ω “ 4π and ω “ 0, this becomes the “Weaver” solution (Eq. 21
of Weaver et al., 1977). Given ω “ 2 and Ω “ 4π, the preceding Eq. 4.11 transforms into

Rω“2ptq “ 13.9 pc

ˆ Lw

1036 erg{s

˙1{3
´ n0

1000 cm´3

¯´1{3
ˆ

ˆ

t

1 Myr

˙

, (4.13)
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with a constant expansion velocity of

vω“2ptq “ 13.5 km s´1

ˆ Lw

1036 erg{s

˙1{3
´ n0

1000 cm´3

¯´1{3
. (4.14)

This solution particularly applies to near young massive stars (e.g., Lee and Hennebelle,
2018; Geen and de Koter, 2022) and is used in the analysis of the stellar feedback in the
compact H II region in RCW79 (refer to Sect. 5.3.2). Further outward, where the sharp
density profile merges with the cloud background, the solution likely shifts to a Weaver-like
state or becomes disrupted by cloud clumping and turbulence.

In summary, stellar feedback in the form of radiation and wind has a strong impact on
the surrounding molecular cloud, regardless of which model is considered. The compressed
neutral gas shell may fragment and initiate new star formation (“collect-and-collapse”
scenario by Elmegreen and Lada 1977), or the cloud may instead disperse (Dale et al.,
2012). Which of the processes dominates depends on many factors such as initial mass of
the cloud, geometry, spectral type of the exciting star(s), etc.

4.3 Photo-Dissociation Regions

Intense stellar Far-UV radiation interacts with nearby atomic and molecular gas that
photodissociates molecules, thereby creating regions known as photodissociation regions
(PDRs).These regions typically occur around OB-type stars that release a significant num-
ber of energetic photons in the 6 to 13.6 eV range, thereby influencing the cloud’s structure,
thermal balance, and chemistry (Tielens and Hollenbach, 1985a). Accordingly, PDRs are
also sometimes called photon-dominated regions (Sternberg and Dalgarno, 1995).
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Figure 4.2: Schematic illustration of a plane-parallel PDR. The primary heating mecha-
nisms are colored red. At the PDR surface, P.E. prevails, whereas C.R. ionization domi-
nates deeper within the cloud. The main cooling lines for each PDR layer appear in blue.
Note that the exact values of AV vary with the G0{n ratio; a lower G0{n or a reduced UV
field shifts the hydrogen and carbon transitions to lower AV. This illustration is based
on Goicoechea et al. (2016) and Wolfire et al. (2022).
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Photons with energies greater than 13.6 eV ionize hydrogen, forming an H II region
around the star and separating the fully ionized gas from the dense molecular gas. The
PDR lies between the hot (T „ 104 K) ionized region and the molecular phase and features
a layered structure that contrasts with the sharp boundary of an H II region, as illustrated
for a simple, homogeneous plane-parallel PDR model in Fig. 4.2. Carbon has an ionization
potential of 11.3 eV. Absorption of all photons with energies ě 13.6 eV leaves atoms with
higher ionization potentials, such as oxygen and nitrogen, in a neutral state. Nonetheless,
these hot ionized H II regions exhibit low visual extinctions (AV ă 0.1).

Near the surface of the PDR, the photoelectric effect heats hydrogen gas to 100´1000 K
by releasing electrons that collide with hydrogen atoms. This process, also known as
photoelectric heating (P.E.), transfers surplus energy from electrons released by grains
and polycyclic aromatic hydrocarbons (PAHs) to the surrounding environment (Tielens
and Hollenbach, 1985a). Cooling, predominantly through fine-structure line emissions of
[C II] 158µm, [O I] 63µm and high-J rotational transitions in CO, offsets this heating. As
a result, distinct profiles and layers of CO, C, and C` emerge, each exhibiting different
temperatures and densities (see Fig. 4.2), thereby regulating the energy budget. The
abundance of C` decreases deeper into the cloud as a result of the competition between
C` recombining into C or CO and C being photo-ionized into C`. Consequently, the
CO/C/C` transition is crucial to define the energy balance and line intensities of PDRs.

The low ionization potential of C` makes it abundant in H II regions and on UV-
illuminated surfaces of atomic and molecular clouds. It is produced through the photo-
ionization of carbon

C ` hν Ñ C` ` e´ . (4.15)

The dominant reactions for C` destruction are radiative recombination into C with free
electrons near the ionization front,

C` ` e´ Ñ C ` hν . (4.16)

Further inside, radiative association with H2 (Röllig et al., 2006) becomes important,
forming CH or CH2, which then reacts with O to produce CO,

C` ` H2 Ñ CH`{CH`
2 ` hν . (4.17)

Neutral carbon plays an important role in molecular chemistry by undergoing simul-
taneous formation and destruction, which is essential for synthesizing molecules such as
CO. It forms via the re-ionization of C` (see Eq. 4.16), as well as charge exchange with
sulfur S, and CO photodissociation (Röllig and Ossenkopf, 2013),

C` ` S Ñ C ` S` , (4.18)

CO ` hν Ñ C ` O . (4.19)

As one progresses deeper into the cloud, the FUV intensity decreases and subsequently
reduces the photodissociation of molecules, which leaves a molecular layer. Within the
range of AV „ 0.1 ´ 0.8 (refer to Schneider et al. 2022 and references therein), we observe
the H I-to-H2 transition zone. Further into the cloud at AV „ 2 ´ 4, neutral carbon C and
CO emerge through a series of ion-neutral interactions. The specific AV values depend on
the ratio of the radiation field to density, G0{n. Hence, a lower G0{n or simply a weaker
UV field shifts the hydrogen and carbon transitions to lower AV values (Wolfire et al.,
2022).
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Gas in regions where hydrogen becomes molecular but CO remains undetectable are
referred to as “CO-dark” H2 gas (Grenier et al., 2005; Wolfire et al., 2010). Metallicity,
which refers to the abundance of elements heavier than hydrogen and helium, has a sub-
stantial impact on molecular clouds: At lower metallicity, there is less dust that leads
to reduced dust shielding and self-shielding of UV radiation; as a result, FUV radiation
can penetrate deeper into the cloud, dissociate CO, and create a larger layer of emitting
ionized carbon around a smaller, CO-rich core (Tielens and Hollenbach, 1985a,b; Poglitsch
et al., 1995; Stark et al., 1997; Wilson, 1997; Bolatto et al., 2013). This effect is amplified
as the decrease in CO abundance further weakens CO self-shielding. H2 also undergoes
photodissociation through absorption of Lyman-Werner band photons. However, it can
form substantial column densities to self-shield at moderate extinction (AV) within the C`

emitting region, thus becoming a significant mass reservoir. Consequently, a large molec-
ular hydrogen reservoir exists outside the CO-emitting region, the CO-dark H2 gas (Röllig
et al., 2006; Wolfire et al., 2010; Madden et al., 2020; Schneider et al., 2023). Deeper within
the cloud, the temperatures decline to around T „ 10 K and the gas remains molecular.
Cosmic-ray ionization (C.R.) primarily heats the gas, and cooling mainly occurs through
low-J rotational transitions of CO molecules.

4.3.1 Numerical models

The balance between UV photodissociation and atomic hydrogen recombination on grain
surfaces regulates the atomic-to-molecular transition in the ISM (Tielens and Hollenbach,
1985a; Hollenbach et al., 1991; Sternberg and Dalgarno, 1995; Kaufman et al., 1999; Le
Petit et al., 2006). Numerical models require iterative solutions to achieve a balance
between the formation and destruction of chemical species (Federman et al., 1979), with
local temperature affecting reaction rates. These models incorporate cooling via spectral
line emissions and heating from photoelectric effects and cosmic rays (Sternberg, 1988;
Krumholz et al., 2008; Krumholz, 2014; Bialy and Sternberg, 2016; Bialy et al., 2017).

Astrochemical ISM models originating from the 1950s (Bates and Spitzer, 1951) have
evolved to include detailed processes, particularly molecular hydrogen formation on grain
surfaces (Tielens and Hagen, 1982; Garrod, 2013). Early PDR models aimed to explain
fine-structure emission in low-density gas (Melnick et al., 1979; Stacey et al., 1983; Glass-
gold and Langer, 1974, 1975; Black and Dalgarno, 1977; de Jong et al., 1980), while later
models focused on higher-density scenarios (Tielens and Hollenbach, 1985a; Sternberg and
Dalgarno, 1989). Notable modern models include tools like the PDR Toolbox (Kaufman
et al., 1999; Kaufman et al., 2006; Pound and Wolfire, 2023), which provides computed
model grids, and the Meudon PDR code (Le Petit et al., 2006), a plane-parallel model
emphasizing radiative processes and chemical reactions.

Figure 4.2 illustrates a plane-parallel PDR. However, in reality, radiation penetrates
from various directions, heating and photodissociating the gas from all sides. This leads to
a clumpy distribution of the gas. Observations that molecular clouds are clumpy, porous,
or fractal have historically driven this model geometry (e.g., Stutzki et al., 1988). More
accurate modeling of this scenario has led to the clumpy PDR model KOSMA-τ (Röllig
et al., 2006; Röllig and Ossenkopf-Okada, 2022), which has been developed at the Univer-
sity of Cologne – in the group where I work on my Ph.D. – in collaboration with Tel Aviv
University. The KOSMA-τ model has been used in numerous publications (e.g., Gierens
et al., 1992; Stoerzer et al., 1996; Ossenkopf et al., 2013; Schneider et al., 2018), and is
continuously improved. It also forms an integral part of the PDR toolbox (see above).
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In summary, given that the rotational energy levels of CO transitions are easily excited
at low densities and temperatures (Schinnerer and Leroy, 2024), CO serves as an excellent
tracer for dense molecular clouds. H I mainly occupies the interstellar regions that lie
between these dense clouds, whereas [C II] can originate from both the illuminated surfaces
of molecular clouds and cold atomic gas flows.

4.4 The [C II] Line

As one of the strongest cooling lines (Tielens and Hollenbach, 1985a) in the ISM and an
excellent indicator of gas dynamics (Pabst et al., 2019; Luisi et al., 2021; Kabanovic et al.,
2022), the [C II] line primarily traces the interface between ionized and molecular gas in
PDRs. It is particularly effective in regions with moderate UV radiation fields, where it
can originate from both ionized and neutral gas phases (Mookerjea et al., 2011). Moreover,
the [C II] emission is often used to estimate the SFR in galaxies, although its effectiveness
can vary with metallicity and the presence of diffuse ionized gas (De Looze et al., 2014).

The [C II] line effectively traces gas at densities between approximately 10 cm´3 (col-
lisions with electrons in H II regions) and up to 104 cm´3 (collisions with atomic and
molecular hydrogen) and varying temperatures of a few hundred Kelvin (in PDRs), mak-
ing it particularly useful in low-density environments where the [O I] 63µm line may be less
effective (Goldsmith et al., 2012). In contrast, the [O I] line serves as a key tracer of denser,
warm gas in PDRs and is frequently employed to study the physical conditions in star-
forming regions. It is especially sensitive to high-density environments (typically above
104 cm´3) and high temperatures of up to a few 100 K and provides insights into heating
processes within molecular clouds (Leurini et al., 2015). Additionally, [O I] emission is
typically associated with regions of active star formation and can probe the dynamics of
outflows and jets in these environments (Contursi et al., 2013; Schneider et al., 2018).

4.4.1 [C II] History

The first calculations predicted the [C II] transition wavelength to be approximately at
156µm (Schaefer and Klemm, 1970). Later, Russell et al. (1980) detected it after re-
ceiving a precise estimate via private communication, reporting the detection in M42 and
NGC2024 at 174.4 ˘ 0.4µm. A discovery that led to the modeling of heating and cooling
mechanisms as well as photodissociation chemistry in H II–molecular cloud interfaces (de
Jong et al., 1980). This effort condensed into the “standard” Tielens and Hollenbach
(1985a) photodissociation region model (refer to Sect. 4.3). The past four decades have
affirmed [C II] emission in PDRs as a tracer of active star formation in the ISM from the
Milky Way far to galaxies at high redshift and thus throughout the universe’s age (Stutzki
et al., 2023).

Cooksy et al. (1986) confirmed the [C II] wavelength and reported the frequencies of
three [13C II] hyperfine satellites, which are crucial for measuring [C II] optical depth. Ob-
serving the FIR spectral range of the [C II] line remains challenging due to the Earth’s
atmosphere being significantly opaque at 158µm, requiring airborne or space observa-
tories, and by technological constraints. Advances in continuum detector materials and
Fabry-Perot meshes for spectral resolution have led to a series of improved direct de-
tection experiments starting with the Lear-Jet and KAO (Kuiper Airborne Observatory)
facilities to the BICE balloon experiment, ISO satellite mission (1995-1998), PACS on
the Herschel Space Observatory (2009-2013), and FIFI-LS on SOFIA (2013-2022). Sim-
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ilarly, high-resolution heterodyne spectrometers, as initiated by early KAO work (Betz
and Zmuidzinas, 1984), have reduced receiver temperatures by two orders of magnitude
and increased observing speed by four orders (see radiometer equation in Sect. 3.4). The
advent of these advanced observational technologies and SOFIA (Young et al., 2012) have
enabled extensive mapping of [C II] emissions, providing insights into the kinematics of
star-forming regions and the impact of stellar feedback on the ISM. Furthermore, the
GREAT (Heyminck et al., 2012) and upGREAT (Risacher et al., 2016) heterodyne array
receivers have further enhanced the resolution and sensitivity of [C II] observations, allow-
ing for detailed studies of molecular clouds and their interactions with radiation sources.
Only recently the [C II] line was shown to trace the CO-dark gas (Schneider et al., 2023).
This was the first time C` was detected in low-density („ 100 cm´3) atomic gas with
colliding flows that form molecular clouds (as predicted in simulations Clark et al., 2019).

Other early observations of spectrally resolved [C II] emission in M42 (Boreiko et al.,
1988) revealed that [C II] can be optically thick, after its first detection in NGC2024 and
M42 by Russell et al. (1980). Many observations with (up)GREAT onboard SOFIA further
confirmed that the [C II] line is generally optically thick in regions such as M43, the Horse-
head Nebula, Monoceros R2, and M17-SW (Guevara et al., 2020). In their study, Guevara
et al. (2020) implemented the two-layer multicomponent model to fit radiative transfer
equations to the [C II] spectra, successfully separating the warm emitting layer from the
underlying cold absorbing gas. Their analysis revealed that a significant portion of ionized
carbon resides within a cold absorbing layer; however, the origin of the substantial column
densities of cold ionized carbon remains not fully understood.

4.5 XCO Conversion Factor

The XCO conversion factor (CO-to-H2) is crucial for estimating the total mass of molec-
ular gas within galaxies, which is essential for understanding star formation processes,
galactic evolution, and comparing molecular gas content across various galactic environ-
ments. Precise determination of XCO is crucial for minimizing uncertainties in estimates
of molecular gas mass. Achieving this precision requires careful calibration using indepen-
dent measurements, such as dust emission, as shown in Keilmann et al. (2024a). Insight
into how XCO depends on environmental conditions can refine models of molecular cloud
formation and evolution, especially in diverse galactic settings.

The typical Milky Way value of XCO is approximately 2 ˆ 1020 cm´2 pK km s´1q´1.
However, this value varies significantly with environmental conditions such as metallicity,
radiation field, and the dynamical state of the molecular clouds (Bolatto et al., 2013). In
low-metallicity environments, such as dwarf galaxies or M33, XCO may be higher due to
reduced CO abundance relative to H2. However, the XCO conversion factor may be skewed
due to its strong dependence on factors like metallicity, dust content, and the interstellar
radiation field (Bolatto et al., 2013), causing it to fluctuate with environmental changes.
As demonstrated by Ramambason et al. (2024) and Keilmann et al. (2024a), the conversion
factor for such galaxies can remain low and exhibit significant local variation.

4.6 Selection of Sources

Throughout this thesis, I studied various regions (Galactic and extragalactic sources), each
with specific objectives. This section provides a brief overview of these sources and the
goals behind their study.



4.6. Selection of Sources 59

4.6.1 Draco

We analyzed the H I-H2 transition by selecting the Draco intermediate-velocity cloud
(IVC), a region with a weak UV field at the onset of molecular cloud formation. High-
latitude IVCs, which are part of the Milky Way’s H I halo, originate from either a galactic
fountain process or extragalactic gas infall and typically contain molecular gas with de-
tectable CO emission. Some IVCs also exhibit high-velocity cloud (HVC) components
(mainly atomic) alongside local velocity gas (LVC) that contains both atomic and molec-
ular material. In addition to Draco, we examined another IVC (Spider) and low-density
clouds at local velocities (Polaris and Musca). These conditions allow us to study the
highly dynamic processes of early molecular cloud formation in UV-weak, low-density
environments.

Datasets The study used [C II] and CO data obtained with PI-programs on SOFIA and
at the IRAM 30m telescope, respectively. It was complemented with archival data, i.e., H I

21 cm observations from the Dominion Radio Astrophysical Observatory (DRAO) and the
Green-Bank-Telescope (GBT) data along with all-sky H I data from the Effelsberg-Bonn
H I survey (EBHIS) and dust data from Herschel.

4.6.2 M33

M33 is a flocculant Sc-type spiral galaxy located nearby (847 kpc, Karachentsev et al.,
2004) with an inclination angle of 56˝. Its proximity enables good spatial resolution with
minimal line-of-sight confusion, making it an excellent extragalactic target. Since M33 is
in a different evolutionary stage than the Milky Way – with less mass and metallicity, for
instance – it provides a great opportunity not only to investigate molecular cloud properties
within its galactic environment, but also to study systematic differences of molecular cloud
properties depending on different environments (the Milky Way and M33). This helps
to understand how cloud properties (and hence star formation) change as a function of
environment.

Datasets I was provided the variable emissivity index β map along with the correspond-
ing dust temperature data from Tabatabaei et al. (2014) and used the Herschel archival
dust data (PACS and SPIRE), the IRAM 30m COp2 ´ 1q, and the VLA H I data.

4.6.3 RCW79

RCW79 constitutes one of the eleven FEEDBACK sources and is characterized by an
H II region created by a cluster of twelve O-type stars. It shows a large expanding shell
traced by [C II] emission, making it an ideal site to study stellar feedback mechanisms,
with expansion velocities reaching up to 25 km s´1. In the southeastern part of the large-
scale shell, a compact H II region has formed around an O star that directly ionizes the
surrounding medium via stellar radiation and wind; here, the expansion velocity in this
area is considerably lower than in typical H II regions explored by the FEEDBACK pro-
gram, and is only around 2.6 km s´1. RCW79 also shows a [C II]-deficit, which arises in the
compact H II region, thus providing a suitable site to investigate the infamous [C II]-deficit
accounting for different ISM cooling processes between the dust FIR continuum and the
[C II] cooling pathways. In Bonne et al. (2023), we have demonstrated that the molecular
cloud is eroded by stellar feedback.
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Datasets For RCW79, FEEDBACK data of [O I] and [C II] obtained with SOFIA, and
my PI data from APEX (12CO and 13CO 6 Ñ 5 and C18O 3 Ñ 2) were used. In addition, I
used archival data, i.e., FIR flux maps from Herschel, radio continuum (843 MHz), Spitzer,
and WISE.

4.7 Tools for Data Analysis

This section provides a brief description and a selection of tools and methods that I have
used and developed during this thesis, such as Dendrograms, N -PDFs, or the automatic
detection of signal peaks used to analyze the data. I also describe the method to de-
termine the missing [C II] flux by fitting [C II] line profiles to observational data due to
self-absorption using radiative transfer equations.

4.7.1 Generating the high-resolution NH2 map

Hydrogen column density maps in Galactic and extragalactic studies are commonly con-
structed by fitting the SED to Herschel flux densities measured between 160 and 500µm
(see Fig. 4.3 for an example plot). The method fits the dust temperature Td, β, and the
surface density Σ using a one-component graybody model (modified Planck function) on
a pixel-by-pixel basis. The graybody function takes the form Iν “ κνBνpTdqΣ, where
Iν denotes the surface brightness at frequency ν and κν represents the dust opacity per
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Figure 4.3: Example SED fit to 4-band Herschel data. The data points correspond
to the wavelengths (frequencies) of 160µm (1.874 THz), 250µm (1.199 THz), 350µm
(0.857 THz), and 500µm (0.6 THz), respectively.

unit (dust+gas) mass (refer to Sect. 2.2.5). The method calculates the surface density as
Σ “ µmmHNH, with µm “ 1.36 as the mean molecular weight and the total hydrogen
column density NH defined as NH “ NHI ` 2 ˆNH2 , accounting for the proton number. In
this conventional approach, it is essential to first smooth all flux maps to match the 362

angular resolution of the 500µm map, which serves as the lowest common resolution for
the final map (e.g., André et al., 2010).
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While the above mentioned method is simple, it suffers from a lower angular resolution
of the final map. An alternative and more advanced technique attains a column density
map with a higher angular resolution at 18.22. Proposed by Palmeirim et al. (2013), it
relies on a multi-scale decomposition of the flux maps and had not yet been applied to
extragalactic data. In Keilmann et al. (2024a), I made the first effort to utilize a method
similar but adjusted to that of Palmeirim et al. (2013) and describe the application to
extragalactic data. In the following, I present a description of this method aimed at
providing a more intuitive access.
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Figure 4.4: Synthetic GMC Sources with synthetic noise. The upper left panel shows
a synthetic GMC distribution, which serves as an intrinsic gas distribution. The lower
left depicts a smoothed version with an Gaussian filter with 1σ and serves a the “high-
resolution” distribution we want to achieve (corresponds to 18.22 from the SPIRE 250µm
observations). The lower right shows the correspondingly smoothed version with interme-
diate resolution (5σ Gaussian kernel and SPIRE 250µm). The upper right panel shows
the distribution with the lowest resolution (10σ Gaussian kernel and SPIRE 500µm). All
images have arbitrary units and a pixel grid of 500 times 500 pixels. All values for all con-
volution kernels do not reflect any smoothing in the published papers, but shall illustrate
the idea behind this approach.

Spatial decomposition

Imaging maps can be regarded as a combination of emissions on various spatial scales (e.g.,
Starck et al., 2004). Consequently, efforts have been made to characterize the ISM as
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either a two-component system composed of a diffuse, self-similar fractal component and a
coherent filamentary component (Robitaille et al., 2019), or as a multi-fractal system (Elia
et al., 2018; Yahia et al., 2021). To generate a high-resolution column density map, one
must reverse this procedure by assembling a map from high-resolution sub-maps that
preserve individual spatial scales through SED fits at different wavelengths. A concise
description of this method can be found in Palmeirim et al. (2013) or Keilmann et al.
(2024a). In the following, I outline the method additionally in a more illustrative way.

The method put forward by Palmeirim et al. (2013) constructs a column density map
at an 18.22 resolution using the SPIRE 250µm data. The method smooths the gas surface
density distribution to the SPIRE 250µm resolution and represents it as a combination
of three components

Σ250 “ Σ500 ` pΣ350 ´ Σ500q ` pΣ250 ´ Σ350q , (4.20)

where Σ500, Σ350, and Σ250 denote smoothed versions of the intrinsic gas surface density
distribution Σ obtained by convolving with the respective SPIRE beams Bxyz at Σ500,
Σ350, and Σ250, respectively. Specifically, the distribution smooths to the SPIRE 500µm
resolution as Σ500 “ Σ˚B500, while Σ350 “ Σ˚B350 and Σ250 “ Σ˚B250 follow analogously,
where ˚ commonly denotes convolution. The concept of Eq. 4.20 rests on the fact that
for any telescope used to observe the intrinsic gas distribution, the outcome is always
a convolved version of Σ. Even telescopes with extremely high angular resolution only
provide a convolved representation. Thus, each representation should consistently reflect
the same intrinsic gas distribution on the sky, except for resolution and other aspects of
physical processes, such as varying optical thickness of dust at distinct wavelengths, or
because different wavelengths represent different physical processes.

I also provide an illustrative explanation of the procedure and depict its process using
synthetic images in arbitrary units (a.u.) that I have created. Figure 4.4 presents synthetic
gas distributions similar to observed GMCs. The top left panel indicates Σ, while the
other three remaining images are smoothed versions at coarser resolutions with Gaussian
convolution kernels of 1, 5, and 10σ.1 These images correspond to Σ500, Σ350, and Σ250.
The “Original Image” was produced with a noise level of 100 a.u. and a background level
of 0 a.u. To represent GMCs, the “signal” is modeled with a Gaussian distribution whose
peaks can reach 1000 a.u. (generated randomly with a uniform distribution) and a standard
deviation σ randomly between 1 and 3 to represent the signal (GMC) size. Subsequently,
three smoothed versions were produced using the aforementioned parameters; they serve
as comparison representations for the SPIRE 250, 350, and 500µm observations but do
not reflect the same physical resolutions.

This means that the first term in Eq. 4.20 refers to the surface density distribution
smoothed to the resolution of the SPIRE 500µm data. The method computes Σ500 by
smoothing the 160, 250, and 350µm maps to the 500µm resolution (36.32) and fitting the
data with a graybody model. Prior to this, the Herschel images were reprojected onto a
common grid. An optically thin graybody function (see above) fits the SEDs from Herschel
bands between 160µm and 500µm on a pixel-by-pixel basis (four SED data points per
pixel), which yields the best-fit Σ500px, yq and Td,500px, yq for each px, yq pixel.

Analogously, the method computes Σ350 by smoothing the 160µm and 250µm maps to
match the 350µm band’s resolution (24.92) and applying a pixel-by-pixel SED graybody
fit to the 3 band data, excluding 500µm. It then constructs Σ250 by smoothing the 160µm

1I use the standard deviation σ of a Gaussian instead of the FHWM for illustration purposes, yet this
does not affect the results.
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map to the resolution of the 250µm band (18.22) and then performing a graybody fit to
the 2 band data.

Thus, to obtain Σ250, the original method of Palmeirim et al. (2013) used SED fits
to derive the temperature for Σ500 and Σ350, fixing it via the 250µm{160µm (color)
flux ratio for Σ250. I opted for an alternate method, employing the temperature map
from Tabatabaei et al. (2014) (which was kindly provided) for Σ250. The reason is that
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Figure 4.5: Synthetic GMC sources of the convolved images in terms B and A. The left
panel shows the high resolution image smoothed to the intermediate resolution. The right
panel shows the intermediate resolution to the lowest resolution. All panels have again
arbitrary units and a pixel grid of 500 times 500. All values for all convolution kernels do
not reflect any smoothing in the published papers, but shall illustrate the idea behind this
approach.

the flux ratio approach caused irregular column density values in the outskirts of M33
where noise dominates. As both wavelengths (160µm and 250µm) are in the Rayleigh-
Jeans limit and close in value, they approximately cancel out the dust temperature in the
calculation of the flux ratio, making it insensitive to the dust temperature and causing
irregular numbers. Furthermore, computational numerical methods avoid dividing small
values, which can cause numerical instability and yield potential meaningless high values;
in the noise regime of M33’s outskirts, very small numbers led to such instabilities.

The second term of Eq. 4.20 computes Σ350 ´ Σ350 ˚ G500 350, where G500 350 is a
circular Gaussian with a full width at half maximum (FWHM) of

a

p36.32q2 ´ p24.92q2 «

26.42. The SPIRE beam at 500µm is a smoothed version of the beam at 350µm, thus
B500 “ B350 ˚G500 350. This term adds spatial information accessible at 350µm but not at
500µm. Thus, by subtracting Σ350 ˚ G500 350 the information from low-spatial frequency
is removed. Figure 4.5 shows the corresponding smoothed version of the synthetic data
with a convolution kernel of

?
52 ´ 12 in the left panel.

Analogously, the third term in Eq. 4.20 is expressed as Σ250 ´ Σ250 ˚ G350 250, where
G350 250 represents a circular Gaussian Σ500 and adds information on spatial scales ob-
servable at wavelengths ď 250µm. Figure 4.5 shows the corresponding smoothed version
of the synthetic data with convolution kernel of

?
102 ´ 52 in the right panel.

Let us break this down. Figure 4.4 shows synthetic gas distributions similar to observed
GMCs, where the upper left panel represents Σ, and the remaining three images represent
smoothed versions at a coarser resolution with a Gaussian beam of 1, 5, and 10σ. The
latter three refer to Σ250, Σ350, and Σ500, respectively. We cannot achieve the original
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Figure 4.6: Synthetic GMC sources of images from intermediate steps. Left column: The
panels show the summation of lowest and intermediate resolution images as well as the
intermediate and highest resolution. Middle column: The panels show the intermediate
steps B and A of convolution with the corresponding kernel and subtraction, respectively.
Right column: The panels show the result of adding the images of the middle column to
the images at the same corresponding resolutions. All panels have again arbitrary units
and a pixel grid of 500 times 500. All values for all convolution kernels do not reflect any
smoothing in the published papers, but shall illustrate the idea behind this approach.

distribution called “Original image” as explained above. Hence, the goal is to achieve an
image at a resolution of the SPIRE 250µm data, which corresponds to the synthetic data
named θhigh. Based on the above explanations, Eq. 4.20 can be written as

Σhigh “ Σ500 ` pΣ350 ´ Σ350 ˚G500 350q
loooooooooooooomoooooooooooooon

“:B“θmid´θmid´to´low

` pΣ250 ´ Σ250 ˚G350 250q
loooooooooooooomoooooooooooooon

“:A“:θhigh´θhigh´to´mid

, (4.21)

where the resulting “intermediate” images are denoted shortly with B and A. The syn-
thetic images corresponding to Σ350 ˚ G500 350 and Σ250 ˚ G350 250 are shown in Fig. 4.5.
By close comparison, it becomes obvious that each of them represents the next coarse
resolution. These images contain the low-spatial frequency of the corresponding image
with higher resolution and will be subtracted from the corresponding images at the same
resolution.

In order to get a grasp of how this method removes low-spatial frequency information
by subtraction of the corresponding images, let us take a closer look at Fig. 4.6. The
upper row represents the term denoted as B, while the lower row represents the term A
in Eq. 4.21. If we only add Σ500 and Σ350, then this results in obviously overestimated
values (left column of Fig. 4.6). The middle column of Fig. 4.6 shows the resulting images
of B and A. The smoothed image Σ350 ˚ G500 350 in B contains only the lower spatial
frequency information compared to Σ350 alone. Thus, subtracting the smoothed version
from Σ350 results in an image with net high-spatial frequency information. Therefore,
the next step is to add this to the Σ500 image. Hence, we added high-spatial frequency
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Figure 4.7: Synthetic GMC sources of expected to final image and difference maps. The
upper left panel shows once more the high-resolution image we want to achieve. The upper
right panel shows the final image, when the whole procedure has been calculated. The
bottom panels show the absolute and relative difference maps of the images in the upper
panels. All panels have again arbitrary units and a pixel grid of 500 times 500. All values
for all convolution kernels do not reflect any smoothing in the published papers, but shall
illustrate the idea behind this approach.

information to Σ500 and low-spatial frequency information was removed via Σ350˚G500 350.
The term A analogously adds high-spatial frequency information that is only accessible to
the observations with higher resolutions. Or in other words, Σ350 ˚ G500 350 removes low-
spatial frequency information from the sum of Σ500 and Σ350, leaving the sum with higher
spatial frequency information. Σ250 ˚G350 250 does the same in term A. The darker rings
in the middle column of Fig. 4.6 nicely illustrate how beam dilution in lower-resolution
images enlarges the appearance of synthetic GMCs. In these regions the image with higher
resolution has basically less intensity because there is less “gas,” which effectively reflects
that these images contain higher spatial frequency information.

The final image generated using Eq. 4.21 is shown in Fig. 4.7 (upper right) alongside the
ideal representation θhigh (upper left); the two maps look very akin by eye-inspection. The
lower panels display the absolute difference (Final Image ´ θhigh) and relative difference
([Final Image ´ θhighs{θhigh) maps, respectively. The absolute difference map indicates
that the final assembled image exhibits slightly reduced peak values (darker regions at the
individual synthetic GMC peaks). Nonetheless, the drop is less than 0.3% compared to
the peak values. On the other hand, the difference map shows that the final assembled



66 Chapter 4. Astrophysical Concepts and Objectives of Observations

image shows increased values in the noise regime. Considering the relative difference map
reveals that the final constructed map barely differs from the θhigh image’s values in areas
where the images contain synthetic signals (the GMCs). However, outside the synthetic
GMCs, the noisy discrepancies become evident but remain minimal. This underscores the
efficacy of this multi-scale decomposition approach.

4.7.2 Source extraction

Over decades, continuum and line observations have revealed that (giant) molecular clouds
possess complex velocity structures and non-spherical geometries. Simulations further
demonstrate that clouds and the stars within them form out of interacting flows of gas
that build filaments and hub-filaments. Stellar feedback, magnetic fields, and galactic
shear forces further shape clouds, making it oversimplified to define molecular clouds as
self-consistent entities with clear borders. However, it remains necessary to develop meth-
ods that identify and characterize these entities – whether entire clouds in a galaxy or
clumps and cores within a cloud – to analyze and quantify their properties. For example,
changes in cloud properties under varying environmental conditions reveal insights into
their dynamics and influence on cloud formation and evolution. For that, many algorithms
have been developed in the last decades, based on different assumptions and simplifica-
tions. These include GAUSSCLUMPS (Stutzki and Guesten, 1990), ClumpFind (Williams
et al., 1994), CPROPS (Rosolowsky and Leroy, 2006), and Dendrograms (Rosolowsky
et al., 2008), or FilFinder (Koch and Rosolowsky, 2015). Some approaches presume an
inherent cloud morphology, such as GAUSSCLUMPS which assumes Gaussian shapes,
or FilFinder which explicitly identifies filaments. In contrast, other approaches, such as
Dendrograms, do not assume a predefined morphology, allowing it to detect any kind of
shape. A more detailed comparison of different methods is found in Men’shchikov et al.
(2012). During this thesis, I explored GAUSSCLUMPS and Dendrograms.

Stutzki and Guesten (1990) developed GAUSSCLUMPS for analyzing 3D position-
velocity data cubes in molecular line studies of molecular clouds. The algorithm fits a
Gaussian profile to the brightest peak using a least-squares method while ensuring the
position and amplitude remain close to the image maximum. After subtracting the fitted
Gaussian from the image, it generates a residual image and identifies the next brightest
peak for another fit. This iterative process continues until either the total intensity of all
subtracted clumps matches the integrated intensity of the original image, or no significant
peaks remain.

To apply GAUSSCLUMPS to the IRAM 30m COp2 ´ 1q map and the dust-derived H2

map of M33 in order to identify individual molecular clouds, I added a spectral dimension
(a single slice set to 1 km s´1) to the FITS files, since both maps only have spatial infor-
mation and no velocity axis. I performed this adjustment because the GAUSSCLUMPS
code that is implemented in the GILDAS (Grenoble Image and Line Data Analysis Soft-
ware/Continuum and Line Analysis Single-dish Software) software package2 requires 3D
cubes with both spatial and spectral dimensions. I tested GAUSSCLUMPS on both maps,
but the algorithm did not succeed in reliably extracting all clouds. This shortfall likely
stems from two factors. First, adding an additional slice for the spectral dimension (which
I have constantly set to 1 km s´1) may cause some issues in detecting the sources; since I
am not in control of the code, I can only speculate on this possible issue. Second, the dust-
derived H2 map of M33 contains regions where pixels with proper values only resemble an

2https://www.iram.fr/IRAMFR/GILDAS

https://www.iram.fr/IRAMFR/GILDAS
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unordered, granular distribution, causing GAUSSCLUMPS – designed to find Gaussian
shapes – to fail in fitting the data. However, since the detection of GMCs performed
better for the CO map showing a smoother distribution of CO emission, this is a possible
explanation.

Nevertheless, in Keilmann et al. (2024b) I use Dendrograms, which is briefly introduced
in the following.3

Dendrograms

Dendrograms (Rosolowsky et al., 2008) identify hierarchical structures in astronomical
data using a clustering approach. This approach is an unsupervised machine learning
algorithm that finds a specific solution based on three initial conditions:

• Minimum significance: Determines whether a peak intensity of one identified struc-
ture is significantly different compared to the peak intensity of another possible
structure.

• Minimum value: Sets a lower intensity threshold for all identified structures, exclud-
ing data below this value.

• Minimum pixel number: Sets a minimum pixel number as a threshold for structures
in 2D or 3D data sets that each identified structure must fulfill.
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Figure 4.8: Sample spectrum illustrating Dendrogram parameters.

Figure 4.8 schematically represents the algorithm. The method hierarchically identifies
local intensity peaks as clusters. The largest structure encompassing all sub-structures
is termed the trunk, defined by the minimum given value. Structures above the trunk
that contain sub-structures are called branches, whereas structures without further sub-
structures are designated leaves, each exceeding the minimum significance. The local
minimum of a branch distinguishes two leaves (Fig. 4.8).

3FilFinder was excluded since our resolution does not allow to reliably detect the relatively small widths
of filaments. This becomes possible with facilities such as ALMA.
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I examined various thresholds and, as demonstrated in Appendix D, the specific value
only marginally impacts the outcomes, which remain stable for the M33 maps. A minimum
detection limit of 3σ or higher is reasonable, while the minimum number of pixels for
structure identification depends on the beam size θ and the pixel size θRA θDec. A structure
is considered significant if it covers at least 1.2 times the main beam area. I also explored
different values (refer to Appendix D). The minimum pixel number for the area is derived
by

Npix,min “
3π

4

θ2

θRA θDec
, (4.22)

which enables the calculation of the mass for a specific structure, for example, a GMC.

4.7.3 Probability distribution functions of column density (N-PDFs)

The study of star formation rates, efficiencies, and timescales is connected to the complex
gas distribution and energy in galaxies. ISM observations reveal self-similar structures
that span from kiloparsec large galactic scales to much smaller sub-parsec scales within
molecular clouds (e.g., Goldsmith et al., 2008; Schneider et al., 2013; Stutz and Kainu-
lainen, 2015; Pety et al., 2017; Sawada et al., 2018; Sun et al., 2020; Leroy et al., 2021).
Studies on the density structure and gas energetics across these scales lead to canonical
relations such as the Kennicutt-Schmidt (KS) relation (Schmidt, 1959; Kennicutt, 1998b).
Early studies showed that the decomposition of intensity distributions into clumps yields
power-law relations for clump number and size versus mass (Heithausen et al., 1998), con-
sistent with a fractal clump distribution (Stutzki et al., 1998). Turbulent internal cloud
motion predominantly induces the likely largely random internal structure of molecular
clouds (Stutzki et al., 1998). Although observations from both Galactic and extragalac-
tic regions offer insights into these scales, linking small-scale cloud structures with larger
galactic distributions remains challenging. Moreover, earlier diagnostics (e.g., velocity dis-
persion, clump mass functions) struggled to statistically separate turbulent from collapsing
gas or to capture the hierarchical structure of clouds (Spilker et al., 2021).

Column density probability distribution functions (N -PDFs) are commonly used and
simple statistical tools. They are directly deduced from observations, in contrast to the
volume density (ρ)-PDFs, which require knowledge about the line-of-sight extent of the
cloud. N -PDFs describe the overall distribution of column densities and enable a unified
analysis of the turbulent and gravitational processes that drive molecular cloud evolution
and star formation (Klessen et al., 2000; Federrath et al., 2008).

Typically, N -PDFs show a log-normal distribution at low column densities – indica-
tive of supersonic turbulence (Klessen et al., 2000; Federrath et al., 2008; Federrath and
Klessen, 2013) – and develop a power-law tail at higher densities, commonly attributed
to self-gravity (Girichidis et al., 2014; Chen et al., 2018; Schneider et al., 2022). N -PDFs
are the most important statistical measures for star formation theories (Hennebelle and
Falgarone, 2012; Padoan et al., 2014; Burkhart and Mocz, 2019) and facilitate direct com-
parisons between simulations and observations (Brunt, 2015; Spilker et al., 2021).

However, exact shapes of N -PDFs (whether log-normal, power-law, or both) remain
a subject of debate. Galactic studies predominantly use N -PDFs, and questions persist
as to whether they follow a log-normal, power-law, or combined distribution (Kainulainen
et al., 2009; Csengeri et al., 2016; Schneider et al., 2015b, 2022).

Environmental factors significantly shape the form of N -PDFs, affecting both the
log-normal and power-law components. Turbulence, gravity, magnetic fields, and external
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pressures each contribute to the evolution of a cloud’s density structure. Turbulence drives
primarily the log-normal component of N -PDFs. In isothermal environments dominated
by turbulence, the log-normal shape of an N -PDF reflects random, chaotic density fluc-
tuations (e.g., Passot and Vázquez-Semadeni, 1998; Klessen et al., 2000; Federrath et al.,
2008; Burkhart and Lazarian, 2012). The width of this log-normal distribution correlates
with the Mach number M, with higher turbulence producing broader distributions (Chen
et al., 2018). As M quantifies compressibility in a velocity field, high values indicate
strong compressibility, leading to significant local density increases.

In a log-normal ρ-PDF, the sonic Mach number M quantifies turbulence by relating
to the standard deviation σρ through

σ2ρ “ ln p1 ` b2M2q . (4.23)

The forcing parameter b relates to the relative amount of stirring versus compression in
the turbulence and varies with the kinetic energy injection – b « 1{3 for solenoidal and
b “ 1 for compressive forcing (Federrath et al., 2008). When considering magnetic fields,
the density variance also depends on the thermal pressure pth to magnetic pressure pmag

ratio, which is given by

β “
pth
pmag

“ 2
c2s
v2A

, (4.24)

where cs is the sound speed and vA is the Alfénic velocity. The Alfénic velocity represents
the speed at which magnetic disturbances, known as Alfvén waves, propagate through a
magnetized plasma and is given by vA “ B{

?
µ0ρ, where B is the magnetic flux density

strength, µ0 the permeability of free space, and ρ the density of the plasma. If B is
proportional to ρ1{2 (Molina et al., 2012), then the density variance is

σ2ρ,mag “ ln

ˆ

1 ` b2M2 β

β ` 1

˙

. (4.25)

In column density N -PDFs, Burkhart and Lazarian (2012) established a relation described
by

σ2N “ 0.11 ln p1 ` b2M2q . (4.26)

Assuming a similar scaling for magnetized cases, the variance can then be expressed as

σ2N,mag “ 0.11 ln

ˆ

1 ` b2M2 β

β ` 1

˙

. (4.27)

The sonic Mach number MH I for H I, for example, can lastly be described by

MH I “

?
3

cs

d

∆v2HI

8 ln 2
´
kB T

mH
, (4.28)

where the isothermal sound speed cs is given by

cs “

d

kBT

µmH
, (4.29)

using the hydrogen mass mH, Boltzmann constant kB, and the mean molecular weight µ.
Gravity, magnetic fields, and external pressures actively shape the power-law tail of

N -PDFs. Gravity induces the power-law tail, indicating gravitational collapse and the for-
mation of dense cores and stars; its slope reveals the strength of gravitational forces within
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a cloud (Vázquez-Semadeni and Garćıa, 2001; Stutz and Kainulainen, 2015; Spilker et al.,
2021; Schneider et al., 2013, 2015b). Magnetic fields provide additional support against
gravitational collapse, and strong fields can suppress the formation of a power-law tail,
preserving a log-normal shape even in dense regions – potentially delaying or preventing
star formation (Burkhart et al., 2015). External pressures from nearby supernovae or
expanding H II regions compress molecular clouds, enhancing the power-law tail by pro-
moting collapse while potentially broadening the log-normal component through increased
turbulence (Tremblin et al., 2014; Spilker et al., 2021).

N -PDF shapes and characteristics vary across molecular cloud types, reflecting diverse
physical conditions and evolutionary stages (Schneider et al. 2022 presents N -PDFs for
the various cloud types):

• Quiescent Clouds: In non-star-forming clouds, N -PDFs typically exhibit a log-
normal distribution, indicative of turbulence-dominated environments where super-
sonic turbulence drives density fluctuations. This form suggests an early evolutionary
stage with minimal gravitational influence and may not be actively forming stars,
though such clouds may evolve into star-forming regions if external compression or
gravitational instability increases (Chen et al., 2018).

• Star-Forming Clouds: In active star-forming regions, N -PDFs often develop a power-
law tail at higher column densities, which indicates gravitational collapse and the
formation of dense cores that precede star formation. This tail reflects the significant
role of self-gravity in shaping cloud structure and indicates where gravity overcomes
turbulence. The steepness and extent of the power-law tail can provide information
about the intensity and scale of future star formation activity (Vázquez-Semadeni
and Garćıa, 2001).

• High-Mass Star-Forming Regions: In regions that form high-mass stars, a second
power-law tail is sometimes observed (Schneider et al., 2015a). This second tail can
be flatter or steeper and reflects the intense gravitational forces and higher densities
needed for massive star formation. Stellar feedback and magnetic fields, however,
can also produce this second power-law tail.

Analyzing the N -PDFs of various clouds helps infer their evolutionary states and
the likelihood of near-future star formation. This predictive capability makes N -PDFs a
valuable tool to understand the life cycle of molecular clouds and the conditions that lead
to star formation (Syed et al., 2020; Spilker et al., 2021; Schneider et al., 2022).

However, extragalactic studies often reveal log-normal distributions (Hughes et al.,
2013; Druard et al., 2014), in contrast to the mixed results found in the Milky Way. Rec-
onciling these differences requires comparative studies between Galactic and extragalactic
observations. In addition, in extragalactic studies, a power-law tail may not be identified
due to resolution limits. Line-of-sight effects further add challenges in the interpretation
of the N -PDF shapes. In Keilmann et al. (2024b), I analyze and describe N -PDFs in
M33. Future studies using even higher resolution data from facilities such as ALMA will
help to better understand N -PDF in external galaxies.

4.7.4 Determining missing [C II] flux

In the compact H II region in RCW79, the [C II] spectra around the ionizing O7.5–O9.5V/III
star display double-peak features. Assuming that self-absorption causes the emission dip,
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the method I have developed and described below determines the missing flux by fitting
radiative transfer equations to the observed spectra of any source. The process is imple-
mented in Python and reflects how significantly the peaks stand out from its surroundings.

First, I implemented the [C II] fine- and [13C II] hyper-fine-structure line profiles using
the parameters listed in Table 2.1. To account for varying abundances of [C II] and [13C II],
I had to incorporate the abundance ratio α (see Eq. 2.57). Because Eq. 2.56 shows that
Tex and τ are interdependent, one of these two parameters must be fixed during fitting;
here, Tex is fixed, while τ remains a free fit parameter.
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Figure 4.9: Sample spectrum illustrating peak detection.

Second, assuming in general that the dip in between the double peaks arises from
missing flux (neglecting what the cause of this missing flux is at this step), we need to
exclude the velocity range between the two peaks during the fit. As the positions in velocity
vary from spectra to spectra (i.e., position to position), it is essential to automatically and
reliably detect these double peaks to ensure the method’s practicality. Therefore, several
requirements are applied to the spectra to be reliably identified as a double peak spectrum.

Lower and upper velocity limits constrain the range where the two peaks are generally
expected. Within this defined range, the rms noise of the individual spectrum is deter-
mined. If a spectrum’s peak intensity does not exceed a predetermined threshold, the
entire spectrum will be excluded from the fitting process. Otherwise, the next steps assess
whether a peak is sufficiently significant by measuring how prominently the signal rises
from its baseline. To do this, my code calculates the vertical distance between the peak
and the lowest contour line that encloses it without any higher peaks. In other words,
it determines the minimum vertical drop required to reach a higher peak or the signal
boundary to be classified as a peak (see Fig. 4.9).

Calculating the peak significance: the step-by-step procedure

• identify the peak

• locate the local maximum (peak) in the signal
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• find left and right bases

• left base: Move left from the peak until the signal rises to a higher point or reaches
the left end of the spectrum

• record the minimum value encountered

• right base: Move right from the peak until the signal rises to a higher point or
reaches the right end of the spectrum

• record the minimum value encountered

• determine the reference level: The higher of the left and right base values is the
reference level

• calculate significance: significance “ peak height ´ reference level

If this significance criterion is met for a second peak, the emission dip between the
two peaks remains sufficiently shallow to classify the spectrum as double-peaked at the
designated significance level (in Kelvin). Figure 4.9 shows an example spectrum with
the lowest contour line that encircles a detected peak, where the dashed horizontal lines
represent the individual contours.

The method applies further criteria to parameterize the identified peaks. The range
to be excluded from the fitting is additionally expanded by a certain value, which is
allowed by the code to be adjusted. This ensures that only the likely unaffected wings
are considered during the fit, as the detected peaks may already show lower intensity
due to self-absorption or other effects. Hence, this approach more reliably fits the actual
line without the influence of (self-)absorption. All of these parameters remain adjustable,
providing maximum flexibility across different sources.

Once the above requirements are met, the code subtracts either a single-component
baseline (for cases such as continuum emission) or a two-component baseline to account
for high-velocity gas from a superordinate shell, as observed in RCW79.

However, since [13C II] is not detected at every position in RCW79, the code is further
designed to adapt by precisely restricting the fitting range to the outer wings of the
blue- and red-shifted peaks. This restriction enables the user to qualitatively assess the
reliability of the fit when the modeled [13C II] lines remain consistent with the noise level;
that is, their intensities do not exceed the noise level of the measured data and hence give
more control to the user in cases where [13C II] is not detected.

Once the channels (or velocity indices) of the spectrum have been selected for fitting,
the code automatically determines the initial guesses for the fit. For the amplitude, it uses
the maximum value of the observed spectrum as the default guess (which can be scaled
upward if desired). The code calculates the initial peak position as pvblue-shifted peak,0 `

vred-shifted peak,0q{2 and the initial line width as pvred-shifted peak,0 ´ vblue-shifted peak,0q{4.



Chapter 5

Results

This chapter provides an overview of the publications that I worked on during my doctoral
studies and of which I am first author and co-author, and outlines my specific contribu-
tions. After summarizing each paper, I integrate it into this thesis.

I start with a paper on the Galactic cloud Draco, where I am the third co-author. I
subsequently present my two papers on M33, for which I am the first author, and end with
a paper on the Galactic source S144 in RCW79, where I am also the first author and which
is a Letter to the Editor. The first three papers and the letter article are all peer-reviewed
and published in Astronomy & Astrophysics (A&A), one of the highest impact journals
worldwide for astronomical publications.

5.1 First detection of the [C II] line in the intermediate-
velocity cloud Draco

In Schneider et al. (2024), we report the first detection of the [C II] 158µm line in the high-
latitude, intermediate-velocity cloud (IVC) Draco. IVCs, which form part of the Milky
Way’s halo, can originate from Galactic processes (gas from the Galactic plane is expelled
but falls back due to the disk’s high gravitational potential) or extragalactic gas infall.
These clouds are cold and diffuse, lacking exposure to a significant UV field. In this study,
we used the upGREAT spectroscopic receiver on SOFIA to observe the Draco and Spider
IVCs. Data were obtained during both guaranteed and open times with N. Schneider as
PI. Alongside, we used archival data from quiescent clouds, specifically Musca and Polaris,
which are no IVCs and also exhibit minor to no star-formation activity. We also employed
complementary CO data obtained from the IRAM 30m telescope through PI proposals
and archival resources.

We detected the [C II] line at intermediate velocities in Draco at four out of five posi-
tions, but not at local or high velocities. The two observed positions in the Spider IVC
show no [C II] emission in any of the velocity ranges. The findings suggest that shocks
heat the gas, triggering [C II] emission and early molecular cloud formation, and that these
shocks are likely induced by the fast motion of the Draco cloud toward the Galactic plane
and subsequent cloud collisions. The absence of [C II] emission in Spider and other low-
density clouds supports the idea that dynamic processes are necessary for excitation in
UV-faint regions (Schneider et al., 2024).

The objective of this study is to explore molecular cloud formation by focusing on
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the transition from atomic H I to H2 gas in the ISM – a process that remains difficult to
observe due to the selective formation of CO molecules, which makes H2 gas “CO-dark.”
The formation of H2 and CO depends on the local interstellar radiation field and self-
shielding efficiencies. Photoelectric heating, dust cooling, and collisionally excited FIR
emission regulate the gas’s thermal state, resulting in a multiphase ISM. In contrast to
the bright [C II] lines in massive star-forming regions, which are straightforward to observe
and map over large areas, detecting the [C II] line in the low-density and cool environment
of Draco proved challenging. Only single pointings were possible to perform, and long
integration times were necessary to succeed in this first detection.

Remarkably, we detected [C II] emission in Draco but not in the other clouds (Spider,
Polaris, Musca), suggesting that dynamics and cloud interactions influence [C II] exci-
tation. This seems likely because the Draco cloud is “falling” with significant velocity
toward the Galactic plane. Our determination of the FUV field revealed discrepancies
among different methods, and we propose that shock heating may serve as a mechanism
for dust heating. The PDR modeling that I have performed and cross-checked indicates
that the observed [C II] and CO lines can be explained by a low FUV field, while shock
modeling supports the measured [C II] intensities. We acknowledge that the PDR model’s
requirement for a very low UV field is not fully supported by independent FUV field de-
terminations. Overall, these results underscore the importance of dynamics in driving the
evolution of interstellar clouds.

The study combined archival data with new observations to analyze the physical char-
acteristics of the clouds. We determined the FUV field using several methods, including
translating 160µm flux from Herschel into FUV emission, and employing a continuous
model of the OB star distribution. The PDR modeling that I performed was used to fit
line intensities and ratios, which established the most likely values for the density and the
FUV field.

Since part of the Draco cloud is molecular and our intention was also to study the H I-
to-H2 transition, a crucial part of the study was to investigate the excitation conditions of
the denser H2 gas. For that, I performed RADEX non-LTE line analysis calculations using
different CO rotational transitions and isotopologues to determine the physical properties
of this gas phase. I wrote most of the text and contributed figures to the “Non-LTE line
analysis with RADEX” section (Sect. 5.3) in the paper. Furthermore, my contributions
extend to discussions that carefully interpreted the results of the PDR, RADEX, and
shock modeling, leading to the interpretation that shocks likely trigger [C II] emission and
drive early cloud formation in Draco through collisions of H I clouds. Lastly, I contributed
to discussions on the surprisingly strong 160µm emission attributed to FUV radiation.
From 160µm emission it is typically inferred that the presence of small, warm dust grains
are heated by an external source, yet no OB star is identified near the Draco cloud.
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ABSTRACT

High-latitude intermediate-velocity clouds (IVCs) are part of the Milky Way’s H I halo and originate from either a galactic fountain
process or extragalactic gas infall. They are partly molecular and can most of the time be identified in CO. Some of these regions
also exhibit high-velocity cloud gas, which is mostly atomic, and gas at local velocities (LVCs), which is partly atomic and partly
molecular. We conducted a study on the IVCs Draco and Spider, both were exposed to a very weak UV field, using the spectroscopic
receiver upGREAT on the Stratospheric Observatory for Infrared Astronomy (SOFIA). The 158 µm fine-structure line of ionized
carbon ([C II]) was observed, and the results are as follows: In Draco, the [C II] line was detected at intermediate velocities (but not
at local or high velocities) in four out of five positions. No [C II] emission was found at any velocity in the two observed positions
in Spider. To understand the excitation conditions of the gas in Draco, we analyzed complementary CO and H I data as well as dust
column density and temperature maps from Herschel. The observed [C II] intensities suggest the presence of shocks in Draco that heat
the gas and subsequently emit in the [C II] cooling line. These shocks are likely caused by the fast cloud’s motion toward the Galactic
plane that is accompanied by collisions between H I clouds. The nondetection of [C II] in the Spider IVC and LVC as well as in other
low-density clouds at local velocities that we present in this paper (Polaris and Musca) supports the idea that highly dynamic processes
are necessary for [C II] excitation in UV-faint low-density regions.

Key words. ISM: clouds – evolution – ISM: general – ISM: molecules – photon-dominated region (PDR) – ISM: structure

1. Introduction

The formation of molecular clouds is commonly defined as
the transition of atomic to molecular hydrogen in the interstel-
lar medium (ISM). In steady-state and chemical equilibrium
models (Tielens & Hollenbach 1985; van Dishoeck & Black
1988; Sternberg & Dalgarno 1989; Krumholz et al. 2008), the
formation of H2 depends mostly on the local radiation field (dis-
sociation of H2 by photons in the Lyman-Werner bands versus
H2 formation on dust grains) and H2 shielding efficiencies. In a
more dynamic scenario, H2 formation is also governed by tur-
bulent mixing motions in the ISM (Glover & Mac Low 2007;
Bialy et al. 2017) that cause large- and small-scale density fluctu-
ations. In these dynamical models of molecular cloud formation,
H2 formation happens in shock-compressed layers in converging
H I flows in the warm neutral medium (Walder & Folini 1998;
Klessen et al. 2000; Heitsch et al. 2006; Vázquez-Semadeni et al.
2006; Dobbs 2008; Clark et al. 2012). This dynamic, turbulent
scenario reduces the H2 formation times from a few 10 Myr
to a few Megayears (Glover & Mac Low 2007; Valdivia et al.
2016). The flows are driven by the complex interplay between
gravity and stellar feedback effects. Additionally, they are influ-
enced by the thermodynamic response of the multiphase ISM.

However, the observation of these large-scale flows presents a
challenge due to the selective nature of CO molecule formation.
Notably, CO only becomes apparent at the shocked stagnation
points within the broader turbulent flow, making the H I and H2
gas “CO-dark”. In a recent study by Schneider et al. (2023), it
was demonstrated that the 158 µm line of ionized carbon (see
below) can effectively characterize this component and unveil
high-velocity H I flows within the Cygnus X region.

The formation of H2 and CO critically depends on the local
interstellar radiation field1 and self-shielding efficiencies. In
plane-parallel photodissociation region (PDR) models for low-
column density2, the transition typically takes place at values
of Aeff,V ≈ 0.3 for H2 (Röllig et al. 2007; Glover et al. 2010;
Sternberg et al. 2014; Bisbas et al. 2019; Schneider et al. 2022).
We note that the model Aeff,V is the local visual extinction at each
point in the cloud and not directly comparable to the AV that is
an average along the line of sight (Seifried et al. 2022). This is
1 We express the far ultraviolet (FUV) field in units of Habing Go
(Habing 1968) or Draine χ (Draine 1978), with χ = 1.71 Go.
2 We used the conversion N(H) = 1.87 AV 1021 cm−2 mag−1 and
N(H2) = 0.94 AV 1021 cm−2 mag−1 (Bohlin et al. 1978) with the total
hydrogen column density N(H) and the molecular hydrogen column
density N(H2) and the visual extinction AV.
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why it is difficult to observationally trace the H I-to-H2 transi-
tion, though it has been the subject of a number of observational
studies using various tracers (Imara & Burkhart 2016).

The thermal state of the gas is mostly regulated by photoelec-
tric heating and cooling through dust and collisionally excited
emission from far-infrared (FIR) molecular and atomic fine-
structure lines. Nevertheless, cooling rates exhibit only a weak
dependence on temperature for T < 104 K. Consequently, the
cooling process driven by atomic fine-structure lines (primar-
ily the [C II] 158 µm line) induces a thermal instability, giving
rise to a multiphase ISM (Field et al. 1969; Wolfire et al. 1995).
This multiphase ISM includes a volume-filling warm neutral
gas (referred to as the H I WNM) characterized by temperatures
around T ∼ 8000 K and densities of n ∼ 1 cm−3 in pressure
equilibrium with the cold neutral medium (CNM) exhibiting
temperatures of approximately T ∼ 30–100 K and densities of
n ∼ 50–100 cm−3 within the atomic phase. The ISM also encom-
passes H2 gas with temperatures typically below 30 K and den-
sities n exceeding a few hundred cm−3. Observing gas in these
thermally unstable conditions poses a considerable challenge.

One tracer for the gas conditions in very different physical
environments is the [C II] 158 µm line. It serves as a cool-
ing line for gas over a large range of temperatures, typically
T ∼ 100 K, and densities, typically above a few 103 cm−3, in
PDRs (Hollenbach et al. 1991; Ossenkopf et al. 2013) and at
much lower temperatures (around 20 K) in CO-dark but H2-
rich regions (Wolfire et al. 2010; Schneider et al. 2023) and
can also arise from the warm ionized medium and from dif-
fuse atomic gas at lower densities (Pineda et al. 2013; Beuther
et al. 2014; Kabanovic et al. 2022). The transition from ion-
ized carbon (C+) to CO occurs deeper in the cloud, typically at
Aeff,V ∼ 1 (Lee et al. 1996; Visser et al. 2009; Glover et al. 2010;
Seifried et al. 2020). Here, the photodissociation of CO by FUV
photons dominates over the production reaction (Wolfire et al.
2010; Clark et al. 2012; Glover et al. 2015). The [C II] 158 µm
line is easy to excite thermally by collisions with electrons and
atomic and molecular hydrogen. The critical density, defined
by the collisional de-excitation rate being equal to the effective
spontaneous decay rate, depends on the temperature. It is 9 cm−3,
3 × 103 cm−3, and 6.1 × 103 cm−3 for collisions with e−, H, and
H2, respectively, for gas temperatures ≲100 K (Goldsmith et al.
2012). In diffuse gas, the excitation temperature of [C II], which
can go down to less than 20 K (Kabanovic et al. 2022), is notably
lower than the kinetic temperature because the densities are too
low to produce a collisional excitation rate comparable to the
spontaneous decay rate (Goldsmith et al. 2012). In addition, the
[C II] line can also serve as a cooling line in low to moderate
velocity C-type shocks with a low incident UV field (Lesaffre
et al. 2013). The authors developed models of low-UV irradi-
ated low and moderate (up to 40 km s−1) C- and J-type shocks
and compared the results with observations. They concluded that
[C II] is a good tracer for the dissipation of kinetic and magnetic
energy in weakly shielded gas where it is the dominant carbon
species.

While there is an increasing number of studies focusing on
[C II] emission in bright PDRs, [C II] studies of diffuse, translu-
cent, and low-column density clouds3, are relatively scarce. In
a work conducted by Goldsmith et al. (2018), a limited number
of diffuse interstellar clouds were observed using H I absorption

3 Clouds with AV < 1, AV = 1–5, and AV > 5 are typically called dif-
fuse, translucent, and low-column density or dark clouds (Barriault et al.
2010a) respectively.

features measured against a background quasar. This approach
allowed for the sampling of the entire line of sight through
the Galaxy. The researchers concluded that photoelectric heat-
ing stands out as the predominant heating mechanism for these
clouds, with the [C II] line being the principal cooling line.

In this study, we present novel observational findings per-
taining to [C II] and CO emissions within the Draco and Spider
high-latitude diffuse clouds. We utilized archival [C II] and CO
data concerning the quiescent Polaris cloud and the low-density
Musca molecular cloud. All of these clouds are subject to
a low-incident UV field, which is, depending on the method
used to infer the UV radiation field, between ∼1.5 to ∼10 Go.
The [C II] emission line has been exclusively detected in the
intermediate-velocity cloud Draco, with no detection observed
at local velocities in the Spider, Polaris, and Musca clouds. A
comprehensive comparison of the physical characteristics across
these distinct clouds was conducted using models of PDR emis-
sion, shocks, and non-LTE (Local Thermodynamic Equilibrium)
conditions, leading to an argument in favor of shock excitation
as the most plausible rationale for the presence of [C II] within
the Draco cloud. This deduction is based on the cloud’s high-
velocity descent toward the Galactic plane and its interaction
between H I clouds. Consequently, this highlights the signifi-
cance of dynamics in influencing the chemical evolution within
interstellar clouds.

We start with a description of the sources (Sect. 2) and the
observations (Sect. 3). The observations are presented in Sect. 4
and analyzed in Sect. 5. Section 6 provides a discussion of the
results, and Sect. 7 presents a summary of the paper.

2. The observational cloud sample

Draco and Spider are both part of the interstellar cirrus, asso-
ciated with diffuse H I clouds (Heiles & Habing 1974). Draco
constitutes a relatively isolated feature, containing gas con-
centrated within local, intermediate, and high-velocity clouds,
referred to as LVC, IVC, and HVC, respectively. The distances
to the IVC and LVC were established to be within the range
of 463–618 pc by Gladders et al. (1998) through the utilization
of sodium doublet absorption. In a recent study, Zucker et al.
(2020) employed Gaia DR2 parallax measurements to deduce
a distance of 481±50 pc, a value we will adopt in this paper.
Spider and Polaris are situated within the North Celestial H I

Loop (Meyerdierks et al. 1991). Using Gaia data, Zucker et al.
(2020) determined distances ranging from 341 to 472 pc (with
uncertainties between 10 and 40 pc) for three locations close to
the Polaris cloud. It is important to note that these locations are
distant from the area of the [C II] observation, which primarily
focuses on the brightest region evident in dust and CO emissions.
An additional Gaia-based study by Yan et al. (2019) reports a
distance of 489 pc. These distances surpass earlier estimates.
Heithausen & Thaddeus (1990) discussed various potential dis-
tances to Polaris and proposed an upper limit of 240 pc, while
Falgarone et al. (2009) employed a distance of 150 pc. In order
to maintain consistency with our prior work on dust column den-
sity probability distribution functions (Schneider et al. 2022), the
results of which will be employed herein, we opt for adopting
a distance of 489 pc. For Spider, Zucker et al. (2020) deter-
mined a value of 369±18 pc (we will use here) for the distance
which places this region further away than earlier estimated of
around 100 pc (de Vries et al. 1987). Musca is located in the
southern Chamaleon-Musca cloud complex. Distances between
140 and 225 pc are reported (Franco 1991; Knude & Hog 1998;
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Fig. 1. FIR and H I maps of Draco. Left: combined Herschel and Planck 250 µm map of the Draco cloud and its environment. The offsets in
degrees correspond to the center position of RA(2000) = 16h47m57s, Dec(2000) = 61◦45′16′′ (l = 91.829, b = 38.156). The angular resolution of the
Herschel map (in the image center) is 36′′ and the one of the Planck map is ∼5′. The white dashed square indicates the area for which we show the
dust column density map. Right: velocity integrated H I map from the Effelsberg H I survey (EBHIS) at 10′ resolution. The velocity range covers
the IVC and LVC. Maps of the other velocity ranges are shown in Appendix A.

Fig. 2. Same as Fig. 1 but for Spider. The offsets correspond to the center position of RA(2000) = 10h37m58s, Dec(2000) = 72◦59′42′′ (l = 135.200,
b = 40.800).

Bonne et al. 2020b). We here adopt a value of 150 pc to be con-
sistent with Schneider et al. (2022). It is not straightforward to
give an error range of this value, see Appendix A in Bonne et al.
(2020b). The reddening of stars due to cloud material starts at
90 pc and reaches its peak at ≈180 pc. It is, however, difficult to
assess at which distance the gas of the Musca filament is located.

Figure 1 provides an overview of the Herschel 250 µm map
of Draco, outlined by a white dashed square, situated within a
larger scale Planck map at the same wavelength (left panel).
Additionally, the right panel depicts H I emission across the inter-
mediate and low velocity range spanning from −60 to 30 km s−1.
Notably, the velocity structure within the H I data becomes even
more intricate when dissecting the velocity ranges. Refer to
Fig. A.1 for a depiction of faint gas emission at local velocities
ranging between −10 and 30 km s−1, a prominent compo-
nent representing intermediate velocities spanning from −30 to

−10 km s−1, and focused emission at high velocities ranging from
−200 to −100 km s−1. Figure 2 shows the combined Herschel and
Planck 250 µm map for the Spider region where distinct LVC
(−10 to 30 km s−1) and IVC (−80 to −10 km s−1) components are
observable, although no HVC is apparent. It is important to high-
light that Draco stands out as the only region dominated by H I

emission of the IVC, whereas Spider solely exhibits a weak IVC
component. Furthermore, Polaris and Musca exclusively feature
gas at local velocities, derived from CO observations, which cor-
respond to H I emission velocities of −3.7 km s−1 and 3 km s−1,
respectively.

Draco (IVC G091.0+38.0, MBM41) is located at b = 38.4◦ at
a height of around 298 pc above the Galactic plane, considering
a distance of 481 pc. There are no OB stars in the immediate
environment, but there is noteworthy 160 µm flux in the Herschel
map. Emission at 70 µm is at the noise level. Assuming that
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the dust is only heated by external FUV radiation of stars, the
160 µm flux can be translated into a FUV field (see Sect. 5.1)
and we derive a field of 3.6 Go averaged over the 4 positions (the
average FUV field is 1.6 G◦ from a census of the stars).

It has been recognized for quite some time (Mebold et al.
1985) that the IVC descends toward the Galactic plane with a
significant velocity and experiences deceleration due to its inter-
action with the surrounding warm neutral medium. Notably,
observations have revealed high FIR emissivities and elevated
CO abundances (Herbstmeier et al. 1993), which were inter-
preted as arising from a direct interaction with the HVC. This
high-velocity gas could originate from the infall of extragalac-
tic material. However, recent H I surveys (Westmeier 2018) have
identified a velocity gap between the IVC and the HVC in
Draco (Fig. B.1), rendering a collision scenario less plausible.
Furthermore, the Draco region prominently exhibits emissions
at intermediate velocities. A proposed explanation for Draco’s
origin involves a Galactic fountain process, where material
from the Galactic disk is lifted above the plane and subse-
quently returns at high velocities to the disk (as elaborated
in Lenz et al. 2015 and references therein). For a more com-
prehensive discourse on the underlying physics and potential
sources of IVCs, readers are encouraged to explore Putman et al.
(2012), Röhser et al. (2014, 2016a,b), Kerp et al. (2016), and the
accompanying references.

By investigating probability distribution functions of H I

(NHI-PDF) and of Herschel derived total hydrogen column den-
sity (N-PDFs), Schneider et al. (2022) showed that the N-PDF of
Draco has the form of a double-log-normal. The authors propose
that one log-normal arises from atomic gas and the other one
from molecular gas. The H I-to-H2 transition is defined where the
two log-normal dust N-PDFs have equal contributions and takes
place at AV = 0.33 (N(H) = 6.2 × 1020 cm−2). Importantly, the
absence of a power-law tail in the distribution implies that self-
gravity does not currently play a significant role in the region.
Nevertheless, certain regions within Draco have exhibited detec-
tions of [C I], CO, and other molecules with critical densities
exceeding 103 cm−3 (Mebold et al. 1985; Herbstmeier et al. 1993)
and are thus mostly molecular. Furthermore, Miville-Deschênes
et al. (2017), utilizing Herschel dust observations, inferred that
the molecular gas primarily comprises small (∼0.1 pc), dense
(n ∼1000 cm−3), and cold (T ∼ 10–20 K) clumps. Despite the
presence of such molecular structures, no indications of active
star formation have been observed within the cloud, as evidenced
by the lack of detected pre- or proto-stellar cores.

In contrast to Draco, the Spider region has received signifi-
cantly less attention. Barriault et al. (2010a,b) presented maps of
H I, OH, and CO emission and concluded that around 20% of the
gas exists in the molecular phase. CO, serving as a tracer of CO-
bright H2, is found where two H I velocity components merge
into one component or where there is a velocity shear. Barriault
et al. (2010b) derived an upper limit for the volume density of
2 × 103 cm−3. The Herschel dust and Effelsberg H I emission
distributions, shown in in Fig. 2, support qualitatively this idea
because the densest parts of the Spider cloud are located in the
center of various flows. As already pointed out, in contrast to
Draco, H I emission in Spider is dominated by the LVC and not
the IVC (see Fig. A.2) and has no HVC component. Similarly to
Draco, we derive the FUV field from the 160 µm flux, assuming
radiative excitation, yielding a maximum value of 2.9 Go.

The Polaris flare exhibits abundant extended, diffuse emis-
sion previously observed through IRAS at 100 µm (Low et al.
1984), and now unveiled in large detail using Herschel (Miville-
Deschênes et al. 2010). The most densely concentrated region,

MCLD 123.5+24.9, referred to as the ‘saxophone’, has been
scrutinized across various CO lines (Heithausen & Thaddeus
1990; Falgarone et al. 1998), as well as in [C I] (Bensch et al.
2003), housing a handful of prestellar cores. The peak column
density at the core positions ranges from 6 to 13 × 1021 cm−2

(Ward-Thompson et al. 2010). The density at this position,
which coincides with our [C II] position, is derived to be
between 2 and 5× 104 cm−3 from CO, HCN, and Herschel FIR
data (Grossmann & Heithausen 1992; Heithausen et al. 1995;
Ward-Thompson et al. 2010). The incident FUV field at the
cloud’s location was estimated to be approximately one Go
(Bensch et al. 2003). By leveraging the methodology that
converts the 160 µm flux to a FUV field, we ascertain a field
strength of around ∼1.5 Go at the precise coordinates of the
[C II] observation site. In an earlier investigation, Heithausen
& Thaddeus (1990) approximated that roughly 40% of the
hydrogen in the Polaris flare is molecular. Consequently, it
follows that this cloud is more advanced in its evolutionary
stage compared to Draco and Spider, supported by its N-PDF
(Schneider et al. 2013, 2022).

Musca is located in the south, embedded in the extended
Chameleon complex. It presents itself as a prominent filamentary
structure extending over 6 pc, as illustrated in previous works
(Kainulainen et al. 2009, 2016; Cox et al. 2016), yet exhibits min-
imal star-formation activity. Notably, a sole protostar has been
identified in the northernmost part of the filament, while the
cloud remains relatively unaffected by protostellar feedback. The
external FUV field is approximated to be 3.4 G◦ as an upper limit
(without considering extinction), as deduced from an analysis of
neighboring stars (Bonne et al. 2020b,a). Alternative estimates
place the FUV field at 5.8 G◦ based on the 160 µm flux and
roughly 10 G◦ according to the Musca map featured in Xia et al.
(2022). Within the dense crest region, peak column densities sur-
pass those observed in Polaris, reaching N ∼ 1022 cm−2 (Cox
et al. 2016) at the position of the protostar. In all other locations,
the column densities are smaller than 8 × 1021 cm−2 and the
(column)-densities are also notably lower at the exact location
of the [C II] observation. The volume density at this position is at
least 7 × 103 cm−3, based on CO and [C I] observations presented
in Bonne et al. (2020a). They performed a non-LTE analysis of
the observed tracers and obtained this density for the warm gas
layer slightly outside of the denser (up to 104 cm−3) Musca ridge.

3. Observations

3.1. SOFIA

Draco was observed during Cycle-5, both within guaranteed time
and open time allocations, under the program number 05_0208,
with N. Schneider as the principal investigator (PI). A total of
five positions were targeted for observation, with their coordi-
nates provided in Table 1, and their locations given in Fig. 3.
These observations took place over the course of three flights
utilizing the Stratospheric Observatory for Infrared Astron-
omy (SOFIA), operating from Palmdale, California. Among the
selected positions, two were situated at peaks in dust column
density in the southern region, designated as Nose 1 and Nose 2.
These locations had previously exhibited detections of CO (refer
to Fig. 4 for our CO spectra) and other molecular lines. Addi-
tionally, two positions were chosen within the eastern region,
labeled as Front 1 and Front 2. It is noteworthy that all these
positions display prominent H I emission within the IVC and
LVC velocity ranges. In contrast, the position denoted as IVC is
positioned farther away from the regions of high column density.
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Table 1. Observational parameters for the [C II] data.

Cloud αJ2000 δJ2000 rms S/N
[K]

Draco

Draco Front 1 16h58m18s 61◦30′10′′ 0.0445 3.4
Draco Front 2 16h50m54s 60◦54′37′′ 0.0270 3.2
Draco Nose 1 16h49m06s 59◦55′58′′ 0.0251 4.4
Draco Nose 2 16h46m29s 60◦19′31′′ 0.0344 4.7
Draco IVC 16h32m13s 61◦39′10′′ 0.0487 –

Spider

Spider 1 10h40m59s 73◦22′21′′ 0.0445 –
Spider 2 10h33m58s 73◦56′12′′ 0.0647 –

Polaris 01h59m32s 87◦39′41′′ 0.0317 –

Musca 12h24m41.6s −71◦46′41′′ 0.0278 –

Notes. The coordinates specify the positions of each setting of the
seven-pixel [C II] array. For the rms determination, the seven positions
from the single array were averaged and resampled to a velocity reso-
lution of 0.6 km s−1. The signal-to-noise ratio (S/N; peak main beam
brightness temperature over rms in one channel) is given in the last
column if the [C II] line was detected.

This position is exclusively discernible within the IVC and HVC
velocity range.

The Front 1 position was observed on November 8, 2016,
using the GREAT instrument (Heyminck et al. 2012). The
7-pixel GREAT/LFA array was tuned to the [C II] 158 µm
line, and the single-pixel L1 channel was tuned to the [N II]
1.461 THz line. This observation was repeated, and another
position (Nose 1) was added on February 3, 2017, employing
upGREAT (Risacher et al. 2018). The 2 × 7 pixels LFA array
was again tuned to the [C II] 158 µm line, and the L1 channel on
the [N II] 1.461 THz line. Three further positions (Nose 2, Front
2, and IVC) were observed on February 14, 15, 16, and 17, 2017,
in the same upGREAT/LFA setup, but tuning the L1 channel to
the CO 11→10 line at 1.1 THz. All observations were carried out
in total power mode, and different emission-free positions with
offsets of typically 10′–15′ to the center positions were used. The
total observing time for each position (ON+OFF) was typically
one hour. Beam efficiencies used in this paper were determined
using Mars as a calibrator for each pixel; the average is 0.64 for
the LFA and 0.65 for L1. Third-order spectral baselines were
applied to the LFA/L1 spectra and then averaged with a fixed
velocity axis and 1/rms2 weighting, smoothed to a channel width
of 0.6 km s−1. The main beam sizes are 19′′ at 1.1 THz, 17′′ at
1.4 THz, and 14.1′′ at 158 µm, respectively.

Spider was observed during Cycle-6 under the program
number 06_0153 (PI N. Schneider). The observations were car-
ried out on May 23, 2018, from Palmdale, California, using
upGREAT on SOFIA. The upGREAT/LFA array (2 × 7 pix-
els) was tuned to the [C II] 158 µm line, and the HFA array
(7 pixels) was tuned to the [O I] 63 µm line. Two pointings were
performed in total power mode, centering on positions Spider 1
at RA(2000) = 10h40m59s, Dec(2000) = 73◦22′21′′, and Spider 2
at RA(2000) = 10h33m58s (Fig. 5), Dec(2000) = 73◦56′12′′. The
reference positions were located at an offset of 15′ east of the
center positions. Spider 1 is identical with ‘S3’ in Barriault et al.
(2010a) and represents the peak of IR emission at 100 µm. Spi-
der 2 coincides with position ‘S6’ in Barriault et al. (2010a)

and has peak emission in the atomic phase. The total observing
time for each position (ON+OFF) was typically one hour. The
determination of beam efficiencies was accomplished by utiliz-
ing Mars as a calibrator for each pixel. The calculated averages
are 0.64 for the Low-Frequency Array (LFA) and 0.66 for the
High-Frequency Array (HFA). For the LFA/HFA spectra, base-
line corrections of the first and third orders were applied. The
corrected spectra were then subjected to averaging, employing a
fixed velocity axis and a weighting scheme of 1/rms2. Further
refinement was achieved by smoothing to a channel width of
0.6 km s−1. The physical dimensions of the main beams are 6.3′′
at a wavelength of 63µm and 14.1′′ at 158µm, respectively.

We also use archival [C II] data from a SOFIA PI-program
on Polaris (Cycle-5, 75_0020 PI W. Reach) and Musca (Cycle-6,
06_0177, PI S. Bontemps).

In the Polaris flare a single position-switch pointing at
RA(2000) = 01h59m32.0s, Dec(2000) = 87◦39′41.0′′ was per-
formed 2017 June 14 from Palmdale, California, in the LFA/HFA
configuration with the [C II] 158 µm line and the [O I] 63 µm line,
respectively. The reduced data on a main beam brightness tem-
perature scale were taken from the SOFIA archive4. The position
corresponds to the ‘core 4’ position in Ward-Thompson et al.
(2010) within the MCLD 123.5+24.9 region.

Musca was observed 2018 June from Christchurch,
New Zealand. A single pointing in position-switch at
RA(2000) = 12h24m41.6s, Dec(2000) = −71◦46′41.0′′ was car-
ried out in the same [C II] and [O I] configuration as for Polaris.
The total duration of the observations was 70 min. No line was
detected in [C II] or [O I] in the individual array spectra (see
Fig. A.1 in Bonne et al. 2020b).

3.2. (Sub)Millimeter line data

For Draco and Spider, we utilized unpublished CO data acquired
at the IRAM 30 m telescope in 2017 and 2018 for two projects
(002-17, led by PI: Q. Salome; 003-18, led by PI: J. Kerp).

In August 2017, we conducted small-scale maps in the 12CO
and 13CO 1→0 and 2→1 lines, centered on the five SOFIA posi-
tions in Draco, employing the EMIR E090 and E230 receivers
in frequency-switching mode. In this study, we leveraged 13CO
2→1 observations from all positions and all CO data for the
Front 2 and Nose 2 positions from this program, as they were
excluded from the 2018 observing campaign. All data were
smoothed to a velocity resolution of 0.5 km s−1 for the 1→0 line
observations and 0.25 km s−1 for the 2→1 line to match the 2018
observations.

In July 2018, the observation focus shifted to other regions
in Draco. Nevertheless, we conducted small-scale maps around
the Front 1 position (110′′×110′′) and the Nose 1 position
(400′′ × 400′′). For Spider, a map of dimensions 140′′ × 140′′
was obtained around the Spider 1 position, while Spider 2
involved a single extended integration. All observations were
performed in total power mode with a reference position situated
33′ east of the map center. We used the EMIR E090 and E230
receivers in parallel, tuned to the 12CO 1→0 and 2→1 lines at
115.271 GHz and 230.538 GHz, respectively, ensuring that the
13CO 1→0 line fell within the bandpass. As the backend, we
utilized the Fourier Transform Spectrometer (FTS) in a configu-
ration that yielded velocity resolutions of 0.51 and 0.53 km s−1

for the 12CO and 13CO 1→0 data, and 0.25 km s−1 for the 12CO
2→1 data. The beamsize of the CO 2→1 data is 11′′ and of the
CO 1→0 data 22′′. In this study, we incorporated all CO data

4 https://irsa.ipac.caltech.edu/applications/sofia
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Fig. 3. Spectra and column density map of Draco. Right panel: Herschel hydrogen column density map derived from dust in color in which the
observed [C II] positions are indicated with black crosses. In the panels around, spectra of the [C II] 158 µm line and the H I 21 cm line (DRAO),
both at ∼1′ resolution, are displayed. We note that the H I line was reduced for better visibility. The green curve indicates a single Gaussian fit to
the [C II] line.

Fig. 4. Spectra of [C II] and CO emission at the 4 positions. For better visibility of the [C II] spectra, only the Gaussian fit is shown (in green) and
the 12CO line intensities were reduced by a factor of 10.

from the Front 1, Nose 1, and IVC positions, as well as the CO
data from Spider, which was not covered in 2017. The Front 1

and Nose 1 positions were also observed in 2017, and the spec-
tra exhibit consistent line positions and intensities. All data are
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Fig. 5. Spectra and column density map of Spider. Right panel: Herschel hydrogen column density map derived from dust in color in which the
observed [C II] positions are indicated with black crosses. Left panels: Spectra of the [C II] 158 µm, CO, and H I (DRAO) lines, all at ∼1′ resolution.
We note that some line intensities were reduced for better visibility.

presented on a main beam brightness temperature scale (using
main beam efficiencies5 of 0.78 at 115 GHz and 0.59 at 230
GHz).

For Polaris, we use data from the IRAM key-project “Small-
scale structure of pre-star forming regions” (PIs E. Falgarone, J.
Stutzki). The data were made available via the Centre de données
astronomique Strasbourg (CDS). We here only employ spatially
smoothed isotopomeric CO 2→1 and 1→0 spectra extracted for
the [C II] position (the maps are all large enough to allow for
smoothing to 70′′). For more details on the observations see
Falgarone et al. (1998). For Musca, we use CO data presented
in Bonne et al. (2020b,a) that stem from various CO observing
runs at the APEX telescope. For technical details we refer to the
relevant papers given above. In order to allow for a comparison
to the array-averaged [C II] data, we smoothed all CO spectra for
all sources to a beam of 70′′.

For one position in Draco (Nose 1), we use integrated inten-
sities of the 1→0 line of atomic carbon ([C I]) at 490 GHz, given
in Table 1 in Heithausen et al. (2001) that stem from observations
performed with the Heinrich-Hertz telescope (HHT) located on
Mount Graham in Arizona. Four positions in Draco were cov-
ered, with one observations (0′′,0′′) very close to our Nose 1
position and the others in steps of 30′′ offset in x-direction. The
beamsize of the HHT at 490 GHz is 16′′ and thus smaller than
what we use here to compare line intensities and ratios (70′′).
However, the [C I] line intensity does not change significantly
over the range of 0 to 90′′ so that we can assume to first order
a beam filling of unity. This will be important for the PDR
modeling.

3.3. Complementary data sets

We use publicly available6 observations of the H I 21 cm line
(1420 MHz) for the Draco and Spider regions from the DRAO
Synthesis Telescope and the Green Bank Telescope (GBT;
Blagrave et al. 2017). The data have an angular resolution of 1′

5 http://www.iram.es/IRAMES/mainWiki/
Iram30mEfficiencies
6 http://www.cita.utoronto.ca/DHIGLS

and a velocity resolution of 1.32 km s−1 for a channel spacing
of 0.824 km s−1 and comprise a total velocity range of −103 to
33 km s−1 for Draco and −164 to 44 km s−1 for Spider.

Additionally, we make use of the all-sky H I data from the
Effelsberg-Bonn HI survey (Winkel et al. 2016) at an angular
resolution of ∼10′. The EBHIS survey7 is a joined project of
the AIfA and the MPIfR to image the neutral hydrogen content
of the Milky Way galaxy and trace extragalactic sources. The
spectra have a channel width of 1.3 km s−1, the rms noise is less
than 90 mK, and the data is corrected for stray radiation (Röhser
et al. 2014). We obtained fits data cubes from the CDS.

4. Results

4.1. Draco

Figure 3 displays the total hydrogen column density map at 36′′
of Draco, derived from Herschel dust flux maps (Schneider et al.
2022). The positions observed in [C II] with SOFIA and CO
with the IRAM 30 m telescope are indicated. The [C II] spectra,
averaged over the entire array for each position, resulting in an
effective angular resolution of 70′′, are shown in the surrounding
panels, along with H I spectra from the DRAO survey. Figure 4
presents the [C II] spectra alongside various CO isotopologues
and transitions (12CO and 13CO 1→0 and 2→1), all at an angu-
lar resolution of 70′′. The IVC position is not displayed due to
the absence of a [C II] detection. Table 2 provides the observed
[C II] main beam brightness temperature, line position and width,
and line-integrated intensity resulting from a single Gaussian
line fit. Additionally, it includes the total hydrogen column den-
sity and dust temperature from Herschel, both measured within a
70′′ beam. Table 3 lists the main beam brightness temperatures,
line positions and widths, and line-integrated temperatures for
the 12CO and 13CO 2→1 and 1→0 lines, derived from Gaussian
fits with two components. The [C II] line was detected at a level
of 0.1–0.2 K, corresponding to a S/N of 3–5 (Table 1), within
velocities ranging from −22 to −26 km s−1 at four out of the
7 https://astro.uni-bonn.de/~jkerp/index.php?page=
EBHISproject.
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Table 2. Physical parameters of Draco for the five observed positions.

Position [C II] [C II] [C II] [C II] N(H) Td FUV FUV
Tmb v FWHM I 160 µm stars
[K] [km s−1] [km s−1] [K km s−1] [1020 cm−2] [K] [G◦] [G◦]

Front 1 0.16 −25.6 1.32 0.22 8.48 13.4 3.7 1.551.59
1.51

Front 2 0.09 −22.4 4.03 0.37 5.80 13.8 3.1 1.561.60
1.52

Nose 1 0.11 −23.9 3.26 0.38 12.70 13.1 4.3 1.571.61
1.52

Nose 2 0.16 −24.9 2.02 0.36 13.17 12.9 3.2 1.571.61
1.53

IVC – – – – 3.21 13.3 2.2 1.581.61
1.54

Notes. The name of the position is given in the first column, followed by the [C II] main beam brightness temperature, line velocity, FWHM, and
line integrated intensity. These values were determined from a single Gaussian line fit. Columns 6 and 7 give the hydrogen column density and
temperature from Herschel. Column 8 displays the FUV field in Habing units, determined from the 160 µm flux, and Col. 9 the one from the
census of the stars (Sect. 5.1). The FUV values are given for the heliocentric distance D of the source. The upper and lower values indicate the field
considering the uncertainty in the distances (D+∆D and D-∆D).

Table 3. Draco’s CO line parameters determined from a Gaussian line fit with two velocity components.

13CO 1→0 12CO 1→0 13CO 2→1 12CO 2→1
Tmb v ∆v I Tmb v ∆v I Tmb v ∆v I Tmb v ∆v I
[K] [ km

s ] [ km
s ] [ Kkm

s ] [K] [ km
s ] [ km

s ] [ Kkm
s ] [K] [ km

s ] [ km
s ] [ Kkm

s ] [K] [ km
s ] [ km

s ] [ Kkm
s ]

Front 1 a 0.16 −25.1 1.01 0.17 2.44 −25.4 1.43 3.72 0.10 −25.4 0.91 0.10 1.75 −25.4 1.54 2.87
Front 1 b 0.14 −22.9 2.31 0.35 2.52 −23.1 2.15 5.77 0.05 −22.7 1.09 0.06 1.82 −23.1 2.28 4.42
–29.5,–20 Iint = 0.54 K km s−1 Iint = 9.5 K km s−1 Iint = 0.14 K km s−1 Iint = 7.3 K km s−1

Front 2 a 0.24 −22.0 2.33 0.60 3.73 −21.8 3.47 13.78 0.16 −21.9 2.09 0.36 3.14 −22.1 2.72 9.09
Front 2 b 0.10 −19.5 1.39 0.15 0.90 −20.3 4.23 4.04 0.06 −19.2 1.34 0.09 1.53 −20.2 1.39 2.26
−27,−18 Iint = 0.82 K km s−1 Iint = 18.0 K km s−1 Iint = 0.47 K km s−1 Iint = 11.1 K km s−1

Nose 1 a 0.85 −24.0 1.50 1.35 8.22 −24.2 1.80 15.78 0.61 −24.0 1.33 0.87 5.69 −24.1 1.81 11.00
Nose 1 b 0.38 −22.6 0.96 0.39 3.71 −22.7 0.78 3.07 0.24 −22.6 0.53 0.14 2.25 −22.6 0.76 1.82
−27,−20 Iint = 1.78 K km s−1 Iint = 19.0 K km s−1 Iint = 1.04 K km s−1 Iint = 12.9 K km s−1

Nose 2 a 0.21 −25.0 1.17 0.26 3.02 −25.2 1.74 5.60 0.14 −25.1 0.94 0.14 1.92 −24.9 2.27 4.63
Nose 2 b 0.06 −23.6 1.27 0.08 1.22 −23.8 1.32 1.71 0.04 −24.3 1.42 0.06 0.36 −23.3 2.81 1.08
−28,−20 Iint = 0.35 K km s−1 Iint = 7.6 K km s−1 Iint = 0.18 K km s−1 Iint = 4.9 K km s−1

Notes. Iint gives the line integrated intensity in the total velocity range in km s−1 indicated in the first column. The typical errors for the fitting are
0.2–0.5 K km s−1 for the line integrated intensity in 12CO, 0.01 to 0.08 K km s−1 for 13CO, ∼0.06 km s−1 for the line position and ∼0.05 km s−1 for
the line width for all CO lines, respectively.

five positions. Only the IVC position did not exhibit a [C II] line
above the noise threshold. Neither the [N II] nor the [O I] line or
the CO 11→10 line were detected at any position.

While the CO and H I spectra exhibit a complex line shape
characterized by at least two distinct components, the [C II] line
corresponds to one of these velocity components (Front 1a at
−25.6 km s−1, Front 2a at −22.4 km s−1), Nose 1 at −23.9 km s−1,
and Nose 2 at −24.9 km s−1). The −22 km s−1 component
is evident in both CO and H I spectra for both Front 1 and
Front 2 positions. However, the Front 2 position displays an addi-
tional component ranging from −18 to −20 km s−1 in both H I

and CO spectra. In contrast, no significant velocity difference
is discernible between the two nose positions. Overall, the H I

line exhibits larger width compared to the [C II] and CO lines.
The distinct components of the CO lines are unmistakably dis-
tinct velocity features and are not attributed to self-absorption
effects. This assertion is supported by the observation that the
optically thin 13CO lines present the same two-component line
profile.

4.2. Spider

Figure 5 presents a map of the total hydrogen column density
in Spider at a resolution of 36′′, utilizing Herschel dust obser-
vations. This methodology is the same as the one employed
for Draco, as described in Schneider et al. (2022). The plot
identifies the positions observed for [C II] using SOFIA and for
CO using the IRAM 30 m telescope. The left panels display
the CO and H I DRAO spectra, while Table 4 provides a sum-
mary of observations from SOFIA, Herschel, and IRAM 30 m.
No emission in CO or [C II] within the IVC or LVC velocity
ranges is detected at the Spider 2 position. The column density
is notably low, measuring 2.4 × 1020 cm−2 (within a ∼1′ beam).
In Spider 1, narrow 12CO 1→0 and 2→1 lines in the LVC were
observed. A prominent velocity component at 4.2 km s−1 is evi-
dent, with a corresponding main beam brightness of Tmb = 1.6 K
for 12CO 1→0, along with a weaker component at 1.6 km s−1

with Tmb = 0.3 K for 12CO 1→0. It is worth noting that the emis-
sion between ∼1 and 4 km s−1 corresponds to just one component

A109, page 8 of 23



Schneider, N., et al.: A&A, 686, A109 (2024)

Table 4. Spider observational [C II] and CO data.

CII 12CO 1→0 12CO 2→1 N(H) Td
I Tmb v ∆v I Tmb v ∆v I

[ Kkm
s ] [K] [ km

s ] [ km
s ] [ Kkm

s ] [K] [ km
s ] [ km

s ] [ Kkm
s ] [1020 cm−2] [K]

Spider 1 a <0.06 1.57 4.18 0.92 1.54 0.85 4.67 0.81 0.73 6.30 17.7
Spider 1 b <0.06 0.31 1.59 0.77 0.26 0.22 2.12 0.65 0.16 6.30 17.7
Spider 2 <0.06 – – – – – – – – 2.4 16.8

Notes. The CO line parameters were determined from a Gaussian line fit with two components. The error (for both CO lines) of the line integrated
intensity is 0.035 K km s−1 and 0.025 km s−1 for the linewidth. There was no CO detection at the Spider 2 position. The last two columns give the
hydrogen column density and temperature.

Fig. 6. Spectra and column density map of Polaris. Right panel: cutout of the Herschel hydrogen column density map derived from dust of Polaris in
color in which the observed [C II] position indicated with black crosses. Left panel: spectra of the [C II] 158 µm and CO lines, all at ∼1′ resolution.
We note that some line intensities were reduced for better visibility.

of the broader LVC H I line, which spans significantly wider
velocities (refer to Fig. A.2). The Herschel data yields a col-
umn density value of N(H) = 6.3 × 1020 cm−2 at the Spider 1
position. This aligns with a peak in IR excess emission, where
Barriault et al. (2010a) derived a column density of N(H) = 4.05
× 1020 cm−2. The authors highlight that this excess suggests a
potential decrease in the quantity of small grains and/or a possi-
ble reduction in the temperature of larger grains (Abergel et al.
1996). Such conditions may provide a favorable environment
for H2 formation, as a lower temperature is conducive to this
process.

4.3. Polaris and Musca

Figures 6 and 7 display the Herschel total hydrogen column den-
sity maps from dust for Polaris and Musca (Schneider et al.
2022), respectively, with the observed [C II] position indicated.
The left panels show various CO lines, all at a resolution of 70′′,
to indicate the velocity of the molecular gas. For Polaris, the
bulk emission of the cloud is traced by the 13CO 2→1 line at
v ≈ −4.5 km s−1. The 12CO 2→1 and 1→0 lines have an addi-
tional component at lower velocities around −3 km s−1. These
velocity features are present throughout the Polaris region and
were studied in detail by Hily-Blant & Falgarone (2009). They
concluded that the occurrence of these two velocity components
is a signature of intermittency in turbulent molecular gas.

In the case of Musca, the main velocity component occurs at
v ≈ 3 km s−1, while the 12CO line shows an additional compo-
nent around 2.5 km s−1. This emission feature was interpreted

by Bonne et al. (2020b) as being caused by the dissipation
of turbulence in a low-velocity shock. The [C II] line was not
detected above the noise limit. The physical properties of both
regions are summarized in Table 5.

5. Analysis

In the following, we will determine the FUV field in the sources
using different methods (Sect. 5.1), and then derive the physi-
cal properties of the gas in the PDR with the help of a PDR
model (Sect. 5.2), a non-LTE radiative transfer code (Sect. 5.3),
and a shock model (Sect. 5.4). The objective of this exercise is
to distinguish which heating mechanism is responsible for the
emission of the [C II] and CO lines.

5.1. Determination of the FUV field

For the determination of the FUV field, we employed several
approaches we summarize in the following.

Firstly, we translated the observed 160 µm flux into an
FUV field, assuming that only radiation from stars is responsi-
ble for heating the dust, which is then fully re-radiated at FIR
wavelengths. The FUV field was estimated using the correla-
tion (Kramer et al. 2008; Roccatagliata et al. 2013; Schneider
et al. 2016): FFUV[G◦] = (4π/1.6) IFIR × 1000 where the 160 µm
intensity IFIR is given in units of 10−17 erg cm−2 s−1 sr−1.

Secondly, we used the continuous model proposed by
Parravano et al. (2003) to estimate the FUV field impinging on
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Fig. 7. Spectra and column density map of Musca. Right panel: cutout of the Herschel hydrogen column density map derived from dust of Musca in
color in which the observed [C II] position indicated with black crosses. Left panel: spectra of the [C II] 158 µm and CO lines, all at ∼1′ resolution.
We note that some line intensities were reduced for better visibility.

Table 5. Polaris and Musca observational [C II] and CO data.

CII 12CO 1→0 12CO 2→1 N(H) Td
I Tmb v ∆v I Tmb v ∆v I

[ km
s ] [K] [ km

s ] [ km
s ] [ Kkm

s ] [K] [ km
s ] [ km

s ] [ Kkm
s ] [1020 cm−2] [K]

Polaris <0.03 5.46 −4.06 1.92 11.1 3.82 −4.16 1.75 7.1 32.2 13.8
Musca <0.03 - - - - 5.11 2.65 1.02 5.58 34.3 14.0

Notes. The CO line parameters were determined from a single Gaussian line fit. The error of the line integrated intensity is 0.09 K km s−1 for
Polaris and 0.01 K km s−1 for Musca, respectively. The error for the linewidth is 0.017 km s−1 for Polaris and 0.002 km s−1 for Musca, respectively.
There is no high angular resolution CO 1→0 data for Musca available. The last two columns give the dust column density and temperature.

Table 6. Distance and FUV field.

Source D(a) z(b) FUV from FUV from
[pc] [pc] 160 µm [G◦] stars [G◦]

Draco 481 ± 50 298 3.6(c) 1.6
Spider 369 ± 18 240 2.9 1.6
Polaris 489 ± 10 206 1.5 1.3
Musca 150 24 5.8 1.4(d)

Notes. FUV field determined at the positions where [C II] was observed
with different methods. (a)Distance from the sun according to the val-
ues given in Sect. 2. (b)Approximate height above the Galactic plane.
(c)Average value of the 4 positions in Draco where [C II] was detected.
(d)Note that Bonne et al. (2020b) derived a field of 3.4 G◦ for Musca
also from a census of the stars but without considering extinction and
assuming a 2D geometry, that is, all stars in the plane of the sky at the
Musca distance.

our sources. They assumed a statistically homogeneous distri-
bution of OB stars in the Galactic plane with a scale height of
85 pc for the OB stars and typical dust properties for the FUV

absorption and scattering (see below). Despite the local and tem-
poral variations of these properties, they showed that the model
reproduces the typical radiation field in the solar neighbourhood
with a median value of about 1.6 G◦. We treated the distribu-
tion of the OB stars as a continuous UV source and used the
same properties for the dust (κabsorption,FUV = 8.0 × 10−22 cm2/H-
atom, κscattering,FUV = 7.5 × 10−22 cm2/H-atom, mean scattering
angle g >∼ 0.75 (Appendix B from Parravano et al. 2003) and
the vertical gas density distribution (see their Eq. (22) and
also our Eq. (4)) of the ISM8 to compute the flux above the
Galactic plane. In this one-dimensional configuration no geo-
metrical dilution occurs but only dust extinction and scattering.
The effective optical depth for the FUV radiation is then τFUV =
N(H) × [κabsorption,FUV + (1 − R)κscattering,FUV], where 0.9 < R < 1
depending on the number of scattering events. That means that
practically only absorption acts as an effective extinction. For
Musca falling within the disk of OB stars, the intensity is then
only slightly smaller than in the Galactic midplane, but even
for the highest latitude cloud, Draco, the radiation field is only

8 Newer numbers for the vertically integrated column from Marasco
et al. (2017) are only higher by 6%.
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Fig. 8. Schematic illustration of the method to derive the FUV field at each source. The gray cylinder indicates the hydrogen distribution with
respect to the galactic height z. The yellow stars indicate the 3D stellar distribution in the Milky Way. The solid black lines originating from the
stars indicate the distance from the star to the source. The yellow halo around the star illustrates the FUV field generated by each star. The orange
cylinder placed along the path between the star and the source shows schematically the hydrogen column which attenuates the FUV field.

reduced by a factor of 0.8 due to the extinction by the dust col-
umn above the Galactic plane of N(H) = 2.6×1020 cm−2. In such
a continuous model, all our clouds thus experience an external
radiation field between 1.2 and 1.6 G◦.

In a third approach we dropped the assumption of a homoge-
neous stellar distribution since a molecular cloud located in the
vicinity to an OB-cluster can experience a higher FUV field than
the one typical for the solar neighborhood. Thus, we compiled
a stellar census from Gaia DR3 and compared to the informa-
tion in SIMBAD, the astronomical database in Strasbourg9 and
utilized the distances provided in the Introduction (also mostly
Gaia based). Since the data base in Gaia DR3 is much larger
than the one in SIMBAD, we finally only used the stellar census
from Gaia. We note, however, a discrepancy we found for one
star in Draco that was declared as a B-star in SIMBAD via the
original HD star catalog (see compilation in Cannon & Pickering
1993). In the more recent Apogee survey, Jönsson et al. (2020)
determined a reliable temperature fit of 6800 K, which puts it
at a spectral type F2V. This is in agreement with the Gaia par-
allax, with sets its distance to 300 pc, which is actually not the
one considered for Draco (480 pc following Zucker et al. 2020).
We checked in addition the Apogee spectrum and it shows that
the metallicity is subsolar. In summary, everything agrees with
the star being an old F2V star at a distance of 300 pc. The
FUV field was then calculated by taking all stars into account
from the latest Gaia DR3 release (Creevey et al. 2023; Gaia
Collaboration 2023), which provides the necessary information
such as the stellar position, distance, temperature and luminosity.
Since most stars are not hot enough to contribute significantly to
the FUV field, we only considered stars with a effective tem-
perature Teff above 10 000 K, thus all spectral types O and B,
resulting in 1 192 351 stars10. This number is a lower limit since
highly embedded stars were not detected. However, such embed-
ded stars do not contribute significantly to the FUV field at
our sources since their radiation is extinct in all directions. On
the other hand, there can be a substantial column between the
star and the observed cloud and therefore a direction dependent
extinction. However, the sources of this study all lie within a

9 http://simbad.cds.unistra.fr/simbad
10 We initially also considered cooler supergiants (Teff < 10 000 K) with
a radius larger than 30 R⊙ because they have large luminosities but found
that their contribution to the overall radiation field is small.

radius of 0.5 kpc, see Table 6, and it is therefore unlikely that
the source is exposed to a radiation field of an undetected stel-
lar cluster. The temperature information of each star is provided
by the GSP-Phot (General Stellar Parametrizer from photome-
try) module11 and the corresponding luminosity information was
taken from the FLAME (Final Luminosity Age Mass Estimator)
module. If the stellar luminosity was not provided by FLAME we
used the stellar radius and temperature, provided by GSP-Phot to
derive the (bolometric) luminosity L:

L
L⊙
=

(
R
R⊙

)2 (
Teff

Teff,⊙

)4

, (1)

with the effective temperature of the Sun Teff,⊙ = 5772 K, the
solar radius R⊙ and solar luminosity L⊙. The distance to each
star was derived from the parallax information. However, if the
parallax error is large, more than half of the parallax, we used
instead the distance provided by the GSP-Phot module.

We determined the FUV luminosity by assuming that the
spectral radiance of each star can be approximated by a black-
body curve. The Planck function was integrated over the FUV
range spanning from 910 to 2066 Å, corresponding to a photon
energy range of 6–13.6 eV. The FUV luminosity is then defined
through the ratio of the spectral radiance in the FUV range and
the entirety of the black-body spectrum:

LFUV =

π
λ2066∫

λ910

B (λ,T ) dλ

σT 4 L , (2)

with the Stefan-Boltzmann constant σ. The superposition of the
stellar FUV flux of all stars considered gives the FUV field at
every point in the map:

FFUV =
∑

i

LFUV,i

4πD2
i

e−τFUV,i , (3)

where Di represents the distance from the source to each star.
The FUV optical depth is defined as described above and the

11 See https://gea.esac.esa.int/archive/documentation/
GDR3 for the Gaia DR3 manual.
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attenuating column NH is calculated for each star individually,
based on its position with respect to the source. This differs from
the continuous model, where the column is simply determined by
galactic height of the source. Thus, the hydrogen density nH(z)
(Eq. (22) in Parravano et al. 2003) integrated along the path
connecting each star at the galactic height zi with the source at
the galactic height zs results in the hydrogen column density:

NH,i(zs, zi,Di) =
Di

zs − zi

∫ zs

zi

nH(z) dz

=
Di

zs − zi

∫ zs

zi

0.566

0.69 exp
(
− z

127 pc

)2

+ 0.189 exp
(
− z

318 pc

)2

+ 0.113 exp
(
− |z|

403 pc

)
dz

]
cm−2 . (4)

Equation (4) is valid for zi , zs, for zi = zs the equation sim-
plifies to NH,i = DinH(zi) (with the distance in cm). While Gaia
DR3 data allow for a more sophisticated 3D treatment of the
extinction (Zucker et al. 2022), this goes beyond the scope of
this paper. Thus, for the sake of comparison with the previous
approach given by Parravano et al. (2003) we use the above
Eq. (4). The method is schematically illustrated in Fig. 8. The
resulting values for the FUV field are around 1.3−1.6 G◦ and
given in Table 6. They are similar to the ones estimated with
the second method and again close to the typical value in the
solar neighborhood. When sticking to this approximation of the
interstellar extinction, we can only quantify the change of val-
ues considering the error of the distance (Table 2 for Draco, the
variation is very small for the other sources and thus not given)
but note that a larger error is introduced by the uncertain detailed
n(H) distribution in the galaxy.

As a fourth method, we compared our numbers to a study
conducted by Xia et al. (2022). This study derived the FUV
field through the fitting of a spectral energy distribution (SED)
to the Herschel fluxes. Furthermore, a dust radiative transfer
analysis was performed using the DUSTY code (Nenkova et al.
2000). The results are presented for a selection of sources, which
includes Polaris and Musca. Moreover, the empirical correlation
log(Go) = (0.62± 0.12) log(N(H2)[cm−2]) − (11.56± 2.87) was
given in Xia et al. (2022) to derive the FUV field. In order to
estimate a value for the molecular hydrogen column density in
Draco, we used the N-PDF presented in Schneider et al. (2022).
This N-PDF consists of two lognormals with one peak at AV =
0.4 that we attribute to molecular hydrogen (Schneider et al.
2022). With that value of the column density, we obtained a field
of 15.7 Go from the correlation given in Xia et al. (2022). For
Spider, we adopted a value of 7.3 × 1019 cm−2 for the molecular
hydrogen column density N(H2), cited in Barriault et al. (2010a),
and derived a field of 6 Go.

Table 6 summarizes the values for the 160 µm flux and the
FUV field for all sources at the observed positions. There is
obviously a discrepancy between the values derived from the
Herschel fluxes and the census of the stars. We will come back
to this point in the discussion.

5.2. PDR modeling of line emission

For modeling the observed [C II], CO and [C I] intensities and
ratios, we used the KOSMA-τ 1D spherical model (Röllig &
Ossenkopf-Okada 2022) with an isotropic radiation field. The

Table 7. Density and FUV field from the PDR model.

Source n(H) [cm−3] FUV [G◦] χ2

Draco F1 311 ± 1 0.23 ± 0.0008 4.4 10−4

Draco F2 370 ± 85 0.17 ± 0.05 2.91
Draco N1 636 ± 18 0.23 ± 0.005 0.15
Draco N2 272 ± 78 0.17 ± 0.04 6.65
Spider 293 ± 297 0.16 ± 0.02 116
Polaris 3838 ± 52 0.35 ± 0.004 7.3 10−3

model results are included in the PDR toolbox12 (Pound &
Wolfire 2023) that also delivers results from a plane-parallel
PDR model, the Wolfire-Kaufman models from 2006 and 2020
(see references in Pound & Wolfire 2023). The toolbox presents
the models as grids of model predictions for the intensity or
intensity ratio as a function of the hydrogen nucleus density
n and the radiation field strength FUV. Here, we stick to the
KOSMA-τ model because this represents a finite configuration
that we can adjust to the geometry of the sources while the plane-
parallel models adopted a fixed PDR depth of Av = 7, too high
for the sources in our study.

The KOSMA-τ model solves the radiative transfer equation
with chemical balance and thermal equilibrium for a clumpy
PDR exposed to a variable FUV radiation field and cosmic rays
according to the typical primary ionization rate of 2 × 10−16 s−1.
The model that we used assumes a dust composition that pro-
duces a reddening parameter RV = 3.1, where RV is the ratio of
visual extinction AV to reddening E(B − V), typical for diffuse
clouds (model 7 from Weingartner & Draine 2001). It assumes
a spherical cloud configuration with a radial density profile
approximating a critical Bonnor-Ebert sphere with a constant
central density and a power law density decay in the outer 80%
of the radius. Models are characterized by clump mass, density
at the surface, and impinging FUV field. From the simple geom-
etry the average density is 1.92 times the density at the surface
and we get a fixed relation between clump mass, Mclump, density
at the surface, n, and average column density

⟨N⟩ = 1.25 × 1020cm−2 Mclump/M⊙
π(rclump/pc)2 (5)

with

rclump = 40.5pc
(

Mclump/M⊙
4π/3 × 1.92 × n/cm−3

)1/3

(6)

combining to a fixed relation between column density and
density at the surface

n
cm−3 =

( ⟨N⟩
1.348 × 1019cm−2

)3/2 /√
Mclump

M⊙
. (7)

From Eq. (7) we obtained for a column density of 1021 cm−2

(average value for the 4 positions in Draco) a density at the
surface of 2020 cm−3 when using a clump mass of 0.1 M⊙ or
640 cm−3 for a clump mass of 1 M⊙. This is the density range we
expect to be seen in the PDR modeling of the observed lines.

We show here the line intensities and ratios of [C II], CO and
[C I] emission and fit the line ratios to obtain the most likely

12 https://dustem.astro.umd.edu
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Fig. 9. PDR modeling results for Draco. Parameter space of hydrogen surface density n and FUV field calculated from the KOSMA-τ model for
0.1 M⊙ clumps taken from the PDR toolbox for the Draco Front 1 and Front 2 (left) positions and the Nose 1 and Nose 2 (right) positions. The
isocontours at different colors show the observed line integrated intensities or ratios, including the rms noise. The estimated FUV field for each
source from the 160 µm flux is indicated by a red dashed line. The FUV field from the census of the stars is given as a dashed blue line.

Fig. 10. PDR modeling results for Spider, Polaris, and Musca. Parameter space of hydrogen density n and FUV field calculated from the KOSMA-τ
model taken from the PDR toolbox for the Spider 1 position (left, 0.1 M⊙ clumps), the Polaris single pointing (middle, 1 M⊙ clumps ), and the
Musca single pointing (right, 0.1 M⊙ clumps). The isocontours at different colors show the observed line integrated intensities or ratios, including
the rms noise. The estimated FUV field for each source from the 160 µm flux is indicated by a red dashed line. The FUV field from the census of
the stars is given as a dashed blue line.

value for density and FUV field. We only use the velocity com-
ponents that correspond to the velocity of the [C II] line (for
example −25 km s−1 for Draco Front 1a and −22 km s−1 for
Draco Front 2a, respectively). However, each source has a dif-
ferent set of lines available so that a comparison is difficult. We
emphasize that the CO lines are very sensitive to the assumed
total depth of the cloud. The [C II] intensity and the surface tem-
perature trace surface properties while the CO emission only
arises from the layers deeper in the cloud where CO can form. It

is a simplified approach to consider a single density only and not
a density distribution. A surface tracer like [C II] traces somewhat
thinner material than the molecular lines. However, Fig. 9 shows
that this has no significant impact on our results. The curves
for the [C II] intensity have a very shallow density dependence.
Because of the low critical density of the [C II] transition, a shift
in density has little effect on the [C II] lumninosity and conse-
quently our fit results do not depend on the density of the [C II]
emitting material.
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KOSMA-τ provides models for different clump masses inte-
grating over that mass. Using the Herschel total hydrogen
column densities with a beamsize of 70′′ they are all well
below 1 M⊙, except for Polaris with a value of ∼1 M⊙. Specif-
ically, we determine a mass of 0.21 M⊙, 0.14 M⊙, 0.31 M⊙, and
0.32 M⊙ for the Draco F1, F2, N1, and N2 positions, 0.09 M⊙ for
Spider, 0.08 M⊙ for Musca, and 0.8 M⊙ for Polaris. For simplic-
ity, and because these models are directly available in the open
access PDR toolbox and all results can thus easily be verified, we
used pre-calculated models with M = 0.1 M⊙ for Draco, Spider,
and Musca and with M = 1 M⊙ for Polaris. Note that using mod-
els with M = 0.3 M⊙ (Röllig, Ossenkopf, priv. comm.) do not
significantly change the results. With the higher mass the solu-
tion for the absolute intensities of the CO and [C I] lines shift by
about a factor of two to lower densities while the [C II] intensity
and the ratios remain almost unchanged.

Figures 9 and 10 display the results of the PDR model in
a parameter space of FUV field and hydrogen density for all
sources. The observed lines and line ratios are presented as iso-
contours, along with their associated errors. It should be noted
that for [C II] in Spider, Polaris, and Musca, only the noise level
is available, effectively serving as an upper limit. We show in
Fig. C.1 the full model results for [C II] emission for masses M
= 0.1 M⊙ and M = 1 M⊙ and in Fig. C.2 the model result (as an
example) for CO 2→1. In terms of representing the FUV field,
a dashed red horizontal line corresponds to the field determined
through the translation of the 160 µm fluxes, while a blue line
signifies the field established via the stellar census. Notably, data
from Xia et al. (2022), which tend to be higher than other values,
are omitted. This omission does not alter the interpretation of the
PDR modeling.

A solution for the density and FUV field from the PDR plots
is defined by a common crossing point of all lines. Because the
absolute line intensities depend on geometrical details like beam
dilution effects, line ratios are more reliable. We thus used the
line ratios in the LineRatioFit method in the PDR toolbox to
determine the most likely values of total hydrogen density den-
sity and FUV field including errors and χ2. These values are
listed in Table 7.

For the Front1 position, the observations align with a very
low FUV field of around 0.4 G◦ and densities of approximately
500 cm−3 by eye-inspection of Fig. 9. The FUV field and the
density from the fit are lower, that is, 0.23 G◦ and 311 cm−3.

For the Front 2 position, the [C II] line crosses the CO inten-
sities for a density of ∼2 × 103 cm−3 at an UV field of 1 G◦. The
CO 2→1/1→0 ratio points toward a lower UV field of around
0.4 G◦. The fitted values are much lower with a FUV field of
0.17 G◦ and a density of 370 cm−3.

For the Nose 1 position, we also consider the CO 3→2 line
intensity (Heithausen, priv. comm.) and the [C II]/CO 3→2 and
CO 3→2/2→1 line ratios and the [C I] line intensity. We derived
the latter by averaging over the 4 positions observed in Draco
close to the Nose 1 position (Heithausen et al. 2001) and arrive
to a value of 4.3 × 10−7 erg s−1 sr−1 cm−2. The CO 3→2/2→1
ratio falls essentially outside the parameter space (very low FUV
field and densities) and is not visible in the plot. On the other
hand, the [C II]/CO 3→2 ratio, the [C I] line, and the CO 2→1
and 1→0 intensities could align for densities of approximately
3 × 103 cm−3 for a low FUV field of around 1–2 G◦. Fitting only
the line ratios, however, leads to a lower FUV field of 0.23 G◦
and a density of 636 cm−3.

For the Nose 2 position, the individual CO line intensities
intersect with the [C II] line at densities around 103 cm−3 at an
UV field of around 0.6 G◦. In contrast, the line ratio fitting leads

to a much smaller density of 272 cm −3 and a FUV field of
0.17 G◦. It is mostly the CO(2→1)/(1→0) ratio that leads to these
low values.

Figure 10 displays the PDR modeling results for Spider,
Polaris, and Musca. Note that the [C II] value is only the noise
level and that there are fewer complementary lines. The FUV
field needs to be around 0.1 G◦ for Polaris to explain the observed
lines and ratios and then yields a density of 2 × 103 cm−3. The
line ratio fitting gives a higher value of 3838 cm −3 for the den-
sity but a lower value of 0.35 G◦ for the FUV field. The same
mismatch was already noticed by Bensch et al. (2003) when
analysing [CI] observations of Polaris. They proposed some kind
of preshielding of the gas to explain the low FUV field. For
Musca, it is very difficult to make any definitive statements since
we only have two line intensities and no ratios. However, the ten-
dency is that the FUV field is very low (<0.1 G◦) and the density
is around 103 cm−3.

Summarizing, it becomes obvious that the line ratio fitting
in the PDR model always arrives to a very low FUV field
(<0.35 G◦) for all sources, which is neither supported by the
FUV field determined from the 160 µm flux by us and by Xia
et al. (2022) nor by the theoretical prediction of 1.2–1.6 G◦ we
obtained using the procedure outlined in Parravano et al. (2003)
or the census of the stars. The densities are also lower than in the
case where we also consider line intensities.

5.3. Non-LTE line analysis with RADEX

The PDR modeling provided results for observations of warm
surface gas tracers such as [C II] and [C I] as well as CO lines
for the cooler interior of the gas clump. We used RADEX (van
der Tak et al. 2007) to determine the physical properties of the
cooler, molecular gas. We investigated whether the observed
13CO 1→0, 2→1 and 12CO 1→0 and 2→1 lines and their ratios
can be reproduced with this non-LTE molecular radiative trans-
fer code. We excluded the [C II] line since it is not possible
to determine independently the density, temperature and col-
umn density only from one line intensity. In other words, the
determination of the [C II] column density is possible, but not
independent of the line brightness and vice versa.

RADEX computes the line intensities as a function of tem-
perature, H2 density (assuming that H2 is the main collision
partner) and the column density of the species for the config-
uration of an isothermal homogeneous medium with a given
velocity dispersion in the simplified shape of a uniform sphere.
Using an 12CO/13CO abundance ratio of 70 (Langer & Penzias
1990) and a total carbon abundance of X(C)/X(H) = 2.34 × 10−4

(Simón-Díaz & Stasińska 2011) we translated the column densi-
ties of 13CO and CO into minimum hydrogen column densities
by assuming all carbon is in CO.

To estimate the velocity dispersion of the molecular gas we
used the mean of the line width of the two 13CO lines observed.
For all calculations, we only used the CO velocity component
(Table 3) that corresponds to the [C II] velocity component. For
example, the Front 1 position only has a velocity component for
[C II] at −25.6 km s−1 (Table 2), while the CO lines have two
components (Table 3). We thus used only the Front 1a veloc-
ity component at −25.1 km with a mean velocity dispersion of
0.96 km s−1 in the RADEX fit.

We display the results for RADEX in two different ways,
either using the line intensities or the ratios. The line fit for
the intensities computed a three dimensional χ2 distribution in
the space of the parameters. The minimum gives the numeri-
cally best solution. This is visualized in Figs. 11 and 12 for the
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Fig. 11. Visualization of the RADEX fit to the four CO and 13 CO lines at the F1 position in Draco. Each plot shows a constant temperature cut
through the three dimensional distribution of line intensities and χ2 values. The kinetic temperature of the χ2 minimum, that is, 9 K (see Table 8)
was used. The colors in the plot show the integrated line intensities for the four lines, the observed value is marked by a red line. The gray contours
give χ2 values of 8, 16, 32, 64, and 128. As the χ2 distribution is a global property, those contours are the same in all four subplots.

Fig. 12. Same as Fig. 11 but for a cut at the constant density of the χ2 minimum of 4.9 × 103 cm−3 (see Table 8).
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Fig. 13. RADEX results for the 13CO 1→0/2→1 and 12CO 1→0/2→1 brightness ratios as a function of density and temperature for the Draco front
and nose positions. The observed ratios are shown as a solid and dashed black line. The density obtained with PDR modeling is marked in bold.
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Fig. 14. RADEX results for the 12CO 1→0/2→1 brightness ratios as a function of density and temperature for the Spider 1a position (left panel)
and the Polaris positions (right panel). The observed ratios are shown as a solid and dashed black line. The density obtained with PDR modeling is
marked in bold.

data from the F1 position in Draco. The figures show perpen-
dicular cuts through the 3D cube of column density, density and
temperature at the location of the χ2 minimum. Each plot shows
the integrated intensity of one of the four CO and 13CO lines in
colors and the global χ2 distribution. The observed values are
marked by a red line. From the crossing of the intensity iso-
contours it is obvious that the density is best constrained by the
combination of the CO 2→1 and the 13CO 1→0 lines but that the
fit overpredicts the intensity of the CO 1→0 line. The kinetic gas
temperature is well constrained by the combination of the CO
lines and the 13CO 1→0 line. The column density is also well
constrained by the total intensities.

The best fit parameters for all four positions in Draco are
given in Table 8. The corresponding plots for the other three
positions are very similar to Figs. 11 and 12, this is why we
omit showing all positions. The intensities just have to be shifted
according to the values given in Table 3. The minimum χ2 val-
ues fall between 4 and 13, which indicates a reasonable but
imperfect fit by this model with one degree of freedom, based
on four observed line intensities and three model parameters.
The assumption of a homogeneous medium is obviously an
oversimplification but the parameters are quite well constrained.
It is interesting that the column density of gas traced by the
CO isotopologues falls significantly below the column density
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Table 8. Parameters of the minima of the RADEX fits to all four measured intensities in Draco.

Position Tkin [K] nH2 [103 cm−3] N13CO [1014 cm−2] NH,mol [1020 cm−2] χ2

F1 9.03 4.92 1.30 0.39 3.94
F2 13.7 1.65 4.92 1.47 4.41
N1 15.9 1.97 9.94 2.97 12.1
N2 11.1 3.56 2.04 0.61 12.9

measured through the dust emission (Table 2). This is partially
due to the fact that the RADEX fit considers only one velocity
component but in particular for the F1 and the N2 positions the
difference is so large that it indicates a large fraction of atomic
or CO-dark molecular material that is not traceable through CO.
This is in agreement with the estimate from Schneider et al.
(2022) that identified only 11% of the gas mass is molecular.

Unfortunately, we cannot perform the same RADEX fit for
the other clouds where no 13CO data are available as a three-
dimensional problem cannot be constrained from two measured
values only.

For a more intuitive visualization we also plot the RADEX
output brightness ratios of 13CO 1→0/2→1 and 12CO 1→0/2→1
as a function of temperature and H2 density in Fig. 13 for the
Draco positions. Here, the column densities were determined in
the classical way from the 13CO 1→0 line integrated intensity
using an excitation temperature Tex that was determined from
the 12CO 1→0 line peak brightness, assuming optically thick
emission (Mangum & Shirley 2015). The upper panels show the
results for the Front 1 and Front 2 positions, the lower ones for
the two nose positions. The model ratios for Draco are compared
to the observed ones (indicated as a solid black and dashed line)
and have the advantage that the ratios are independent of beam
filling to first order. We can start from the PDR modeling den-
sities to compare our ratios with the RADEX results. For that,
we use the upper limits from the PDR modeling obtained by
eye inspection of the observed line intensities and ratios. With
the PDR model density of 500 cm−3 for Front 1 we obtain no
solution at all. The density must be at least 3 × 103 cm−3 at a
temperature of around 10 K. Note that from Table 8, we derive a
density of 4.9 × 103 cm−3 at a temperature of 9 K. The Front 2
position can be reproduced by the upper limit PDR model with
a density of 2 × 103 cm−3 (note that the density from the line
ratio fitting is only 370 cm−3) and leads to a consistent temper-
ature of 15 K for both, 13CO and 12CO line ratios. This also
fits with our values from Table 8 with the most likely density
of 1.65 × 103 cm−3 at a temperature of 14 K. The Nose 1 posi-
tion has the highest PDR model density of 3 × 103 cm−3 (but
only 636 cm−3 from the line ratio fitting) that would give a low
temperature of 10 K, again for both, 13CO and 12CO line ratios.
From RADEX, we obtain slightly smaller densities of around
2 × 103 cm−3 at a temperature of 16 K. For the Nose 2 position,
it is more difficult to obtain a fully coherent output from the anal-
ysis: a PDR model density of 103 cm−3 requires a temperature of
25 K for 13CO. But the RADEX 12CO line ratio is much higher
(around 3) at this temperature (and also for lower temperatures)
than the observed one of 1.57. Only high densities of around at
least 3 × 103 cm−3 make the observed 12CO line ratio fitting with
low temperatures of around 10 K.

Note that PDR model densities are by no means the ‘exact’
values. They only give an estimate of the density in case of a very
low FUV field and we observe a discrepancy between the den-
sities and FUV field determined from line intensities and ratios

and from line ratios alone. For the optical depths, we derived
values below 1 for temperatures above 5 K for the 13CO lines.
For the 12CO lines the values range between the optical thin
case with τ ≲ 0.3 for Front 1 and the optical thick case with
mostly τ > 1 for the Front 2 position over all temperatures. In
both nose positions the opacity lies above 1 throughout the whole
parameter range of temperatures.

Summarising, we have a parameter space of possible solu-
tions for all positions from the RADEX model alone. The
densities are between 1650 and 4900 cm−3 at a temperature of
9–16 K (Table 8). Overall, these values align mostly with the
ones of Miville-Deschênes et al. (2017) who found molecular
clumps in Draco at a temperature of 10 K and an average den-
sity of ∼103 cm−3 (note that the density of individual molecular
clumps is sometimes higher). The dust temperatures in Draco are
low (around 13 K, see Table 2), so that in case the dust and gas
is well mixed, the low gas temperatures are consistent.

Figure 14 displays the RADEX results for the 12CO
1→0/2→1 ratio in Spider and Polaris since only these lines are
available. We omit Musca because we only have the 12CO 2→1
line brightness. It is noteworthy that for Spider, the 12CO 1→0
line is optically thin with values between ∼0.2 and ∼0.5 for a
temperature range of 10–20 K and the 12CO 2→1 line is opti-
cally thick with values above 1 for the whole parameter space,
whereas for Polaris, the optical depth is mostly above 1 for both
12CO lines. This discrepancy renders the interpretation of the
results somewhat less reliable. The PDR modeling for Spider did
not yield reasonable density estimates, even for very low FUV
fields (outside the model’s range). We anticipate that the den-
sities and temperatures are low in this relatively diffuse region
with a substantial atomic contribution. Assuming the curve with
the lowest density for the CO clump in Spider that would fit
with our observations (n = 1.5 × 103 cm−3) yields a tempera-
ture of 20 K. Interestingly, the dust temperature in Spider is also
approximately this value (∼18 K), slightly higher than in all other
sources. For Polaris, the PDR modeling provides a density of
∼2 × 103 cm−3 and even 3838 cm−3 from the line ratio fit for a
very low FUV field. The observed 12CO ratio then fits well with
a temperature of around 25 K. However, it is important to note
that the 12CO lines in Polaris are optically thick. Hence, we pro-
pose that the resulting possible temperature and density range is
approximately 10–25 K at densities of around 2–3 × 103 cm−3.

5.4. Shock modeling of line emission in Draco

For modeling a potential shock-origin of the [C II] emission, we
utilized the Paris-Durham shock code13. Our objective was not
to conduct an exhaustive modeling but rather to assess whether
the observed quantities can be preliminary explained by shocks.
The pre-calculated model grids14 were employed for this pur-
pose. The shock models are executed using shock code version
13 https://ism.obspm.fr/shock.html
14 https://app.ism.obspm.fr/ismdb
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1.1.0, revision 115, and encompass C-type shocks at moderate
velocities (<100 km s−1), or J-type shocks at low velocities
(<30 km s−1), both propagating in weakly magnetized environ-
ments. The shocks are implemented as propagating through a
layer of gas and dust, manifested as stationary, plane-parallel,
multifluid shock waves, in environments with or without exter-
nal UV radiation. The parameters that are parameterized include
the shock velocity (2–90 km s−1), initial density of the preshock
medium (100–108 cm−3), intensity of the UV radiation field (0–
1700 G◦), cosmic ray ionization rate (10−17–10−15 s−1/H2), and
the magnetic field strength, expressed in terms of β and rang-
ing from 0.1 to 10. β defines the initial transverse magnetic field
strength in µG and is equal to β ×

√
n(H)[cm−3]. The fractional

abundance of PAHs is fixed at 10−8, and the chemistry incorpo-
rates 140 species through a chemical network involving about
3000 reactions. Surface reactions, adsorption, and desorption
processes are not considered except for H2 formation. For fur-
ther elaboration, refer to Gusdorf et al. (2008), Lesaffre et al.
(2013), Goddard et al. (2019), Lehmann et al. (2020, 2022) and
the references therein.

The code generates output containing the thermodynamic
and chemical structure of the shock, including temperature, fluid
velocities, abundances, column density profiles, and line inten-
sities of H2 as well as several ionized or neutral atoms. We
utilized this output to analyze [C II] line intensities and the
total hydrogen column density, N(H), in comparison with Draco
observations. Specifically, we applied the observed [C II] line
intensities and Herschel hydrogen column density values from
Table 2 to positions Draco Front 1 and 2, and Nose 1 and 2.
The [C II] intensities at the Front 1, Front 2, Nose 1, and Nose
2 positions are 1.55, 2.60, 2.67, and 2.53, respectively, mea-
sured in units of 10−6 erg s−1 sr−1 cm2. For our model, we
fixed the radiation field at 1.7 G◦ (note that available values are
0.17, 1.7, 17, ... G◦) and the preshock density at n = 100 cm−3

which is the lowest possible density to select. We tried also
higher densities but could not find a match between the shock
model results and the observations. We thus used a preshock
gas of 100 cm−3, though the preshock density can indeed be
lower. However, densities lower than 1000 cm−3 are a reasonable
assumption since the density of the densest molecular clumps
currently found in Draco is between 1000 and 4900 cm−3 (Sects.
5.2 and 5.3 and Miville-Deschênes et al. 2017). We then explored
variations in other parameters, such as the cosmic ray rate, β,
and shock speed, within reasonable ranges. Different cosmic ray
rates (10−15, 10−16, and 10−17 s−1/H2) have limited impact on the
[C II] intensity and H column density. We choosed 10−16 s−1/H2
as it is suggested as the average value for the diffuse ISM in the
Milky Way (Dalgarno 2006; Indriolo & McCall 2012). The mag-
netic field strength, characterized by low values of β (0.1, 0.3),
results in diminished [C II] intensities and H column densities.
Higher values of β (3, 10) produce larger hydrogen column den-
sities, but these values do not align well with the [C II] emission.
In summary, our analysis provides insights into the impact of
various parameters on the [C II] emission and hydrogen column
density, revealing the influence of factors such as the radiation
field, density, cosmic ray rate, and magnetic field strength in the
Draco region.

The best match between model values and observations is
found for the Front 1 position, with a shock velocity of 20 km s−1,
preshock density n = 100 cm−3, and β = 1. The model pre-
dicts a [C II] intensity of 1.63 × 10−6 erg s−1 sr−1 cm2 at a total
hydrogen column density of 3.73 × 1020 cm−2. It is important
to note that the column density is calculated for a single layer,

Table 9. Summary of physical parameters.

Source ICII F160 FUV N(H) n
[K km s−1] [MJy sr−1] [G◦] [1020 cm−2] [103 cm−3]

Draco(a) 0.3325 44 3.6 10.0 3.0
Spider <0.06 38 2.9 6.3 2.0(b)

Polaris <0.03 18 1.5 32.2 20–50(c)

Musca <0.03 61 5.8 34.3 7.0(d)

Notes. Comparison between the [C II] intensity (Col. 2), the 160 µm
flux (Col. 3), the FUV field from the 160 µm flux (Col. 4), the total
hydrogen column density (Col. 5), and the volume density (Col. 6) for
the observed sources. (a)Average value from the 4 positions observed
in Draco. (b)From Barriault et al. (2010b). (c)From Grossmann &
Heithausen (1992); Heithausen et al. (1995); Ward-Thompson et al.
(2010). (d)From Bonne et al. (2020b).

representing a lower limit. When comparing all Draco posi-
tions, the [C II] intensity is roughly consistent across all of them.
Running models with different preshock densities would prob-
ably better match the observed intensities, but this is for the
moment out of the scope of this paper. The hydrogen column
density is approximately four times higher than the model’s pre-
dicted values for the nose positions. However, this discrepancy
could be attributed to the limitations of the single layer model.
It is evident that higher shock speeds are not feasible. Beyond
a threshold of v = 25 km s−1, the [C II] intensity experiences a
significant drop. J-type shocks prove ineffective, while only C-
type shocks with velocities ≤20 km s−1 yield reasonable results.
Nonetheless, reducing the velocities further leads to a decline in
the [C II] intensity.

6. Discussion

The main result of this study is that the [C II] 158 µm line was
detected at several positions in the Draco cloud, but not in any of
the other quiescent clouds (Spider, Polaris, Musca), even though
these regions have similar column and volume densities, 160 µm
fluxes, and FUV fields (see Table 9). We note that the volume
densities are similar for all sources (a few times 103 cm−3), only
Polaris has a higher density of 2–5×104 cm−3 and should thus
emit even stronger in [C II] than Draco because subthermal, opti-
cally thin [C II] intensities scale with n2 (Goldsmith et al. 2012).
As we explained in Sect. 5.2, though the density of the gas is
higher in the interior of a molecular clump than at the surface,
we can consider similar densities for the CO and [C II] emitting
gas because the [C II] line shows a very weak dependency on the
density.

It is important to emphasize that the accurate derivation of
the FUV field is a critical point. As discussed in Sect. 5.1, dif-
ferent methods yield variations in the estimated FUV field. A
census of Galactic OB-stars and a continuous approximation
(Parravano et al. 2003) using the distribution and birthrates of
OB stars in the Milky Way from McKee & Williams (1997)
and considering the extinction toward our sources, yields values
between 1.2 and 1.6 G◦. On the other hand, the calculation based
on the 160 µm flux and a dust model (Xia et al. 2022) results in
larger values (at least a few G◦) when assuming that the dust is
only heated through the FUV radiation.

We checked if the FUV field determined from the 160 µm
emission may be underestimated because the wavelength range
below 160 µm is not taken into account. This is not the case.
There is nearly no or only weak 70 µm emission visible in the

A109, page 18 of 23



Schneider, N., et al.: A&A, 686, A109 (2024)

Herschel maps of all sources and only very weak 12 µm emission
(Meisner & Finkbeiner 2014). There is also no overestimation of
the 160 µm flux due to the contribution of cold thermal dust
emission from the molecular cloud. It is thus difficult to under-
stand why the 160 µm fluxes are so high in all sources if it is not
an external FUV field that heats the dust.

When looking for alternative mechanisms for the heating of
the dust we can quickly exclude cosmic rays. At a typical cos-
mic ray ionization rate of 2 × 10−16 s−1 and heating efficiencies
below 10 eV per ionization event (Glassgold et al. 2012) the cos-
mic ray heating rate falls more than three orders of magnitude
below the UV heating rate at one Habing field so that even an
enhanced cosmic ray rate is probably insufficient to explain the
observed dust heating. Instead shock heating from cloud col-
lisions can in principle inject enough energies. For example,
with a rather low hydrogen gas density of 500 cm−3 (Front 1
position in Draco), a kinetic temperature of 100 K, and rela-
tive velocities of 20 km s−1, like the difference between the IVC
and LVC in Draco, the thermalization time, τtherm is at maxi-
mum 30 years when assuming perfectly elastic collisions (Sauder
1967). Inelastic contributions may shorten this. The compressive
heating from the shock, Γ = n×mH/2× v2shock/τtherm is then more
than four orders of magnitude above the UV heating rate at one
Habing field. Higher densities would even increase Γ. Although
the details of the shock physics may modify this rate relative
to the idealized value, the order of magnitude estimate shows
that shock heating at our conditions could easily feed enough
energy into the dust to explain the enhanced 160 µm emission.
Note that referring to Lehmann et al. (2020, 2022) up to 10–30%
of shock energy can be irradiated away in LyAlpha (which then
can be absorbed and reemitted by the dust, potentially result-
ing in an increase of the 160 µm emission; see also Bonne
et al. 2022). This, however, requires shock velocities around
30 km s−1. Nevertheless, lower velocity shocks may still have
a measurable impact.

The ‘cloud collision’ in Draco that can give an explanation
to the increased 160 µm emission and the [C II] emission can be
seen as an interaction of the atomic/molecular IVC with mostly
atomic gas (the LVC) while the Draco cloud moves through the
ISM. Notably, local gas within the velocity range of −10 to 30 km
s−1 contributes to these interactions, while the high-velocity gas
(−200 to −100 km s−1) remains excluded from this process (refer
to Figs. A.1 and B.1). Figure 3 presents a clear representation
of the complex velocity structure of H I in Draco, with a mini-
mum of two components observed between approximately −16
and −30 km s−1. At the forefront, the two positions in Draco
distinctly exhibit two H I components, out of which only one cor-
responds to the [C II] line, situated around −26 and −24 km s−1

for the Front 1 and Front 2 positions, respectively. The Nose 1
and Nose 2 H I spectra are more complex and do not show
clearly two components. This is not surprising because the gas
is here mostly molecular and denser. Conversely to Draco, the
other sources primarily exhibit inconspicuous dynamics. Musca
stands out as having more pronounced dynamics due to filament
formation (Bonne et al. 2020b,a). The dissipation of turbulence
through the emergence of dense structures results in low-velocity
shocks that elevate both gas and dust temperatures and may thus
also explain the rather high 160 µm flux. However, it is note-
worthy that no detection of [C II] occurred in Musca. Spider and
Polaris have lower 160 µm fluxes compared to Draco and Musca,
but the emission is mostly at local velocities and does not seem
to involve cloud collisions.

The PDR modeling indicates that the [C II] and CO lines can
only be accounted for by a significantly small UV field, much

smaller than 1 G◦. Among the positions studied, only Draco
Nose 1, Nose 2, and Front 2 positions exhibit some compat-
ibility with a model where CO emission originates from the
inside of high-density (1–3 × 103 cm−3), cold (T ∼ 10–20 K)
molecular clumps. The CO emission is then a result of thermal
excitation within the dense gas clumps, which likely possess a
limited filling factor. [C II] may then arise from the PDR surfaces
at those densities but it can also stem from a mostly atomic inter-
clump component. As for the Draco Front 1 position, as well
as Polaris and Musca, their [C II] and CO line emissions (and
the corresponding upper limits) are reconcilable with a PDR
model featuring very low FUV fields, less than 0.2 G◦, coupled
with densities around 103 cm−3. Only the Front 1 positions falls
out of this with its density of only 500 cm−3. The Spider posi-
tion cannot be modeled with very low FUV intensities. RADEX
modeling of the observed CO line ratios in all sources determines
mostly higher densities than estimated from the PDR modeling
(except of the low densities for the Draco Front 1 position), but
we cannot make a statement about [C II]. The puzzling result
is still why the [C II] line was observed in Draco and not in all
other quiescent sources. The only differences between Draco on
one hand, and Spider, Polaris, and Musca on the other hand,
is the higher dynamics of Draco because of a possible cloud
interaction. An approach of shock modeling applied to the [C II]
emission in Draco reveals that the observed intensities are com-
patible with conditions akin to a preshock density of 100 cm3

and a shock velocity of 20 km s−1. The shock velocity is not
very high which may explain why the [C II] line widths (between
1.3 km s−1 for Front 1 and 4 km s−1 for Front 2) are not very
broad and not significantly larger than the ones of CO.

In consideration of these findings, it is plausible that Draco
contains dense, cold, molecular clumps that are enveloped by a
diffuse atomic phase (≃10–100 cm−3, T > 50 K), serving as the
source of the [C II] emission. This emission, in turn, acts as a
cooling line to dissipate kinetic energy stemming from interac-
tions between H I clouds or as the IVC descends onto the galactic
disk. In such a scenario, the primary factor driving this process
is the ram pressure exerted on the cloud by the escalating halo
density, as stated by Desert et al. (1990).

7. Summary

The [C II] 158 µm line was observed with SOFIA at selected
positions in the quiescent clouds Draco, Spider, Polaris, and
Musca. Emission on a level of ∼0.2 to 0.4 K km s−1 (S/N ∼ 4)
of the [C II] line was only detected in four positions in the
Draco cloud, and CO lines (12CO and 13CO 1→0, 2→1)
were observed with the IRAM 30 m and APEX and mostly
detected in all sources. The flux at 160 µm is rather high in all
sources (18 MJy sr−1 for Polaris; 44 MJy sr−1 for Draco; up to
61 MJy sr−1 for Musca), while the FUV field is very low. Con-
verting the 160 µm flux gave values of 1.5–6 G◦, while the FUV
field from a stellar census is around 1.3–1.6 G◦. A theoretical
determination considering the distribution of OB stars in the
galaxy and extinction yielded a value of 1.2–1.6 G◦. The PDR
modeling ([C II], [C I], and CO) and RADEX modeling (CO) can
partly explain the observed emission arising from clumps with
a density of a few 103 cm−3 at a temperature of 10–20 K in
Draco. The PDR model, however, requires a very low UV field,
much lower than 1 G◦, which is not provided by the different
methods of our FUV field determinations. For Draco, heating
by collisions of H I clouds could explain the high level of the
160 µm flux and the [C II] emission, which is reproduced by a
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shock model with a preshock density of 100 cm−3 and a C-shock
with a velocity of 20 km s−1. We propose that the shock arises
from the interaction of the H I clouds associated with Draco.
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Appendix A: Velocity integrated HI maps of Draco
and Spider

Figures A.1 and A.2 show the column density contributions of
the different velocity components to the total column density
in Draco and Spider derived from the H I observations. They
should be compared to the dust column densities in Figs. 4 and 5.
Comparing the morphology we can assign the individual veloc-
ity components to the analyzed dust maps. For Draco we find a
clear correspondence of the dust column with the IVC (−30 to
−10 km s−1, for Spider to the local velocity component (−10 to
30 km s−1).

Fig. A.1. Velocity integrated H I maps of the Draco region from the EBHIS survey. The panels show the H I line integrated emission over all
velocity ranges, covering the HVC (left, v=-200 to -100 km s−1), the IVC (middle, v=-30 to -10 km s−1), and the LVC (right, -10 to 30 km s−1. For
better comparison, the scale in K kms−1 was kept constant.

Fig. A.2. Velocity integrated H I maps of the Spider region from the EBHIS survey. The panels show the H I line integrated emission over all
velocity ranges, covering the IVC (left, v=−80 to −10 km s−1), and the LVC (right, −10 to 30 km s−1).
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Appendix B: Position-velocity cut for Draco

Figure B.1 displays a position-velocity cut in Draco at constant
declination of 62 deg in the H I line emission on a logarithmic
scale. The LVC, IVC, and HVC, respectively, are indicated in the
plot. While LVC and IVC are closely connected in velocity space,
there is no velocity bridge between the HVC and LVC/IVC.

Fig. B.1. Postion-velocity cut in Draco at a constant declination of 62
deg in the H I line emission. The full velocity range comprising the LVC,
IVC, and HVC is shown and indicated in the plot. There is no clear
velocity bridge between the HVC and LVC.

Appendix C: PDR toolbox results for [C II] emission

Figure C.1 displays the calculated parameter range of density and
UV field from the KOSMA-τ model for [C II] 158 µm emission
for masses of M = 0.1 M⊙ and M = 1 M⊙ in units of erg cm−2

s−1 sr−1. Figure C.2 displays as one example (M = 0.1 M⊙) such
a plot for 12CO 2→1. Since the [C II] observations in Polaris,
Musca, and Spider only represent the noise level, these figures
illustrate in which direction the density and UV field goes in
case of higher/lower [C II] limits.
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Fig. C.1. PDR toolbox predictions for the density and FUV field from
[C II] 158 µm emission in erg cm−2 s−1 sr−1 using the KOSMA-τmodel.
The model using a mass of M = 0.1 M⊙ (Draco, Spider, Musca) is shown
in the top panel, the one with M = 1 M⊙ (Polaris) in the lower panel.
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Fig. C.2. PDR toolbox predictions for density and FUV field from
CO(2→1) emission in erg cm−2 s−1 sr−1 using the KOSMA-τ model
with the model using a mass of M = 0.1 M⊙.
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5.2 M33

M33 is classified as a flocculent Sc-type spiral galaxy (Fig. 5.1) located at a distance of
847 kpc (Karachentsev et al., 2004) with an inclination near 56˝ (Regan and Vogel, 1994).
It hosts numerous large star-forming regions. I generated maps that achieve an angular
resolution of 18.22, which corresponds to about 75 pc that is comparable to typical GMC or
Giant Molecular Association (GMA) sizes in the Milky Way (Nguyen-Luong et al., 2016).
At this resolution, we can resolve individual GMCs in 2D images (spectrally resolved maps
were not used). Recent interferometric studies (Peltonen et al., 2023; Muraoka et al., 2023)
achieve resolutions below 50 pc but are excluded here due to our focus on large GMCs.
Neon and oxygen abundance measurements in H II regions reveal that metallicity in M33

Figure 5.1: Optical image of M33. Image credit: NOAO/AURA/NSF/T.A.Rector

varies from Milky Way-like levels to lower values (see Magrini et al. 2010), with an average
of half the solar standard value (Gratier et al., 2012; Druard et al., 2014; Corbelli et al.,
2019; Kramer et al., 2020). The total mass of M33, including gas and stars („ 1011 Md),
is about 10% of the mass of the Milky Way (van der Marel et al., 2012; Patel et al., 2018).

Extensive observations have investigated M33’s molecular gas and dust properties using
the IRAM 30m telescope, the Plateau de Bure Interferometer (see Gratier et al. 2010 for
a compilation of CO surveys with other telescopes), and Herschel for FIR to sub-mm con-
tinuum data. These studies have examined dust properties (Boquien et al., 2011; Xilouris
et al., 2012; Tabatabaei et al., 2014; Relaño et al., 2016, 2018), star-formation rates (Gar-
dan et al., 2007; Verley et al., 2010a; Boquien et al., 2010, 2015), the X-factor (Braine
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et al., 2010a,b), individual sources (Braine et al., 2012b,a; Gratier et al., 2012), dense gas
properties (Buchbender et al., 2013), COp2 ´ 1q mapping (Gratier et al., 2010; Druard
et al., 2014), gas cooling via FIR lines (Kramer et al., 2020), H II regions (Relaño et al.,
2013), and 250µm dust sources (Verley et al., 2010b).

Our objective in studying M33 is to compare the properties of molecular clouds in the
Milky Way with those in an external spiral galaxy that differs in mass and metallicity but
lacks extreme conditions (e.g., active galactic nuclei, starbursts). It is of great interest to
explore whether the formation and evolution of molecular clouds and stars are governed
by the same processes and to what extent environmental properties impact them.

To achieve these goals, we required improved hydrogen column density datasets for
M33 as a basis for studying its molecular cloud population. Thus, I produced such higher-
quality maps (the methods are described in Paper I and with a more intuitive/illustrative
access in Sect. 4.7.1), which were subsequently used in Paper II for scientific exploration.

5.2.1 High-resolution NH2 map of M33 (Paper I; Keilmann et al., 2024a)

The dust-derived H2 column density (NH2) maps of M33 („ 75 pc) that I construct via
two methods enable a detailed study of disruptive processes in individual GMCs. The two
methods refer to a simple approach using only the SPIRE 250µm map and all relevant
parameters and a more sophisticated approach, including an SED fit to the four Herschel
maps from 160 to 500µm. With these column density maps, I investigate the characteris-
tics and potential variations of GMCs across large-scale environments, linking cloud-level
dynamics with the galactic context. Consequently, I performed a comprehensive statistical
study of GMCs in various dynamical environments in Paper II (Keilmann et al., 2024b).
I strengthened the determination of the H2 column density maps for Methods I and II
by employing the variable emissivity index β map from F. Tabatabaei (Tabatabaei et al.,
2014) and performed a new calibration of the dust opacity κ0 based on the SPIRE 250µm,
VLA H I, and IRAM 30m COp2 ´ 1q maps, which is the first entire map of κ0 for M33.

However, the κ0 map exhibited gaps from the chosen calibration method and I had
to find a way to fill these gaps in a meaningful way, for which I have used a machine
learning algorithm. I performed consistency checks for the provided variable β map and
the variable κ0 map produced by myself.

I also calculated a first XCO conversion factor map for M33 for both methods and
found drastic variations in each across the galactic disk, which questions a commonly
and frequently used solely single value in the literature. I analyzed their substantial
variations and condensed the XCO factor into a single representative value, revealing that
none of the three methods yielded an “overall” value twice the Galactic standard value –
2 ˆ 1020 cm´2{pK km s´1q – as frequently used in the literature; instead, they produced a
value slightly lower than that. These results further imply that one cannot infer the overall
XCO value solely from the half-solar metallicity of M33, and they highlight substantial
spatial variation consistent with the observed wide spread of metallicity in M33, and
questions the common assumption that XCO can be inferred solely from the half-solar
metallicity of M33. I also discussed how the significant variation of XCO aligns with the
observed variations in the metallicity of M33, which show consistency.

After that, I have reviewed all the steps and results of my work because the procedures
became quite complex. I analyzed all the different outcomes that I have obtained so far
with the final maps to justify them, including not only analyzing the column density maps
and the β and κ0 maps, but also the dust temperature maps of all different approaches. I
also calculated the H2 column density from CO under LTE and with constant conversion



100 Chapter 5. Results

factors (the standard Galactic value and twice this value, which is frequently used in the
literature) and compared these with the resulting maps using the XCO conversion factor
maps that I have derived.

In the published version of this study, I use H I data from Gratier et al. (2010) without
short-spacing corrections. However, in the subsequent Paper II (Keilmann et al., 2024b),
I used updated H I data with short-spacing corrections by Koch et al. (2018) and I have
regenerated all relevant maps. I explore their impact in Appendix C and confirm that the
results remain substantially unchanged.

My remaining work and contributions to Paper I are as follows. I took the lead in this
study. I have gathered all relevant maps (Herschel maps from 160 to 500µm, IRAM 30m
COp2 ´ 1q, and VLA H I data) and pre-processed them through unit conversions (e.g., to
MJy sr´1 for the Herschel maps), subtracting the average contribution from the Galactic
emission in regions beyond the galaxy, and converting the CO and H I maps to main beam
temperature and column density scales, respectively. I then constructed high-resolution H2

column density maps via two the methods (single Herschel wavelength calculation versus
SED fit with four Herschel bands) as described in Keilmann et al. (2024a), including all
SED fits.

Initially, I followed the approach of Palmeirim et al. (2013), but this method caused
issues in the outskirts of M33. At that time, I also used four distinct regions of the emissiv-
ity index β, which approximately resembled the gradient of β determined by Tabatabaei
et al. (2014). However, to solve the problem on the outskirts of M33, I was provided the β
and corresponding dust temperature map from Tabatabaei et al. (2007). With these maps,
I was able to adjust the original method. I also calibrated a variable κ0, using SPIRE
250µm, H I, and CO maps (see Keilmann et al. 2024a), and derived the basic equation
incorporating the dust-to-gas ratio (DGR), which thereby improves the original method.

I further compared and analyzed the final maps of Method I against those of Method
II and both against the CO map. I constructed N -PDFs to explore the column density
distribution, which were challenging to interpret in an extragalactic context. Additionally,
I compared the high-resolution column density maps with those produced from different
data and methods, which typically did not achieve the same high-spatial resolution as the
maps that I have produced.

I led all discussions with the co-authors and incorporated their helpful comments and
suggestions. We also discussed the interpretation of the results and I gained and learned
valuable insights from my colleagues.

In addition to small things such as calculating the Pearson and Spearman correlation
coefficients, I have written the entire paper. Of course, I have received helpful com-
ments and feedback from the co-authors on my drafts, who also made minor edits to the
manuscript. All of this improved the paper.
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ABSTRACT

This study is aimed to contribute to a more comprehensive understanding of the molecular hydrogen distribution in the galaxy M33
by introducing novel methods for generating high angular resolution (18.2′′, equivalent to 75 pc for a distance of 847 kpc) column
density maps of molecular hydrogen (NH2 ). M33 is a local group galaxy that has been observed with Herschel in the far-infrared (FIR)
wavelength range from 70 to 500 µm. Previous studies have presented total hydrogen column density maps (NH), using these FIR data
(partly combined with mid-IR maps), employing various methods. We first performed a spectral energy distribution (SED) fit to the
160, 250, 350, and 500 µm continuum data obtain NH, using a technique similar to one previously reported in the literature. We also
use a second method which involves translating only the 250 µm map into a NH map at the same angular resolution of 18.2′′. An NH2
map via each method is then obtained by subtracting the H I component. Distinguishing our study from previous ones, we adopt a
more versatile approach by considering a variable emissivity index, β, and dust absorption coefficient, κ0. This choice enables us to
construct a κ0 map, thereby enhancing the depth and accuracy of our investigation of the hydrogen column density. We address the
inherent biases and challenges within both methods (which give similar results) and compare them with existing maps available in
the literature. Moreover, we calculate a map of the carbon monoxide CO(1 − 0)-to-molecular hydrogen (H2) conversion factor (XCO
factor), which shows a strong dispersion around an average value of 1.8×1020 cm−2/(K km s−1) throughout the disk. We obtain column
density probability distribution functions (N-PDFs) from the NH, NH2 , and NH I maps and discuss their shape, consisting of several
log-normal and power-law tail components.

Key words. methods: analytical – dust, extinction – ISM: general – ISM: structure – galaxies: ISM – Local Group

1. Introduction

Column density maps obtained from dust observations in the mid
and far-infrared (MIR-FIR) to submillimetre wavelengths are
valuable indicators of a galaxy’s total hydrogen content. Spectral
energy distribution (SED) fits to the flux maps acquired through
Herschel provide a commonly used measure of the total hydro-
gen column density, expressed as NH = NHI + 2 × NH2 . This
method of analysis assumes the absence of an ionised gas con-
tribution. Subtracting an H I column density map from the map
of NH allows us to construct a map of the total molecular gas,
as done in Braine et al. (2010b) for the Triangulum galaxy M33
(cf. see their Fig. 4). However, high angular resolution dust maps
are limited in availability, making comprehensive maps exceed-
ingly valuable. The HerM33es Key Project provides the required
data sets for M33, namely, full continuum mapping using
Herschel (Kramer et al. 2010). It also delivers a 12CO(2 − 1)
map via an IRAM 30m Large Program (Druard et al. 2014).

M33 is an Sc-type spiral galaxy at a distance of
847 kpc (Karachentsev et al. 2004). Its proximity and inclina-
tion angle of ∼56◦ (Regan & Vogel 1994) allow for resolv-

? Corresponding author; keilmann@ph1.uni-koeln.de

ing individual giant molecular clouds (GMCs). 18.2′′ corre-
spond to ∼75 pc at the distance cited, which is the size of
large cloud complexes in the Milky Way (Nguyen-Luong et al.
2016). In optical and infrared images, M33 displays a spiral
structure, containing numerous distinct, massive star-forming
regions alongside a diffuse extended component. The metallic-
ity of M33 has been determined using various methods, mostly
relying on measurements of neon and oxygen abundances in
H II regions (Willner & Nelson-Patel 2002; Crockett et al. 2006;
Magrini et al. 2009). These studies show a large scatter in abso-
lute values of the metallicity (ranging from values compara-
ble to the Milky Way to lower ones), but consistently suggest
that it varies with galactocentric radius. The largest sample of
H II regions in M33 is presented by Rosolowsky et al. (2008),
Relaño et al. (2016). They also find that the metallicity is a func-
tion of galactocentric radius. The overall average metallicity
they derive is approximately half of the Milky Way value and
is frequently cited in the literature. Despite its relatively mod-
est mass, which is only about 10% of that of the Milky Way,
M33 serves as a crucial link between objects with lower metal-
licity and more irregular structures such as the Large Magel-
lanic Cloud, as well as more evolved spiral galaxies such as the
Milky Way.

Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Several dust column density maps (and from that NH maps)
have been derived for M33 using mostly SED fits to FIR
data from Herschel (Braine et al. 2010b; Tabatabaei et al. 2014;
Relaño et al. 2018; Clark et al. 2021, 2023). However, each map
has been created with different assumptions on the absorption
coefficient κ0,dust, the emissivity index β and the dust-to-gas ratio
(DGR). For example, Braine et al. (2010b) derived a column
density map with a variable absorption coefficient, κ0, in the dust
opacity law, but with a fixed emissivity index, β. Tabatabaei et al.
(2014) obtained a map of β and dust surface densities that were
shown for both the cold and warm gas components. Other studies
such as Clark et al. (2021) employed a fixed DGR and a broken
emissivity law with a modified blackbody.

The approach presented here is novel because we use a
variable dust emissivity index, β, and a spatial map of the
absorption coefficient, κ0,DGR, in which the DGR is intrinsically
included. For that purpose, we employ the map of β indices given
by Tabatabaei et al. (2014) as well as their temperature map of
the cold dust component, obtained from a two-component model
with a constant κ0,dust for the dust.

It is one objective of this paper to confront the different meth-
ods used to obtain hydrogen column density maps with each
other and discuss their individual biases. With the β and κ0,DGR
maps, we then perform an SED fit to the Herschel data (method
I) and convert the 250 µm Herschel map (method II) to obtain
the total hydrogen column density map. From these maps, we
then subtract the H I component to derive the H2 column density
maps.

Another way of obtaining a map of molecular hydrogen is to
use observations of CO. The H2 molecule is difficult to observe
directly, primarily due to its low moment of inertia and conse-
quently high rotational energy, which requires high temperatures
to excite rotational transitions, and its lack of a dipole moment.
As a surrogate for H2, the second most abundant molecule, CO,
is commonly used to trace H2. The low-J rotational transitions
of CO serve as effective tracers for the cold regions of molecular
clouds. This is due to their low excitation temperatures (up to
a few tens of Kelvin) and low critical densities (typically below
103 cm−3) for collisional excitation. Consequently, the mass of
molecular gas in interstellar clouds is typically determined by
employing a CO-to-H2 conversion factor, denoted as XCO, which
scales the observed CO line intensities ICO to molecular hydro-
gen column densities NH2 (Bloemen et al. 1986; Israel 1997;
Bolatto et al. 2013; Borchert et al. 2022). The relationship is
expressed as: NH2 = XCO× ICO. For the Milky Way, the so-called
‘XCO factor’ is approximately 2 × 1020 cm−2/(K km s−1), show-
ing an increase from the centre to the outer disk (Sodroski et al.
1995; Bolatto et al. 2013; Veltchev et al. 2018). While studying
galaxies in the local universe and at higher redshifts, CO obser-
vations are commonly employed to investigate individual cloud
masses (Leroy et al. 2011; Bigiel et al. 2011; Cormier et al.
2014; Tacconi et al. 2018). However, the XCO factor exhibits
significant variations due to differing metallicities. In environ-
ments with low metallicity, the XCO factor is expected to be
higher than the standard value, which is attributed to a lower
GDR (Leroy et al. 2013). However, this is challenged by a recent
study of Ramambason et al. (2023), Chiang et al. (2024) that
shows a very large variation of the XCO factor in nearby dwarf
galaxies and by den Brok et al. (2023) who showed a variation
of the XCO factor across the M101 galaxy.

The influence of far-ultraviolet (FUV) photons from mas-
sive stars also has an impact on the abundance of CO and the
other carbon derivatives. In regions with lower metallicity, the
FUV photons reach deeper into molecular clouds. These photons

photodissociate CO and ionise carbon, leading to the creation
of C+. Consequently, a larger C+-emitting envelope surrounds a
more compact CO core in such environments. Simultaneously,
H2 photodissociates upon absorbing Lyman-Werner band pho-
tons. In denser regions, H2 can become optically thick, thereby
self-shielding from photodissociation. As a consequence, a sub-
stantial reservoir of molecular hydrogen exists beyond the CO-
emitting region. This region is often referred to as CO-dark H2
gas (Röllig et al. 2006; Wolfire et al. 2010; Pineda et al. 2013,
2014). Models (Clark et al. 2019b) predict that ionised and neu-
tral carbon can serve as mass tracers for this CO-dark molecular
gas (for a more in-depth discussion, we refer to Madden et al.
2020).

M33 has been extensively studied in CO and other molec-
ular lines with the IRAM 30m telescope and the Plateau de
Bure Interferometre (see Gratier et al. 2010 for a compila-
tion of CO surveys with other telescopes) and with Herschel
in the FIR to submm continuum. These studies focus
on the dust properties (Boquien et al. 2011; Xilouris et al.
2012; Tabatabaei et al. 2014; Relaño et al. 2016, 2018), the
star-formation rate (Gardan et al. 2007; Verley et al. 2010a;
Boquien et al. 2010, 2015), the XCO factor (Braine et al.
2010a,b), individual sources (Braine et al. 2012b,a; Gratier et al.
2012), the dense gas properties (Buchbender et al. 2013), the
CO(2 − 1) mapping (Gratier et al. 2010; Druard et al. 2014), the
gas cooling via FIR lines (Kramer et al. 2020), the properties
of H II regions (Relaño et al. 2013), and on the 250 µm dust
sources (Verley et al. 2010b).

In this paper, we produce high angular resolution (18.2′′) NH
and NH2 maps with two methods. We start with a description of
the available data sets (Sect. 2) and continue with an outline of
the methods (Sect. 3), including a discussion of the assumptions
and shortcomings of the procedures. Section 4 shows the column
density probability distribution functions (N-PDFs), presents
and compares the dust-derived H2 column density maps and the
one obtained from CO and shows a map of the XCO factor. In
Sect. 5, we put our column density maps into context with oth-
ers available in the literature. Section 6 summarises the paper.

2. Data

2.1. Herschel data

We utilise the FIR Herschel imaging data between 160 and
500 µm, which were observed in the framework of the Herschel
Key Project HerM33es1 (Kramer et al. 2010; Boquien et al.
2010, 2011; Xilouris et al. 2012; Tabatabaei et al. 2014). The
shorter wavelength maps at 70 and 100 µm are omitted because
we focus on the cold gas, characterised by dust temperatures
typically below 20−30 K, which exhibits an SED peak around
250 µm. We thus use the PACS flux map at 160 µm, featuring
an angular resolution of approximately 11′′ and the SPIRE flux
maps at 250 µm, 350 µm, and 500 µm, with angular resolutions
of approximately 18′′, 25′′, and 36′′, respectively. For the PACS
maps, we employ the JScanam data products, obtained using
the Scanamorphos algorithm (Roussel 2013), which have pre-
viously been used by HerM33es for earlier versions of the PACS
maps. The data used for the analysis are from level 2.5 archives,
processed with a calibration tree update beyond the calibration
used for the original HerM33es maps. For SPIRE, we use data
directly from the Herschel science archive that uses HIPE v14
photometric calibrations. The data have been reduced with the
1 PACS observation ID: 1638302627, SPIRE observation ID:
1638304642
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Fig. 1. NH I and CO line-integrated intensity map. Left: H I column density map determined from VLA H I observations (Gratier et al. 2010).
Right: IRAM 30 m CO(2 − 1) line integrated intensity map of M33 (Druard et al. 2014). The lines in the colour bar mark the 3σ and 6σ values of
CO emission. Both maps are smoothed to a resolution of 18.2′′ and re-gridded to a pixel size of 6′′. CO contours at 3 and 6σ are overlaid on both
maps.

relative gains of the SPIRE bolometers optimised to detect
extended emission, using the beam area values provided in HIPE
v15. As with all SPIRE final data products, all maps have been
produced using the SPIRE de-striper to eliminate artefacts aris-
ing from instrumental drift. All flux maps used in this paper
are shown in their native resolution in Fig. A.1. For a detailed
overview of the Herschel data products, we refer to the publica-
tions of the HerM33es team and Clark et al. (2021).

2.2. VLA H I integrated intensity data

In order to extract only the H2 gas from the total hydro-
gen column density map we derive from the Herschel data, it
is required to remove the atomic hydrogen contribution. For
that, we employed an H I map observed with the VLA at a
resolution of 12′′ (Gratier et al. 2010). This H I map recovers
∼90% of the flux detected by Putman et al. (2009) using the
Arecibo Observatory.

We smoothed the VLA map to an angular resolution of 18.2′′
using a Gaussian kernel, re-gridded the map and then transformed
the integrated intensity to column density (Rohlfs & Wilson
1996) assuming warm, optically thin emission with:

NH I = 1.823 × 1018 cm−2
∫

Tmb dv , (1)

in which Tmb is the main beam brightness temperature in (K) and
dv the velocity range in (km s−1). This H I column density map is

shown in the left panel of Fig. 1 with CO contour lines overlaid.
Regions of peak emission are associated with the GMCs in the
spiral arms, but there is also significant, more diffuse emission in
the region between the arms. The mean noise of the map is ∼2 ×
1020 cm−2.

2.3. IRAM 30 m telescope 12CO(2 − 1) data

M33 has been observed in the 12CO(2 − 1) line2 with the HERA
multibeam dual-polarisation receiver in the on-the-fly map-
ping mode within the IRAM Large Program “The complete
CO(2 − 1) map of M33” (see Gratier et al. 2010; Druard et al.
2014). We obtained the CO data cube and the line integrated
map from the IRAM repository. This data cube has an angular
resolution of 12′′ and a spectral resolution of 2.6 km s−1, with a
mean rms noise of 20.33 mK per velocity channel (Druard et al.
2014). In order to compare with the dust map, we smoothed the
line integrated map to 18.2′′ resolution using a Gaussian ker-
nel. We here only use the line integrated CO intensity map for
which we determined an rms noise of 0.35 K km s−1, correspond-
ing to 3σ = 1.046 K km s−1, from the smoothed 18.2′′ map. The
temperature scale of the archive data is in antenna temperatures
and has been converted into main beam brightness temperatures
using a forward efficiency of Feff = 0.92 and a beam efficiency
of Beff = 0.56 (Druard et al. 2014). The final CO map is shown
in the right panel of Fig. 1.

2 From now on only denoted as CO(2 − 1).
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3. Hydrogen column density maps from Herschel
flux maps

This section first gives a derivation of the basic equations to
obtain the total hydrogen column density, NH, which is essential
for both methods discussed in the following, as well as the prop-
erties of the dust emissivity index and absorption coefficient.
The subsequent subsections describe the two methods deriving
high-resolution (high-res) column density maps at 18.2′′ from
the Herschel flux maps and how the H2 maps are produced3.

3.1. Derivation of NH

The flux density of the continuum emission, Fν, is related to the
Planck law, Bν(Td), and optical depth, τν, via:

Fν = Bν(Td)[1 − e−τν ] Ω , (2)

with the Planck law

Bν(Td) =
2hν3

c2

1

e
hν

kBTd − 1
. (3)

Herewith, ν represents the frequency, Td denotes the dust tem-
perature (free or fixed; see below), and Ω represents the solid
angle of the source. For a low optical depth, which can gener-
ally be assumed for dust, τν � 1, we can approximate the above
expression by

Fν ≈ τνBν(Td) Ω . (4)

Since the specific intensity is given by Iν = Fν/Ω and

τν =
κd(ν) · Md

D2Ω
, (5)

where Md is the dust mass, κd(ν) is the dust opacity or the extinc-
tion cross-section per dust mass (the subscript d stands for the
dust), and D2 is the distance squared to M33, the specific inten-
sity, Iν, is then:

Iν =
κd(ν) · Md

D2Ω
Bν(Td) . (6)

Introducing the dust-to-gas ratio (DGR), we can rewrite the last
equation as

Iν =
κd(ν) · DGR · Md

D2Ω DGR
Bν(Td). (7)

Defining κg(ν) := κd(ν) · DGR, where the subscript g stands for
gas, as well as Mgas := Md/DGR leads to

Iν =
κg(ν) · Mgas

D2Ω
Bν(Td) . (8)

Here, κg(ν) is the dust opacity per unit mass (total mass of gas
and dust). The number of gas particles, Ng, multiplied by the
mean molecular weight, µm, and the hydrogen mass, mH, yields
the gas mass, Mgas, the column density, NH, can be related to
the number of particles by NH = Ng/(D2Ω), so that the specific
intensity can eventually be written as:

Iν = κg(ν) µm mH NH Bν(Td) . (9)

3 All final data products are publicly available at the Centre de Don-
nées astronomiques de Strasbourg (CDS).

Assuming a power-law frequency-dependent κg(ν) (Juvela et al.
2015b), we can write the above equation as:

Iν = κ0,DGR(λ/250 µm)−β µm mH NH Bν(Td) , (10)

where a dust opacity law similar to Krügel & Siebenmorgen
(1994) has been used with

κg(ν) = κ0,DGR × (λ/250 µm)−β . (11)

Here, κ0,DGR is the absorption coefficient in units of (cm2/g)
with the DGR inherently included, which will be described in
Sect. 3.2, and β is the emissivity index. We will denote κ0,DGR
simply as κ0 from now on. The hydrogen column density NH
is calculated from the surface density Σ = µm mH NH, with a
mean molecular weight of µm = 1.36, and NH = NHI + 2 × NH2 .
Re-arranging for the column density, NH, the above expression
finally gives

NH =
Iν

κ0(λ/250 µm)−β µm mH Bν(Td)
. (12)

The values of the parameters in the dust opacity law, κ0 and β,
are crucial but their spatial variation is difficult to determine cor-
rectly. We devote Sect. 3.2 to a more detailed discussion. Note
that the DGR is contained within κ0 in this notation.

We note that other studies often express κ0(λ/250 µm)−β
µm mH = σH as the cross-section per H-atom, denoted as σH,
which writes Eq. (12) equivalently to

NH =
Iν

σH Bν(Td)
. (13)

3.2. The dust absorption coefficient, κ0, and emissivity
index, β

A crucial point for SED fitting (described in Sect. 3.4) and
the calculation of the column density is the choice of the dust
absorption coefficient, κ0, and the dust emissivity index, β. The
resolution of 18.2′′ (equivalent to 75 pc) of our final hydrogen
column density maps samples a mixture of dust and gas prop-
erties. The derived values of parameters such as β, κ0, or Td
thus are intensity-weighted averages over the equivalent resolved
beam area along the lines of sight. Different physical processes
such as grain-grain collisions, condensation of molecules onto
grains or shattering can affect the grain properties and, as such,
the value of the emissivity index. The grain properties will vary
within each beam, and the beam-averaged properties will also
vary with the galactic environment, including factors such as star
formation efficiency, metallicity, turbulence, and so on. Thus, the
value of β is most likely not constant over a full galaxy, but
rather depends on grain size, structure, distribution and chem-
ical composition. A detailed discussion of the fundamentals is
provided by Ossenkopf & Henning (1994). Observational con-
straints for Milky Way clumps are summarised by Juvela et al.
(2015a,b). For particles small compared to the wavelength and
non-changing optical constants, βwould take the value of 1 from
absorption in the Rayleigh limit (Krügel 2003). However, for any
real material, this must break down at long wavelengths due to
the integrability of the Kramers-Kronig relation for the optical
constants. Ossenkopf & Henning (1994) showed that this leads
to β = 2 for the bulk absorption in the millimetre regime and
beyond, but shallower spectra with β = 1 . . . 2 were discussed
for large coagulated grains in the wavelength range covered by
Herschel. The range for β derived from observations lies
between 1 and 2.5 (Chapin et al. 2011; Casey et al. 2011;
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Boselli et al. 2012). Boselli et al. (2012) found that β . 1.5 pro-
vides a better fit for metal-poor, low surface brightness galaxies.

For M33, dust properties have been extensively stud-
ied (Boquien et al. 2011; Xilouris et al. 2012; Tabatabaei et al.
2014; Relaño et al. 2016, 2018). While Xilouris et al. (2012)
assumed β = 1.5 for M33, Tabatabaei et al. (2014) derived a
variable emissivity index for the cold dust component, which
decreases along the galactocentric radius from β = 2 in the cen-
tre to β = 1.3 in the outer disk. This might reflect the com-
plexity of the grain properties in more detail. Tabatabaei et al.
(2014) applied a two-component modified blackbody fit to the
SED using Spitzer and Herschel data ranging from 70 to 500 µm.
The two-component model was solved for the dust temperature,
β parameter and dust surface density.

With the emissivity index (Fig. B.2) and dust temperature
map (Fig. B.3) from Tabatabaei et al. (2014) which we use here,
the corresponding κ0 in the dust opacity law (Eq. (10)) will also
vary pixel-by-pixel. The dust emission cross-section per H-atom,
σH, can be related to the optical depth, τν, and total column den-
sity by (see Sect. 3.1, Eq. (13)):

τν = σH NH = I250 µm/Bν(Td) , (14)

where I250 µm is the specific intensity of the SPIRE 250 µm map
and σH is given in Eq. (13).

Considering only regions with no or low CO emission allows
us to avoid any assumptions on the CO-to-H2 conversion fac-
tor XCO. We therefore exclude regions above the 2σ level of
the CO emission for the calculation of κ0 pixel-by-pixel, sug-
gesting that the total hydrogen column density NH is dominated
by the atomic hydrogen column density NH I. Using the relation
κ0(λ/250 µm)−β µm mH = σH, Eq. (14) can then be re-arranged
as follows:

κ0 ≈
I250 µm

(λ/250 µm)−β µm mH NH IBν(Td)
, (15)

which simplifies to

κ0 ≈
I250 µm

µm mH NH IBν(Td)
. (16)

With this approach, we get some cavities in the κ0 map,
where the CO emission exceeds its 2σ level (Fig. B.1). To
fill these void regions, the machine learning interpolation tech-
nique KNNImputer from the scikit-learn Python package is
employed (Pedregosa et al. 2011), as explained in Appendix B.
The resulting κ0 map, which incorporates the interpolated values,
is displayed in Fig. 2.

At the edges of the galaxy, the κ0 values fall below
0.02 cm2 g−1, while in some regions around the two main spi-
ral arms, very high values are reached (red in the colour scale
of Fig. 2) due to low H I column densities. From these regions,
some interpolated values of κ0 within the cavities in Fig. B.1
yield excessively high values in the molecular phase, resulting in
negligible H2 column density in a few areas, such as the south-
ern central part of M33. This occurs where the H I column den-
sity rapidly decreases, causing an exceptionally high value of κ0
(see Eq. (16)). This sharp transition in H I column density cor-
responds to a fast drop to the noise level of H I column density.
Hence, our interpolation assigns very high values of κ0 to areas
where the CO emission exceeds the 2σ level. This is due to our
assumption of a non-changing κ0 and a lack of additional infor-
mation on how κ0 should behave.

However, since we know that H2 must exist in these regions,
we conclude that these κ0 values are too high. Testing with differ-
ent values of κ0 manually reveals that a range of approximately
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Fig. 2. κ0 map obtained as described in Sect. 3.2. Note that the DGR is
included in the notation of κ0. CO contours at the 2σ level are overlaid
on the map.

0.03 to 0.04 cm2 g−1 provides a lower limit for the H2 column
density. To set the excessively high values of κ0 in a few regions
to lower values, we calculate the median of the interpolated val-
ues after a first interpolation with KNNImputer. The median is
∼0.04 cm2 g−1 and is, hence, consistent with the lower limit for
the H2 column density as determined above. The median gives
a robust estimate of the interpolated κ0 values within the molec-
ular phase, while the mean value is too sensitive to outliers (the
excessively high values of κ0). Subsequently, where the edges
of the cavities (at the CO 2σ emission) exceed this median of
0.04 cm2 g−1, we set κ0 = 0.04 cm2 g−1 for those pixels. The
interpolated values from the first interpolation are then discarded
and re-interpolated with these updated κ0 values at the edges of
the cavities at the CO 2σ level. So, only those pixels at the edges
of the cavities (at the CO 2σ level) are updated to the median
value, where κ0 was higher than the median after the first inter-
polation. And then a second interpolation has been applied with
these updated pixels.

This approach results in a more uniformly distributed κ0
within the molecular phase (or where CO exceeds the 2σ level),
especially in the central part of the disk, aligning with our
assumption of a constant κ0, as no further information on the
behaviour of κ0 is available. One might argue for the adoption
of a constant κ0 across the entire interpolated region, since we
‘update’ the values to the median. However, such an approach
would lead to the loss of information in regions that fall below
the median, as exactly these values contribute to the calculation
of the median. Furthermore, since we lack any information on a
lower limit for κ0, we have no additional justification for a uni-
versal update of κ0 throughout the region.
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Previous studies often suffered from assumptions on the XCO
factor, a fixed dust-absorption coefficient or from utilising a con-
stant DGR. Our map intrinsically captures the overall trends on
galactic scales, such as potential variations in the DGR or depen-
dencies on the galactocentric radius. This is achieved by provid-
ing all relevant information on a pixel-by-pixel basis, thereby
rendering the computation of κ0 for each pixel. As a result, the
determination of the XCO factor remains unaffected by assump-
tions, allowing its evaluation while accounting for variations
across the galactocentric radius. We note that the success of the
interpolation technique relies on the assumption that the dust
properties do not change significantly between the atomic and
molecular phases. Further investigations are needed to confirm
its applicability in specific cases.

With the method described above, we generate new high-
resolution column density maps of M33, specifically focusing on
the cold gas. However, accurately determining the final uncer-
tainty of the map is challenging due to the involvement of
multiple factors of uncertainty. Sources of uncertainty are intro-
duced by the provided emissivity index map generated as dis-
cussed in Tabatabaei et al. (2014) and the calculated κ0 map
determined from the emissivity index and the VLA H I map. A
fixed κ0 = 0.038 cm2 g−1 determined as the mean value above
the 2σ CO regions and increased by 20% alters the mean col-
umn density by a factor of less than ∼2 and ∼2.5, respectively,
whereas increasing β by 20% does not change the mean by more
than a factor of ∼0.8. Thus, we consider our generated column
density map to be robust.

For any future reference, we will adopt the following ter-
minology. With ‘inter-main spiral regions’, we refer to the area
roughly inside the white dashed ellipses with a galactocentric
distance of roughly 4 kpc in Fig. 3, excluding the two main spi-
ral arms defined by the 3σ CO contours and the centre. Using the
terms ‘outer region’ or ‘outskirts’ of M33, we specifically indi-
cate the region roughly outside of those ellipses. We note that
the white dashed ellipses are used solely to illustrate our terms
and do not represent any physical means.

3.3. Preparation of the maps

Before running the code implemented to generate the high-
resolution map, we applied a mask to the uneven edges of
the original Herschel maps, which exhibit higher noise due to
the scanning pattern of the telescope. The data obtained from
the archive are absolutely calibrated, incorporating the neces-
sary Planck-offset corrections for the SPIRE observations. They
encompass emissions originating from the Milky Way. Conse-
quently, we derived the average contribution from Galactic emis-
sions in regions beyond the galaxy and subsequently subtracted
the values thus determined from the maps (refer to Table A.1
in Appendix A for an overview of the background root-mean-
square (rms) values). This procedure aligns with the method-
ology employed by the HerM33es consortium (Xilouris et al.
2012). The intensity units for all maps have been converted to
MJy sr−1. Subsequently, we reproject and re-grid all maps to
the central coordinates and grid pattern of 6′′ of the SPIRE
250 µm map. The ensuing algorithm, outlined below, has then
been applied to these reprocessed maps.

3.4. Method I: Dust column density map from SED fits to
Herschel maps

This method requires several steps, which are described in the
following sub-subsections.

3.4.1. Spatial decomposition

The conventional approach employed to generate column den-
sity maps from Herschel observations, primarily applied to
Galactic data, involves fitting the dust temperature, Td, as well
as β and the surface density, Σ, via a one-component greybody
function (modified Planck function) pixel-by-pixel to the SED
derived from the flux densities within the wavelength range of
160 to 500 µm. To allow for this, all flux maps are subject to
smoothing, aligning them with the 500 µm map’s resolution of
36′′, which serves as the lowest common resolution for the fit-
ting process. Consequently, the resultant map adopts this resolu-
tion (e.g. André et al. 2010). An alternative technique for obtain-
ing a higher angular resolution column density map at 18.2′′,
introduced by Palmeirim et al. (2013), is based on a multi-scale
decomposition of the flux maps and has not yet been employed
for extragalactic observations.

Imaging maps can be considered a superposition of emis-
sions at many different spatial scales (e.g., Starck et al. 2004).
For this reason, attempts have been made to describe the inter-
stellar medium (ISM) as a two-component system, consisting of
a more diffuse self-similar fractal component and a coherent,
filamentary component (Robitaille et al. 2019), or as a multi-
fractal system (Elia et al. 2018; Yahia et al. 2021). Methods to
separate these structures are often based on wavelet, ridgelet
and curvelet transforms. To create a high-resolution column den-
sity map, one must reverse this approach and construct a map
from higher resolution sub-maps that still contain individual
spatial scales, involving SED fits at different wavelengths. In
the following, we outline the method presented in Appendix A
of Palmeirim et al. (2013).

The high angular resolution (high-res from now on) map of
the gas surface density distribution Σhigh at 18.2′′ is given by:

Σhigh = Σ500 +
(
Σ350 − Σ350 ∗G500_350

)
+

(
Σ250 − Σ250 ∗G350_250

)
,

(17)

where Σ500, Σ350, and Σ250 are the gas surface density distribu-
tions4 at the angular resolution of their corresponding Herschel
bands, i.e. 36.3′′, 24.9′′, and 18.2′′, respectively, and Gλc_λo are
the Gaussian kernels of width

√
θc

2 − θo
2 for the convolution,

commonly denoted as ∗. The beam at the required resolution is
specified by θc and the beam at the original resolution by θo so
that the widths are

G500_350

√
36.32 − 24.92 and (18)

G350_250

√
24.92 − 18.22 . (19)

The surface density maps are obtained with the following
procedure:

– Σ500 is calculated by smoothing the 160, 250, and 350 µm
maps to the resolution of the 500 µm band (36.3′′) and then
performing a greybody fit (see below) to the band 4 data.

– Σ350 is obtained by smoothing the 160 µm and 250 µm maps
to the resolution of the 350 µm band (24.9′′) and then per-
forming a greybody fit to the band 3 data.

– Σ250 is made by smoothing the 160 µm map to the resolution
of the 250 µm band (18.2′′) and then performing a greybody
fit to the band 2 data.

All maps are re-gridded onto the same raster of 6′′
after the smoothing process. In the original method by

4 We utilise Herschel dust data, incorporating an intrinsically included
DGR in κ0, thereby obtaining instantaneously gas surface densities.
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Palmeirim et al. (2013), the temperature was obtained from the
colours in the SED fits of Σ500 and Σ350, while it was fixed
using the 250/160 µm flux ratio for Σ250. Here, we adopt a
slightly different approach, using the temperature map provided
in Tabatabaei et al. (2014) to determine Σ250 (Fig. B.3). This
choice is motivated by the presence of stronger noise features
in the flux ratio map at the outskirts of the galaxy compared to
the method utilising the temperature map from Tabatabaei et al.
(2014). Being consistent with the β and κ0 values for the dust
provides another advantage. Nonetheless, we determined the
colour temperature map using the flux ratio applying Brent’s
method5 within the scipy package ‘brentq’ and compared with
the results employing the temperature map of Tabatabaei et al.
(2014). The differences in the final column density maps are
small, especially in the central regions of the galaxy and within
the spiral arms. The temperature map from Tabatabaei et al.
(2014) has an angular resolution of 36′′ and represents the cold
component of the dust (as shown in the left panel of their Fig. 9).
The authors conducted a two-component modified blackbody
fit using Herschel wavelengths of 70, 100, 160, 250, 350, and
500 µm with distinct cold and warm dust components. The tem-
perature maps obtained from the SED fitting are presented in
Fig. C.1. We revisit this fitting procedure in Sect. 4.

The final map of the gas surface density distribution, denoted
as Σhigh, achieved at a (high) resolution of 18.2′′, is determined
by Eq. (17). This equation entails the summation of the interme-
diary outcomes stemming from all preceding stages. In practical
terms, this signifies that the process commences with the map
derived from 500 µm measurements. Subsequently, the informa-
tion lost during the smoothing process to transition from the
resolution of the 350 µm map to that of the 500 µm map is reinte-
grated. Following this, the spatial information of the data lost due
to the smoothing procedure when transitioning from the resolu-
tion of the 250 µm map to that of the 350 µm map is incorporated
in a similar way.

The angular resolution for both the provided βmap (Fig. B.2)
and the corresponding dust temperature map (Fig. B.3) is 36′′.
We did not observe any broad variations in β and Td over a few
beam sizes across the map, suggesting that our final hydrogen
column density map at a resolution of 18.2′′ is unlikely to be
significantly affected by the lower resolution input maps. Fur-
thermore, considering Eq. (17), it is evident that the primary con-
tribution to the final hydrogen column density map of method I
arises from the SPIRE 250 µm map. In this context, β does not
play a role, since the reference wavelength of κ0 is determined at
250 µm. Our approach is notably more sophisticated than using a
constant value for β over the entire galaxy, as is often done in the
literature (e.g. Braine et al. 2010b). The uncertainty in the final
dust column density map is estimated to be around 20%, follow-
ing the arguments given in Könyves et al. (2015), which discuss
in detail the various error contributions for maps produced using
the Palmeirim et al. (2013) method. It is likely that our error is
reduced due to our approach of not utilising fixed β and κ0 val-
ues, although we do maintain a cautious estimate of 20%.

3.4.2. SED fit to the data

A pixel-by-pixel greybody (also expressed as modified black-
body) function fit is performed using Eq. (10). Assuming opti-

5 Brent’s method (Brent 1973) is an iterative approach for determin-
ing a root, combining the bisection method, the secant method, and
the inverse quadratic interpolation. From the combination of these tech-
niques, Brent’s method has a faster convergence rate and greater robust-
ness compared to using each individual method alone.

cally thin emission, the frequency dependent surface brightness
Iν is given by the Planck function, Bν(Td), the surface density,
Σ, and the dust opacity, κg(ν), per unit mass (total mass of gas
and dust). Each SED data point fit was weighted by 1/σ2, where
σ corresponds to the calibration errors relevant for the Herschel
bands. We assume an error of 20% of the intensity in the 160 µm
and 10% for the SPIRE bands. These values are motivated
by Galactic studies (Könyves et al. 2015) and are larger than
those given in a recent work of Clark et al. (2021) who also fit
Herschel flux maps of M33 to obtain column densities.

To perform the SED fits, we use the absorption coefficient
and emissivity index maps as shown in Figs. 2 and B.2 at each
computational step with the respective wavelengths to obtain
Σ500, Σ350 and Σ250. Integrating these maps into Eq. (17) and per-
forming the convolution then gives the high-res map, as shown
in the left panel of Fig. 3. Subtracting the H I component from
this map produces the H2 column density map displayed in the
left panel of Fig. 4. We note that the formal χ2 values from the
fitting procedure are very low. We also checked the SED fit itself
by eye at a number of randomly selected positions in the map
and found no noteworthy outliers for the four wavelength data
points.

Fitting βwith a variable κ0 would result in different values for
β. However, we avoid using the possibly wrong assumption of a
fixed DGR. Instead, we establish the dependency of this param-
eter on galactocentric radius intrinsically6, which is integrated
into our definition of κ0 (see Sect. 3.1). Given that β is corre-
lated with star forming molecular gas (Tabatabaei et al. 2014),
this correlation should still be maintained with a variable κ0. We
therefore compare the above mentioned SED fits with the hydro-
gen column density maps with another fit over a small region
around NGC 604, where we set β as a free fitting parameter
while employing our variable κ0. This reproduces approximately
the β map determined in Tabatabaei et al. (2014) (see Fig. D.1).
The region covers both the atomic and molecular phases, with
differences in β mostly below 0.2. The highest differences are
located in the atomic phase, where our column density maps
of molecular hydrogen are not affected anyway. However, the
main drivers for the differences presumably arise from employ-
ing a one-component over a two-component modified blackbody
fit, which includes a larger dataset. Additionally, different fitting
parameters cause a non-unique solution for β. Nevertheless, as
our simple fit reproduces approximately the same β values, we
consider our approach to be self-consistent, despite the fact that
the β map has been determined with a constant κ0.

3.5. Method II: Column density map from SPIRE 250 µm

The SPIRE 250 µm flux density map allows for the determi-
nation of the total hydrogen column density using Eq. (12) at
an identical angular resolution of 18.2′′ as in method I. This
approach offers a simpler and more straightforward calculation
and can be compared to the high-res map obtained with method
I described in Sect. 3.4 and thus serves as a consistency check.

As for method I, we use the information of the β and κ0 maps
at each pixel as described in Sect. 3.2 as well as the dust temper-
ature map at each pixel from Tabatabaei et al. (2014), as shown
in Fig. B.3. The resulting total hydrogen column density map
is presented in Fig. 3 (right). Estimating the error of the dust
column density map obtained with method II is not straightfor-
ward. Due to the utilisation of only one single band, the formal

6 Thus, the variability of DGR must be considered in addition to the
variability of κ0.
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Fig. 3. Total hydrogen column density maps obtained via methods I and II. Left: high resolution NH total gas column density map obtained from
the Herschel maps of M33 at 18.2′′ angular resolution using the βmap from Tabatabaei et al. (2014) with method I. Right: total gas column density
map NH obtained from the Herschel SPIRE 250 µm map of M33 with method II at the same spatial resolution of 18.2′′, indicated by the circle
in the lower left corner. CO contours (as of Fig. 1) are overlaid in both maps. The white dashed ellipses mark roughly the regions we refer to as
‘inter-main spiral’ region or “outskirts”.

error introduced by the flux uncertainty is low. However, relying
solely on one wavelength is inherently less reliable compared to
a full SED fit across multiple wavelengths. Therefore, we can
only presume that the uncertainty associated with the resulting
NH map is of 30%.

Finally, we also subtract the H I column density (as for our
high-res map obtained with method I) to arrive at an estimate
of the molecular hydrogen column density shown in Fig. 4.
Once more, determining a total error of the NH2 maps obtained
using methods I and II is challenging. Here, the H I observations
introduce an additional uncertainty. Nevertheless, the conversion
of the line-integrated H I intensity into the H I column density
incurs a small error. Consequently, we can conclude that our final
H2 column density maps are accurate up to 20% for method I and
30% for method II.

4. Results and analysis

In this section, we start by presenting the probability distribu-
tion functions of the total hydrogen column density (N-PDFs)
together with the H I N-PDF (Sect. 4.1). We then discuss the dust
column density maps generated with both methods (Sect. 4.2)
and compare them with the CO line-integrated map (Sect. 4.3).
We finish by displaying and discussing the XCO factor map
(Sect. 4.5).

4.1. Hydrogen column density PDFs

Generally, N-PDFs or density (ρ) PDFs are a powerful tool
to describe the ISM and investigate its properties. They form
the basis of star-formation theories (e.g. Padoan & Nordlund
2002; Hennebelle & Chabrier 2008; Federrath & Klessen 2012)
and are commonly employed in dust and line observations for
Galactic and extragalactic sources (e.g. Kainulainen et al. 2009;
Froebrich & Rowles 2010; Hughes et al. 2013; Lombardi et al.
2015; Schneider et al. 2022). Simulations and theory showed
that supersonic isothermal turbulence results in a log-normal
distribution for the ρ- and N-PDF and self-gravity introduces a
power-law tail (PLT) in the distribution at high densities (e.g.
Vazquez-Semadeni 1994; Federrath et al. 2008; Kritsuk et al.
2011; Ballesteros-Paredes et al. 2011; Girichidis et al. 2014;
Jaupart & Chabrier 2020).

We construct N-PDFs for the total hydrogen column den-
sity maps shown in Fig. 3 (with blue error bars calculated using
Poisson statistics Schneider et al. 2015), for the dust-derived
molecular hydrogen column density maps (Fig. 4), as well as
for the CO map converted into NH2 with the derived XCO fac-
tor maps shown in Sect. 4.5.1 for the H I column density map
(Fig. 1, left). In order to compare identical regions in the N-
PDFs, we construct the N-PDFs considering only those pixels,
which exhibit non-blanked values in Fig. 4. Figure 5 displays
these N-PDFs in grey for the total hydrogen column density
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Fig. 4. Molecular hydrogen column density maps obtained via methods I and II. Left: high-res H2 column density map derived using all Herschel
dust data employing method I with CO contours above the 3 and 6σ level of the CO map shown in Fig. 1. Right: H2 column density map derived
from SPIRE 250 µm map with method II. The circle to the lower left represents the resolution of 18.2′′.

along with the dust-derived molecular hydrogen (in pink), the
CO-to-NH2 (in blue and denoted as NH2(CO)) and the atomic
hydrogen NHI-PDF (in green). Given that higher column den-
sity values result in smaller number statistics, and considering
the limited resolution equivalent to 75 pc, we have beam-diluted
column density values, leading to a plateau above ∼2×1022 cm−2

for the N-PDFs. Consequently, we opt to exclude these val-
ues from the analysis. A further increase in angular resolution
would likely distinguish smaller areas, potentially preserving
the power-law tail towards higher values (Schneider et al. 2015;
Ossenkopf-Okada et al. 2016).

Figure 5 suggests, by comparing the total (grey) and atomic
(green) N-PDFs, that the majority of the column density is in the
atomic phase, as the PDFs cover similar column density ranges.
The NH I-PDF shows a sharp decrease towards higher column
densities. Both peaks of the NH2 -PDF and NH I-PDF are consis-
tent with the peak of the total N-PDF, as adding the two peaks
coincides with the total N-PDF peak. For values exceeding the
H I column density (around 4 × 1021 cm−2), Fig. 5 indicates that
these higher column densities are covered by the total N-PDF
as well as the NH2 maps (derived from dust and CO). This sug-
gests the presence of CO-bright molecular hydrogen. However,
the border to CO-dark H2 gas cannot be determined from the
N-PDFs. Both molecular PDFs exhibit a broader width com-
pared to the H I and total column density PDFs, while the dust-
derived NH2 -PDF has the broadest width. This broadness may
suggest the presence of CO-dark gas. Consistently, the derived

NH2(CO)-PDF has a less broad width. The broad width of the dust-
derived NH2 -PDF also arises from subtracting H I from the total
hydrogen column density, a phenomenon generally expected and
discussed in Ossenkopf-Okada et al. (2016). In this study, ‘con-
tamination’ of atomic and molecular gas along the line-of-sight
was investigated, showing that a simple subtraction of a constant
screen is a valid approach for galactic molecular clouds to cor-
rect for this effect, although it leads to broader PDFs and a shift
of the peak column density to lower values. In the case of M33,
the situation is more complex because in many sightlines multi-
ple clouds may overlap within the beam. Note that this does not
lead to several peaks in the PDF (Ossenkopf-Okada et al. 2016),
but to a broader PDF distribution.

Considering the constructed N-PDFs for the whole region, as
described in Appendix E and shown in Fig. E.1, discloses a dif-
ferent error tail for the N-PDFs from methods I and II. For both
methods, the N-PDF shapes above ∼1020 cm−2, approximately
the noise level of the map, are very similar. Below this value, a
slight shoulder is visible, followed by a noise slope towards lower
values for method I, which is absent for method II. This differ-
ence is likely due to the conversion via method II of the 250 µm
map, which involves a conservative, possibly overly high, sub-
traction of the background emission, leading to the absence of
a noise slope for low column densities. In method I, the impact
of the background subtraction is less evident because here an
SED fit is performed and the maps are subtracted to obtain a
final high-res map. As highlighted in Palmeirim et al. (2013),
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Fig. 5. N-PDFs obtained from the various column density maps. Left: N-PDF of the high-res NH column density map derived using all Herschel
dust data employing method I only for non-blanked pixels of Fig. 4. Right: N-PDF of the NH column density map derived with method II for the
same non-blanked pixels of Fig. 4. The green lines show the N-PDF of H I. Here, η is defined by η = ln N

〈N〉 , where N is the column density and
〈N〉 the mean column density.

the noise in this final map is slightly increased. However, due
to this missing error tail from method II, we also see in the NH2 -
PDF in Fig. 5 (right and pink) a sharp decline towards lower
column density.

In both N-PDFs, we observe an excess at high column den-
sities, typically above 1022 cm−2. These data points in the con-
text of the statistical analysis of the N-PDF exhibit significant
uncertainty due to limited statistics and primarily stem from
the most massive GMCs in M33. However, at such high col-
umn densities, we anticipate the onset of gravitational collapse
of the whole GMC, or within larger clumps contained within
them. In such cases, a PLT is expected to emerge, a phenomenon
frequently observed in Milky Way studies (e.g. Lombardi et al.
2015; Stutz & Kainulainen 2015; Schneider et al. 2015, 2022),
which links the PLT to self-gravity.

4.2. Comparison of dust-derived NH and NH2 maps

In the following subsections, we compare the NH maps and sub-
sequently the NH2 maps derived with methods I and II.

4.2.1. Comparison of the NH maps

Figure 3 displays the total column density map (NH = NH I + 2×
NH2 ) derived using both methods I and II. Values exceeding the
maximum threshold of 2.02×1022 cm−2 and 1.81×1022 cm−2 for
methods I and II, respectively, are blanked. The GMC NGC604,
the brightest region in M33, located at RA(2000) = 1h34m40s,
Dec(2000) = 30◦48′, was selected for this threshold. The mean
column densities in both datasets are similar, with values of
1.06 × 1022 cm−2 and 1.23 × 1022 cm−2 for the NH maps of
methods I and II, respectively. Across the entire disk, the NH
maps shown in Fig. 3 exhibit a very similar morphology con-
cerning the definition of the spiral arms, though method I pro-
duces slightly higher column densities in the spiral arms. Since
dust has a lower optical depth at higher wavelengths, such as
500 µm, method I can potentially increase column density, as
it gathers more information from dust emission than method II,

which only uses the SPIRE map at 250 µm. Differences are pri-
marily observed in the extent and smoothness of the diffuse inter-
main spiral arm regions and the outer regions. method II appears to
depict broader regions of gas in these areas of M33, while the map
of method I exhibits higher local peaks, resulting in a more gran-
ular gas distribution. This discrepancy is most likely attributed
to the implementation of the β parameter, which exhibits simi-
lar small-scale structures (as shown in Fig. B.2) and has a more
pronounced impact on the final column density map for method I
compared to method II, owing to differences in methodology (see
Sect. 4.2.2). However, evaluating the authenticity of the small-
scale structure is not straightforward. Additionally, we observe
that in both NH maps, the gas within the western outer region of
the galaxy (dashed grey ellipse in Fig. 6) reaches higher column
densities compared to the eastern half of M33.

However, it is evident from the vast literature of CO maps
of M33 that the galaxy comprises numerous GMCs and smaller
molecular clouds, leading to the expectation of a rather non-
uniform distribution, which is indeed reflected in the map pro-
duced using method I. Figure 6 displays the similarity between
the NH maps obtained with methods I and II in a difference map.
In the vicinity of the CO 3σ contours, method I tends to exhibit
higher column densities. This transfers further into higher col-
umn densities concentrated within smaller regions in the out-
skirts and inter-main spiral regions, with a more rapid decline
toward the edges of a GMC.

Those ‘peaks’ in the total hydrogen column density map
obtained with method I can locally attain values of up to approx-
imately 5 × 1021 cm−2. This observation aligns with what can
be inferred from Fig. 3, where the map derived using method II
presents a more uniform and smooth gas distribution, covering a
broader area with lower “peak” values. The majority of the differ-
ence map shows values close to zero, indicating very similar NH
maps.

4.2.2. Comparison of the NH2 maps

Upon subtracting the H I column density from both NH maps, as
shown in Fig. 4, the spiral arms in the NH2 maps become even
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Fig. 6. (NH,Method I − NH,Method II)/NH,Method II difference map of the dust-
derived total column density maps. The grey ellipse roughly delineates
the area of enhanced emission observed in the western half of M33, as
depicted in Figs. 3 (left) and 4 (left), in contrast to the eastern half.

more distinct, as expected when GMCs form in the gravitational
potential of the spiral arms from more diffuse H I gas. However,
the diffuse gas (region outside the CO 3σ level) is only evident
in the map obtained with method I. As for the NH2 maps, they
have mean values of 2.95 × 1020 cm−2 for method I and 3.10 ×
1020 cm−2 for method II.

While the morphology and overall magnitude of the NH2

maps generated within both methods are quite similar, the most
significant contrast once again arises in the inter-main spiral and
outer regions (see Fig. 4). In method II, the gas in the inter-main
spiral region primarily results in a smoothly distributed gas pat-
tern. In contrast, the map produced by method I reveals a more
granular gas distribution, with higher local peaks in these inter-
main spiral regions. These peaks reach values of approximately
NH2 ≈ 3 × 1020 cm−2. The reason for this discrepancy lies in
the role of the parameter β. In method II, κ0 is determined at
250 µm, so that the fraction in Eq. (12) is always 1. However, in
method I, the situation is different. Here, all four bands spanning
from 160 µm to 500 µm are utilised, leading to a fraction differ-
ent from 1 in three out of four cases. Consequently, the value
of β in the exponent significantly influences the resulting map.
The maps produced by method I closely follow the morphology
of the β emissivity index map in Fig. B.2 and contain additional
information. As therefore β, which correlates with star formation
and molecular gas Tabatabaei et al. (2014), is the main parame-
ter causing this difference of molecular hydrogen gas seen in the
dust-derived map of method I but not in the map of method II
(which is unaffected by β) or CO, we tentatively attribute this
partly to CO-dark gas.

4.2.3. Discussion of caveats and used methods

However, there is a caveat in our assumptions. We utilise the
CO 2σ level to determine our dust absorption coefficient. Within
this level, there is evidently CO emission spread across the entire
disk of M33. As a result, the final dust absorption is overes-
timated, leading to a slight underestimation and hence a lower
limit of the hydrogen column density (cf. Eq. (16)). Thus, there
are a few regions, especially in the northern part of M33, where
no NH2 is left within CO regions above 2σ. With an XCO factor
of 1.8 × 1020 cm−2/(K km s−1) (see below) and the CO 2σ level,
the H2 column density can reach values up to ∼1.3 × 1020 cm−2

in regions equal to and below the CO 2σ level. This is consis-
tent with the mean column densities in the map for these regions,
which fall below the specified threshold. Thus, we attribute this
emission to originate from a non-changing κ0 which is intro-
duced by the assumption. Furthermore, even including CO emis-
sion would still lack information regarding contributions from
CO-dark H2 gas, which also plays a role in Eq. (16). Thus, try-
ing to be as unbiased as possible regarding the CO emission and
its CO-dark H2 gas problem, suggests our approach is reason-
able to use in this regard. We note that for our determination of
the dust absorption coefficient κ0, it is essential for the dust and
gas to be well mixed. While this condition is certainly met in
denser regions of molecular gas, it becomes less certain in the
predominantly atomic phase.

Lastly, method II relies solely on information from a sin-
gle Herschel map, while method I incorporates data from all
four Herschel bands spanning from 160 µm to 500 µm, thus pro-
viding a more comprehensive dataset, particularly concerning
cold GMCs. Furthermore, as the flux maps at wavelengths above
250 µm exhibit a lower dust optical depth, gaining more informa-
tion from the dust emission, the column densities obtained with
method I are more comprehensive. Furthermore, it encompasses
additional information not only originating from the use of the
various Herschel maps, but also from the β map. Method I is
more elaborate to apply, but serves as a valuable tool for gen-
erating column density maps. Notably, it covers the informa-
tion from the emissivity index to a greater extent compared to
method II. Method II is a useful choice when only a single map is
available and still produces satisfactory and comparable results.
This method can be applied to any Herschel flux map; here we
select 250 µm because it provides the best compromise between
high angular resolution and detection of the cold gas component.
Since the N-PDF of method I exhibits a noise tail, which is gen-
erally expected and absent in the N-PDF derived from method II,
we consider method I to be the preferred option over method II,
whenever the required data are available.

4.3. Comparison of the NH2 maps to the CO map

Comparing the dust-derived NH2 maps in Fig 4 with the CO
line-integrated intensity map shown in Fig. 1 (right), all maps
exhibit similar features with the spiral arms in both tracers.
However, there are distinct differences. The emission of NH2

is more prominent in the inter-main spiral regions and extends
further outward, whereas the emission of CO tends to be more
concentrated locally in the inner regions within the main spi-
ral arms. The extended column density observed in the NH2

maps may originate from CO-dark H2 gas, particularly near
GMCs or in the outskirts of the galaxy, where the total hydro-
gen column densities are relatively lower. This is particularly
true for the NH2 map derived using method I. A significant large-
scale correlation between CO emission and H2 column densities
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exists (see Fig. 4 and the CO contour levels). However, this
correlation does not hold consistently at smaller scales for
cases of higher CO emission and both dust-derived NH2 from
methods I and II. This discrepancy is observed in various regions
of the disk.

Since we utilise CO(2 − 1) data, characterised by a higher
critical density of ncrit = 1.1 × 104 cm−3 compared to CO(1 − 0)
with a critical density of ncrit = 2.2 × 103 cm−3 (both at
20 K, Teng et al. 2022), a smaller region of CO(2 − 1) emis-
sion is excited. Therefore, detected GMCs may have smaller
envelopes and a larger proportion of gas could be falsely
attributed to CO-dark gas. However, this potential concern is
likely mitigated by smoothing the CO line-integrated map to
lower resolution, effectively addressing this limitation.

For data points above 3σ in CO, the Spearman coefficients
are ρS = 0.4 and ρS = 0.49 for methods I and II, respectively.
In contrast, the Pearson correlation yields slightly higher coeffi-
cients of ρP = 0.5 and ρP = 0.56 for methods I and II, respec-
tively7. Both correlation coefficients show a positive but only
moderate correlation. One possible explanation could be a too
high κ0 value in the molecular phase, leading to an underestima-
tion of the H2 column density. This suggests that the assump-
tion of a uniform κ0 in both the atomic and molecular phases
may be invalid in these regions, where the assumption treats
κ0 as independent of density. This observation is also reflected
in the Herschel maps presented in Fig. A.1, which display a
better overall correlation between dust and CO emission, but a
weaker correlation (to a smaller extent) in few regions between
regions of high dust and high CO emission. In both cases, the
coefficients show a positive and higher, but still only moder-
ate correlation8. This disparity could potentially account for the
lower correlation of especially higher CO emission with the
molecular hydrogen column density derived from dust in some
regions.

In summary, there are signs suggesting the potential exis-
tence of CO-dark H2 gas. Nonetheless, additional research is
necessary to enhance our comprehension of the relationship
and dynamics between CO and the dust tracers within M33. In
Sect. 5 the results will be compared with the work of Braine et al.
(2010b), who used a similar method to derive gas masses from
the dust in M33.

4.4. The assumption of a non-changing κ0

The composition of dust, and hence the dust absorption coef-
ficient, varies significantly with volume density. Environmental
conditions influence the extent to which various elements deplete
from the gas phase onto dust grains (Jenkins & Wallerstein
2017; Roman-Duval et al. 2021, 2022). Additionally, studies
by Hirashita & Kobayashi (2013) and Aoyama et al. (2020) have
revealed that the size distribution of dust grains is also affected

7 The Spearman correlation coefficient, which is applicable to any
monotonic relationship (linear and non-linear) and data that do not nec-
essarily need to be normally distributed, is more robust against outliers
than the Pearson correlation coefficient. Since the Spearman correla-
tion coefficient works well for both linear and non-linear relations, it
therefore does not distinguish between them. In contrast, the Pearson
correlation requires normally distributed data with a strict linear rela-
tion.
8 For data points above 3σ in CO, the Spearman coefficients are 0.61,
0.66, 0.65, and 0.60 for the PACS 160 µm and SPIRE 250 µm, 350 µm,
500 µm maps, respectively. In contrast, the Pearson correlation yields
slightly higher coefficients of 0.66, 0.72, 0.71, and 0.64 for the PACS
160 µm and SPIRE 250 µm, 350 µm, 500 µm maps, respectively.

by density. While theoretical models (Ossenkopf & Henning
1994; Jones 2018) propose an increasing dust opacity (κ) with
density, empirical evidence from Clark et al. (2019a) suggests
the opposite in nearby galaxies. They observed a decrease in κ
with surface density, following a power-law index of −0.4. In a
recent investigation by Clark et al. (2023), they presented com-
pelling evidence for a changing κ following a power-law index of
−0.4 with surface density in M33. Other studies (Bianchi et al.
2019, 2022) have indicated that the dust surface brightness per
unit gas surface density increases with higher ISM surface den-
sities and higher molecular-to-atomic gas ratios. A similar trend
is observed for the dust luminosity per unit gas mass, implying
that dust shows reduced emissivity in denser environments.

Thus, considering the correlation between the dust-derived
hydrogen column density maps and the Herschel maps in com-
parison to the CO emission, it is reasonable to conclude that
the assumption of a constant κ0 is valid only to a first-order
approximation. However, since we lack the means to indepen-
dently determine the column density before calculating κ0 in
the molecular phase or vice versa, we cannot introduce a model
that adjusts κ0 according to the density. Therefore, it is reason-
able to consider our κ0 as a conservative estimate, representing
a lower limit. In Clark et al. (2023), the variation in the dust-
to-hydrogen ratio, attributed to a changing κ based on density,
spans a range of approximately 2.5. Consequently, scaling κ0
with 2.5 in regions where CO exceeds 2σ leads to a column
density showing a stronger correlation with CO emission. How-
ever, this approach does not account for a power-law relation-
ship with density and can only provide a rough upper limit
representation.

Other potential factors contributing to the observed varia-
tions could arise from variations in dust temperature. Lower
dust temperature could lead to lower H2 column density and
vice versa. However, as illustrated in Figs. B.3 and C.1, the
shift in dust temperature from the dominant H I phase, where
CO is below its 2σ level, to the molecular phase, where CO is
above its 2σ threshold, is negligible. The β parameter may also
contribute to explaining the variations with density. As shown
in Tabatabaei et al. (2014), β correlates with star formation and
the molecular phase; therefore, it may also change between the
atomic and molecular phases. As depicted in Fig. B.2, the param-
eter β does not follow a strong, distinct pattern or shift in its
value between the atomic and molecular phases (CO emission at
the 2σ level). Its values fluctuate, being both low and high within
the spiral arms, as well as in the regions between them and in the
outer disk. In addition, β does not play a role in the map obtained
with method II, as the reference wavelength in κg(ν) matches the
wavelength of the SPIRE map used for method II. Since we still
observe very similar variations in the dust-derived hydrogen col-
umn density map obtained via method II to CO emission, we can
exclude β as the cause of these variations.

4.5. The XCO conversion factor

The XCO factor depends on several factors, including the ambi-
ent radiation field, metallicity, dust content and the evolu-
tionary state of the galaxy in terms of star formation (cf.
e.g. Bolatto et al. 2013). Notably, Offner et al. (2014) derived
strong fluctuations in XCO depending on the ambient FUV flux.
In regions with high FUV fields, CO can be readily photo-
dissociated, making it a poor tracer for H2 (Kaufman et al. 1999;
Kramer et al. 2004). Moreover, Israel (1997) suggested a linear
correlation between XCO and the total infrared (TIR) luminosity,
LTIR, over a wavelength range from 1 µm to 1 mm.
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Fig. 7. XCO factor (ratio) maps of methods I and II. Determined as the
dust-derived H2 column density over CO intensity determined at each
position in both maps of M33 at 18.2′′ and scaled with the CO( 2−1

1−0 ) ratio
to the CO(1 − 0) intensity of method I (top) and method II (bottom). The
two ellipses correspond to an equivalent circular radius of 2 and 4 kpc.

4.5.1. Determination of the XCO factor (ratio) map

With both a dust-derived H2 column density map and a CO inte-
grated intensity map at our disposal, we can create an XCO factor
(or ratio) map. This process involves dividing the values on a
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Method II:
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XCO(1−0),fit = 1.7× 1020 [cm−2/(K km s−1)], σ = 0.33

Fig. 8. Distribution of the XCO conversion factor from methods I and
II in blue and green, respectively. The XCO(1−0) conversion factors of
Fig. 7 and their standard deviations are given in the panel. A log-normal
Gaussian fit is shown in the corresponding colours for methods I and II.

pixel-by-pixel basis in the dust-derived H2 column density maps
by their corresponding values in the line-integrated CO(1 − 0)
map. We apply a scaling factor of 0.8 based on the average
CO(2 − 1)/CO(1 − 0) line ratio as discussed in (Druard et al.
2014) in order to obtain the CO(1 − 0) map9. This ratio typically
ranges between ∼0.5 and ∼1.5.

The resulting XCO factor maps are visualised in Fig. 7. Both
XCO maps trace the primary spiral arms of M33. The low-
est values are around 1019 cm−2/(K km s−1) in the outer region,
whereas the highest values are found in NGC604 and parts of
the southern spiral arm, exceeding 1021 cm−2/(K km s−1). This
observation is expected, as the lower CO emissions in the outer
regions are predominantly optically thin, while the GMCs are
optically thick, resulting in higher values.

Figure 7 also reveals distinct spatial variations of the XCO
values within M33 in the two maps created via methods I and II.
Although this variation is very large, a variability is expected, as
the CO-to-H2 ratio naturally varies across the ISM of any galaxy
which has been emphasised by Bolatto et al. (2013) and in recent
studies (Ramambason et al. 2023; Chiang et al. 2024) as well.

In order to compare to the XCO values given for M33 in the
literature, we derived an XCO value from a binned histogram.
Additionally, we performed scatter plots and a radial line profile
(in Appendix F) to systematically explore the potential radial
dependence of XCO.

4.5.2. Analysis of the derived XCO factor

Histogram analysis. Figure 8 displays the histogram of the
XCO conversion factor for all pixels exceeding the 3σ threshold
of the data, as seen in the ratio maps in Fig. 7. Both distributions
exhibit a slightly skewed Gaussian profile when viewed on a loga-
rithmic scale. The standard deviation is large and close to the mean
values for both methods, see Fig. 8. We performed a log-normal
fit resulting in similar values of 2.1 × 1020 cm−2/(K km s−1) and
1.7 × 1020 cm−2/(K km s−1) for methods I and II, respectively.

Scatter plot analysis. The scatter plot analysis is presented
in Fig. 9, exclusively for data points where CO emission exceeds

9 The background is that the virial theorem was originally applied to
determine total mass from the velocity dispersion of a cloud and corre-
lated to the integrated 12CO line intensity (Bolatto et al. 2013) to obtain
XCO. This approach was suitable even for the optically thick case of CO
lines.
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Fig. 9. Scatter plots of the dust-derived column density and CO(1 − 0)
intensity determined for both maps of M33 at 18.2′′. Grey data points
correspond to those excluded in the fit. Top: scatter plot of method I.
Bottom: scatter plot of method II. The estimated error of each individual
data point is conservatively estimated to be 30%.

the 3σ threshold. Data points within a galactocentric radius of
2 kpc are coloured in green and those beyond 2 kpc in purple.
The ellipses outlining the data points used in the fit are presented
in Fig. 7.

A linear fit to all data points yields values of (1.6 ± 0.7) ×
1020 cm−2/(K km s−1) and (1.9 ± 0.7) × 1020 cm−2/(K km s−1)
for methods I and II, respectively. In the central region, rela-
tively low values of 1.3(±0.4)−1.8(±0.4)×1020 cm−2/(K km s−1)
from both methods are obtained for a galactocentric radius
within 2 kpc. Focusing solely on the outermost points
(beyond 4 kpc) provides values around 1.4(±0.9)−1.6(±1.1) ×
1020 cm−2/(K km s−1). These numbers do not result in a clear
dependence of the XCO on the galactocentric radius.

The scatter is large and both correlation coefficients of
Pearson and Spearman only yield moderate correlations for
methods I and II (see Fig. 9). Especially, higher CO emission
does not consistently correlate with an increased H2 column den-
sity (see also Sect. 4.3).

4.5.3. Discussion of the XCO factor

For simplicity, a single XCO factor is commonly employed in
the literature. Previous studies (Gratier et al. 2010; Druard et al.
2014) have utilised a constant conversion factor of XCO(1−0) =

4 × 1020 cm−2/(K km s−1) for M33, which is twice the value
employed for the Milky Way. This choice is based on the
assumption that M33 possesses half the solar metallicity and that
all other factors affecting the conversion factor such as the ambi-
ent radiation field or the optical depth of the CO emission lines,
are similar to those of the Milky Way.

M33’s XCO relation to the Galactic value. However, when
calculating the mean value of our XCO maps and conducting
log-normal fitting, as well as a scatter plot analysis, we observe
a contradiction to this assumption. The mean values appear to
be below the Galactic value, and the scatter of the XCO values
is within the same order as the mean values. Our findings are
consistent with those of Ramambason et al. (2023), who noted
that low-metallicity galaxies can display XCO factors as low as
the Galactic value, coupled with an increasing dispersion of the
conversion factor as metallicity decreases. Our results suggest a
complex connection between the conversion factor and associ-
ated physical properties.

Braine et al. (2010b) determined an overall factor of
XCO(1−0) = 2.1 × 1020 cm−2/(K km s−1) through a scatter plot
analysis of dust column density and CO line intensity10, reveal-
ing also a value close to the Galactic value. While they as well
find a lowered XCO value within 2 kpc of XCO(1−0) = 1.5 ×
1020 cm−2/(K km s−1), their value beyond 2 kpc is higher with
a value of XCO(1−0) = 2.9 × 1020 cm−2/(K km s−1). They argue
that different regions within the galaxy, particularly the inner and
outer areas, may exhibit distinct conversion factor values. Our
results support this finding with regard to the scatter plot analy-
sis (see Fig. 9). Figure 7 reveals lower values in the outskirts in
comparison to the central region of M33.

This spatial variation does align with the expected rela-
tionship between the ambient radiation field and the XCO
value (Bolatto et al. 2013), as the central region experiences
a more intense radiation field in contrast to the outer regions
along the galactocentric radius. A possible explanation is an
increased optical depth of the CO emission towards the centre, as
the optically thin CO emission correlates more effectively with
H2 column density. This is supported by Druard et al. (2014),
who observed broader line profiles of CO when successively
approaching the centre.

Connection between enhanced metallicity and the XCO
factor in the south. A large scatter in metallicity in M33 has
been reported, which is unexplained by abundance uncertain-
ties (Magrini et al. 2010). The peak in metallicity has been
identified in the southern region of M33. Since the XCO factor
is expected to decrease with increasing metallicity, we should
observe lowered XCO values in the southern region, assuming no
substantial variations in other influencing factors of XCO, such
as the ambient radiation field. However, our observations do not
indicate a significantly lower XCO factor in this area. We derive a
mean value of 1.60 × 1020 cm−2/(K km s−1) for the northern part
and 1.96 × 1020 cm−2/(K km s−1) for the southern part, respec-
tively, using method I. For method II, these values are slightly

10 Braine et al. (2010b) use a line ratio of CO( 2−1
1−0 ) = 0.7 as determined

in Gratier et al. (2010), who used the incomplete CO map from the
IRAM Large Program. We use, however, the determined line ratio of
CO( 2−1

1−0 ) = 0.8 by Druard et al. (2014), who employed the full CO map
of M33.
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lower, at 1.43 × 1020 cm−2/(K km s−1) for the northern part and
1.68 × 1020 cm−2/(K km s−1) for the southern part, respectively.
Although the values in the southern region are marginally higher,
they still fall within the broad standard variation, thereby lacking
the statistical power to account for the observed small difference
or a systematic increase in metallicity in the southern region.

While the variability of the XCO factor in general can
be attributed to fluctuations in metallicity within M33, vari-
ations in dust content and star formation rates also play a
role (Bolatto et al. 2013). Moreover, the XCO factor is further
influenced by the ambient radiation field. For instance, if we con-
sider a scenario where all other factors remain constant but the
radiation field decreases with increasing galactocentric radius,
the XCO factor would be expected to decrease correspondingly.
Nevertheless, the intricate interplay of these processes, as dis-
cussed earlier, results in a complex relationship where all factors
concurrently influence the XCO factor. Investigating and differ-
entiating the individual contributions of these processes to the
observed variations in the XCO factor are beyond the scope of
this study.

Caveats of the methods and consequences of the results.
While the scatter fit in Fig. 9 shows a potential correlation
between CO emission and H2 column density, the log-normal fit
and histogram presented in Fig. 8 illustrate the distribution of the
previously computed XCO factor and the frequency of different
values. Moreover, the radial profile in Appendix F is constructed
by averaging the data points within a distance of 100 pc along the
galactocentric radius. Each of those bins exhibit a higher scatter
in the XCO values compared to all the pixels in the XCO maps.
Furthermore, their contribution on the overall average decreases
as the galactocentric radius increases, given that they consist of a
significantly smaller number of data points in comparison to the
entire dataset. This helps elucidate the difference in the results
obtained from the methods used to determine the XCO factor.

We emphasise that the range of the XCO factor (Fig. 8) is
broad. For all methods used to calculate the XCO factor, the stan-
dard deviation is close to the determined mean value, indicating
a substantial and wide variation of this parameter. Consequently,
assuming a constant XCO factor, as is often practised in other
studies, can lead to results that differ by an order of magnitude
and are insufficient for ensuring reliable outcomes.

5. Discussion and comparison of the H2 column
density maps with other studies

In this section, we present our results for the construction
of hydrogen column density maps of M33 with the two dif-
ferent methods presented above in context with other studies
such as those of Braine et al. (2010b), Tabatabaei et al. (2014),
Gratier et al. (2017), Clark et al. (2021). An overview of the
parameters used and their characteristics is provided in Table 1.

Braine et al. (2010b) made no assumptions regarding the
XCO factor and a variable dust absorption coefficient κ0 (along
with a variable dust-to-gas ratio) is determined similar to our
approach. However, they only employ a fixed emissivity index β
throughout the whole disk and a fixed κ0 inside the galactocentric
radius of 4 kpc, while in our case, κ0 and β vary on a pixel-by-
pixel basis throughout the disk. The molecular hydrogen column
density map of Braine et al. (2010b) has a lower angular reso-
lution (approximately 40′′) due to the application of the simple
canonical SED fit to all Herschel flux maps. It is also worth not-
ing that the CO map used by Braine et al. (2010b) was incom-

plete and covers an area of approximately 2/3 of the final map
of Druard et al. (2014) used here.

The primary focus of the study by Tabatabaei et al. (2014)
lies on the emissivity index. For this purpose, the absolute value
of the column density is not considered, and hence, they use a
fixed dust absorption coefficient that does not bias the fitting of
the emissivity index β.

Gratier et al. (2017) employed an H I dataset from Gratier
et al. (2010) to derive the dust absorption coefficient in a manner
similar to Braine et al. (2010b) and our present study for the pur-
pose of calculating the total column density of hydrogen. They
also utilised the same IRAM CO(2 − 1) map as we did for this
purpose. However, the emissivity index β is only used with a
radial dependence, rather than on a pixel-by-pixel basis. They
solved for an XCO factor and a gas-to-dust ratio (GDR) in their
analysis of the molecular content, presenting radial trends. The
angular resolution of their maps is approximately 25′′ or about
100 pc, due to the utilisation of a canonical one-component mod-
ified blackbody SED fit.

Clark et al. (2021) employed a broken-emissivity modified
blackbody model to account for the sub-millimetre excess,
which arises relative to a canonical β = 2 at longer wavelengths
in the Rayleigh-Jeans regime, specifically around the 500 µm
Herschel data point. They determined different values of β for
this purpose. However, this variation in β only affects the data
points where the sub-millimetre excess is modelled and is not on
a pixel-by-pixel basis. They note that the sub-millimetre excess
for M33 is relatively small (Clark et al. 2021). For the dust-
derived column density map of atomic hydrogen, they used a
fixed dust absorption coefficient, with the value determined for
the Large Magellanic Cloud. Additionally, they applied a fixed
XCO factor using the Galactic value. Both atomic and molecular
phases were combined to produce a total surface density map,
but this approach does not account for CO-dark H2 gas. The
resulting map has the same resolution as the Herschel 500 µm
map, approximately 40′′ or about 150 pc.

Despite of the differences in the calculation of column den-
sities, all final maps as listed in Table 1 agree to within the same
order of magnitude. In comparison to other studies, our meth-
ods have the advantage that the hydrogen column density maps
are determined on a pixel-by-pixel basis, providing the highest
angular resolution among them.

6. Conclusion and summary

We have generated dust-derived hydrogen column density maps
using Herschel flux data of M33 with two methods. Method I
follows the procedure outlined by Palmeirim et al. (2013) and
employs an SED fit to the 160 µm to 500 µm data. It benefits
from combining additional Herschel data at longer wavelengths,
where the dust typically has lower optical depths. Method II
transforms the 250 µm SPIRE map into a hydrogen column
density. For both maps we incorporated the emissivity index
β map and a temperature map of the cold dust component
from Tabatabaei et al. (2014). With the H I map of Gratier et al.
(2010) in addition, we calculated a variable κ0 map on a pixel-
by-pixel basis, thereby providing all parameters of the dust opac-
ity law for each pixel. This approach circumvents the need for
assumptions regarding the XCO factor, dust-to-gas ratio (such
as constant values for both) or the dependency on the galacto-
centric radius. The variability and dependencies of these fac-
tors are intrinsically encompassed through our computation of
κ0 and the utilisation of the provided β map. We note that the
DGR is inherently included in our definition of κ0. Subsequently,
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Table 1. Parameters used to calculate column or surface densities of molecular hydrogen in several studies of M33.

Study κ0 β DGR XCO factor Resolution

Braine et al. (2010b) Pixel-by-pixel13 Fixed Pixel-by-pixel Pixel-by-pixel 40′′
Tabatabaei et al. (2014) Fixed Pixel-by-pixel Fixed – 40′′
Gratier et al. (2017) Pixel-by-pixel Only radially Only radially Only radially 25′′
Clark et al. (2021) Fixed Fixed Fixed Fixed 40′′

This study Pixel-by-pixel Pixel-by-pixel Pixel-by-pixel Pixel-by-pixel 18.2′′

Notes. The other studies either employed fixed parameters values or implemented them only partially on a pixel-by-pixel basis. Furthermore, these
studies attained a relatively coarser spatial resolution.

we subtracted the H I contribution from the two NH maps by
transforming the VLA H I integrated intensity map to an H I
column density map to create maps of molecular gas column
densities, NH2 .

Our column density maps of total and molecular hydrogen
are consistent in the order of magnitude compared to other stud-
ies (Braine et al. 2010b; Gratier et al. 2017; Clark et al. 2021).
Overall, the results obtained from method II confirm those
derived by employing method I. Nevertheless, the results
obtained using method I demonstrate a rise in H2 column den-
sities, manifesting as granular gas distributions in M33’s inter-
main spiral and outer regions, which we cautiously propose may
stem partially from CO-dark gas. Both methods display compa-
rable hydrogen column density N-PDFs. We tentatively fit log-
normal distributions at low column densities and a power-law tail
at high column densities, which may indicate gravitational col-
lapse of the dense gas in the GMCs. The high-column density
part of the total hydrogen N-PDF likely arises from CO-bright
H2 gas, since the molecular N-PDFs from dust and CO cover
the same range. The parts of CO-dark gas in the N-PDFs cannot
be determined. We caution that the interpretation of extragalatic
N-PDFs is challenging due to the sampling of many molecular
clouds along the line-of-sight14.

Furthermore, our investigation of the XCO factor leads to
consistent results falling within the standard deviation for each
method. Remarkably, the XCO factor is about half as large as the
value observed in the Milky Way when considering the result
from the scatter fit. This stands in contrast to prior assumptions
claiming that the XCO factor should be twice that of the Galactic
value (Druard et al. 2014; Gratier et al. 2017). Notably, the dis-
persion of the XCO factor can extend beyond one order of mag-
nitude, rendering the assumption of a constant XCO factor even
more questionable.

To conclude, we demonstrate the robustness and applica-
bility of method I in producing reliable results using extra-
galactic data, enabling us to present a previously unachieved
and unprecedented NH and NH2 map of M33 with a remark-
ably improved angular resolution of 18.2′′. This map reflects the
dependency on important influencing factors such as the dust-to-
gas ratio, dust opacity law, and the XCO factor on a pixel-by-pixel
basis. In a follow-up paper (in prep.), we apply Dendrograms on
this column density map of method I to extract cloud structures.
This will enable us to derive and explore various physical proper-
ties of these clouds, including number density, mass, size, mass-
size relation, and mass spectra. By comparing our findings with
existing Milky Way data, we aspire to provide a more compre-

13 Only beyond a galactocentric radius of 4 kpc.
14 The line-of-sight effects depend on the inclination, which is 56◦ for
M33.

hensive understanding of cloud properties and dynamics across
diverse environments.

Data availability

All final data products are available at the CDS via
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A+A/688/A171
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Appendix A: Background Correction for Herschel
Fluxes and Herschel Flux Maps

Table A.1 shows the mean, rms, minimum and maximum inten-
sity of the background for the Herschel dust maps at wavelength
160 µm, 250 µm, 350 µm and 500 µm. The mean values have
been subtracted from each corresponding dust map prior to pro-
cessing into the high-res column density map. Figure A.1 shows
these Herschel maps at their original resolution in MJy sr−1. We
note the different scales in the colour bars for the 160 µm map
compared to the other maps.

Table A.1. Basic statistics of the Herschel dust maps.

Map mean rms min max
160 µm (PACS) −0.126 7.081 −53.004 125.930
250 µm (SPIRE) 3.357 0.856 0.319 31.099
350 µm (SPIRE) 2.337 0.460 0.847 8.992
500 µm (SPIRE) 1.101 0.225 0.262 2.512

Notes. Mean, rms, and minimum and maximum intensity of the back-
ground of the Herschel dust maps. The mean values have been sub-
tracted from the dust intensity maps before further processing to pro-
duce high-res column density maps. All values are given in MJy sr−1.
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Fig. A.1. Herschel flux maps in MJy sr−1 at the four observing wavelengths with overlaid CO contours at 3σ, 6σ, and 12σ.
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Appendix B: κ0 map before filling and
complementary maps

KNNImputer uses data from k-Nearest neighbouring pixels for
computing their mean and substituting missing values with
this information. It employs the Euclidean distance metric to
assess the proximity of neighbouring data points, assigning equal
importance to each. Assuming that there are no significant vari-
ations in the dust characteristics between the atomic and molec-
ular phases of hydrogen, the KNNImputer method fills the gaps
in the κ0 map by considering k = 5 pixels located at the bound-
aries of the cavities depicted in Fig. B.1, where the CO emission
reaches the 2σ threshold. For comparison, the κ0 map before fill-
ing with KNNImputer is shown in Fig. B.1. The β and temper-
ature maps of Tabatabaei et al. (2014) used to determine the κ0
map are shown in Figs. B.2 and B.3
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Fig. B.1. κ0 map obtained as described in Sect. 3.2 before filling holes
with KNNImputer.
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Fig. B.2. Emissivity index βmap from Tabatabaei et al. (2014). CO con-
tours at the 2σ level are overlaid on the map.
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Fig. B.3. Temperature map obtained by Tabatabaei et al. (2014) used in
both methods and in the determination of κ0.
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Appendix C: Temperature maps

Two temperature maps at the corresponding resolution of the
SPIRE 350 µm and 500 µm maps are obtained from the SED fits,
which are shown in Fig. C.1. The colour temperature obtained
using the flux ratio at the corresponding resolution of the SPIRE
250 µm map was not used because using this map yields a col-
umn density map with higher noise in the outskirts of the galaxy.
The requirements to use the flux ratio are anyway not fulfilled,
since both wavelengths are in the Rayleigh-Jeans limit, where
the dust temperature Td will tend to cancel out due to Bν(Td) ∝
Td. Additionally, the dust temperature should be uniform in the
source and observations with two different frequencies should
measure the same object. When the source is extended compared
to the telescope beam and the observations have different spatial
resolutions (as in our case), it is not trivial to fulfil this require-
ment.

Although the requirements for determining the colour ratio
are not fully met, the result is remarkably good, as can be seen in

Fig. C.1, bottom left. However, higher noise features are still pro-
duced in the outskirts when using this map. We therefore decided
to use the temperature map provided by Tabatabaei et al. (2014)
shown in Fig. B.3.

All temperature maps show a gradient declining from the
centre to the outskirts of the disk. While the colour temperature
map obtained with the flux ratio shows the highest temperatures
and an unsmooth, bumpy distribution (due to the not fully met
requirements), the two temperature maps obtained with the SED
fits show a much smoother distribution with lower higher tem-
peratures in the centre. The temperature map obtained at the cor-
responding resolution of the SPIRE 350 µm map has higher local
values compared to the map at 500 µm. Comparing these to the
map from Tabatabaei et al. (2014) shown in Fig. B.3, the latter
has a similar gradient. The main difference is that the higher val-
ues spread over a larger area, whereas the local maxima are lower
compared to especially the map at the corresponding 350 µm.
However, all maps exhibit a mean value of around ∼ 20 K.
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Fig. C.1. Temperature maps obtained and used within both methods. Left: Temperature map at 500 µm obtained with method I. Middle: Tem-
perature map at 350 µm obtained with method I. Right: Colour temperature map at 250 µm obtained with method I using the flux ratio of SPIRE
250 µm and PACS 160 µm. Note, this map was not used.
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Appendix D: Consistency of the emissivity index

To demonstrate that using a variable κ0 will not cause incon-
sistencies when employing a variable β map, which has been
determined with a constant κ0, we present in Fig. D.1 a simple
fit of β with our variable κ0 map and compare it with the β map
used by Tabatabaei et al. (2014), as described in Sect. 3. The fit-
ted region around NGC604, shown in Fig. D.1, includes areas of
both the atomic and molecular phases. Most differences, espe-
cially in the molecular phase, which is most important for the
follow-up paper, are small.

1h34m36s 30s 24s 18s 12s 06s

30°49'00"

48'30"

00"

47'30"

00"

46'30"

RA (J2000)

D
ec

 (J
20

00
)

 (Tabatabaei)

1.0

1.2

1.4

1.6

1.8

2.0

Fig. D.1. β map obtained by Tabatabaei et al. (2014) around NGC604
including areas of atomic and molecular phases. The contour lines
represent the differences between our additional fit and the one
of Tabatabaei et al. (2014), with values of −0.1, 0, 0.1 and 0.2 shown
in white, red, blue and grey, respectively.

Appendix E: Hydrogen column density PDFs

We construct N-PDFs for the whole total hydrogen column den-
sity maps shown in Fig. 3. Figure E.1 displays these N-PDFs
in grey (with blue error bars calculated using Poisson statis-
tics Schneider et al. 2015) along with the atomic hydrogen NHI-
PDF (green) derived from the map in Fig. 1. For the same rea-
sons as pointed out in Sect. 4.1, we opt to exclude values above
∼ 2 × 1022 cm−2 for the N-PDFs.

The H I PDF exhibits a sharp decrease in the PDF shape for
both low and high column densities. At high column densities,
we enter a regime in which atomic hydrogen transitions to the
molecular phase, explaining the edge observed in the shape. At
low column densities, the cutoff limit of values in the map leads
to a steep decrease in the PDF. The noise level of this map is
approximately 2 × 1020 cm−2, which may partially account for
the bump in the PDF. Additionally, we speculate that H I self-
absorption (HISA) could contribute to the dip in the NHI-PDF
around 4 × 1020 cm−2. However, this cannot be verified with the
current datasets.

We fit the N-PDFs from method I with a combination of two
log-normal and a PLT in the low and high density regime, similar
to Spilker et al. (2021) with:

f (AV) =
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(E.1)

where the visual extinction AV is related to the total
hydrogen column density by NH = AV · 1.87 ×
1021 cm−2 mag−1 (Bohlin et al. 1978). The coefficients a1

and a2 represent the normalisation factors of both log-normal
distributions. x0 is the first transition point from the noise slope
at low column density to the log-normal regime. x1 is the second
transition point indicating the change from the log-normal
regime to the power-law regime at high column density. Both
transition points have been fitted as well. σ1,2 are the widths of
the first and second log-normal and µ1,2 their respective peaks.
Since the shape of the N-PDF obtained with method II does not
allow us to utilise the model given in Eq. E.1, we skip the first
part of Eq. E.1 for values below the first transition x0 and start
with a log-normal instead.

Figure E.1 displays the results of the fitting process. The
solid red line represents the entire fit, while the dashed red lines
represent the log-normals. The peaks and widths of these log-
normals are presented in the small panel, along with the slope α
of the high-density PLT that was fitted. The slope m characterises
the low-density error tail and has a value of 1.1 for method I. It
is worth noting that the fit for method II is purely formal due to
the absence of a portion of the noise. A value of around 1 for
the noise slope, as per Ossenkopf-Okada et al. (2016), suggests
that low column densities are primarily influenced by noise.
When the noise level decreases, the slope increases. In any case,
noise contributes to the broadening of the N-PDF, resulting in
a width of σ = 0.4 for the first log-normal for both methods.
The peak of the first log-normal is 2 × 1020 cm−2 for method I
and 6 × 1020 cm−2 for method II. This finding is roughly consis-
tent with the excess in the gas distribution observed in the inter-
main spiral and outer regions of M33, as depicted in Fig. 4 (left).
The first peak of the NH-PDF of method I approximately cor-
responds to the first peak of the NHI-PDF, while for method II,
the NH-PDF is found at higher column densities and corresponds
more to the dip in the NHI-PDF. However, it is important to note
that the fit of the N-PDF for method II presents challenges due
to the inadequate description of the low column density range,
resulting in an excess at the intersection of the error slope and
the first log-normal. Another caveat of method II is the difficulty
in distinguishing the transition of the first log-normal fit to the
PLT tail. Due to the relatively high peak at 6×1020 cm−2 and the
large width of σ = 0.4, the transition between both can poten-
tially occur over a wide range, leading to increased uncertainty
in determining the slope of the PLT in method II.

The peaks of the second log-normal exhibit the same value
of 1 × 1021 cm−2 and a width of σ = 0.3 and σ = 0.2 for meth-
ods I and II, respectively. Interpreting the N-PDFs of extragalac-
tic data is different from Galactic data. In the Galactic context,
the correlation between the peaks in H I and the total hydro-
gen PDF in principle suggest that the first log-normal in the N-
PDF predominantly comprises atomic gas. Conversely, the sec-
ond log-normal would likely originate from molecular gas. This
behaviour has previously been observed in a diffuse cloud in the
Milky Way (Schneider et al. 2022). However, as mentioned in
Sect. 4.1, it is essential to compare corresponding regions of the
maps. Thus, the excess in the total N-PDF (see Fig. E.1) at higher
column densities surpassing the highest values of the NH I-PDF
can be attributed to molecular gas, similar to the approach used
in Fig. 5.

As at high column densities, gravitational collapse of entire
GMC or clumps within them, expect to form PLTs, we tenta-
tively conduct a fitting procedure to determine the slope at the
high column density regime, obtaining values of α = −1.8 and
α = −2.6 for methods I and II, respectively. These values align
with expectations for the gravitational collapse of an isother-
mal spherical density distribution, as described by Larson (1969)
and Whitworth & Summers (1985). We note, however, that these
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Fig. E.1. N-PDFs obtained from the various column density maps. Left: N-PDF of the high-res NH column density map derived using all Herschel
dust data employing method I. Right: N-PDF of the NH column density map derived with method II. In solid red and dotted lines, the two-
component log-normal fit is shown, whereas the power-law fits regimes are depicted in black dotted lines. The green lines show the N-PDF of H I.
Here, m refers to the slope of the error tail for low column density, while α denotes the slope of the power-law tail for higher column densities.
η is defined by η = ln N

〈N〉 , where N is the column density and 〈N〉 the mean column density. µ and σ refer to the peak and width of the fitted
log-normals, respectively. See Appendix E for more details.

findings are very preliminary and more data with higher reso-
lution and a broader dynamic range are essential to provide a
robust justification for these results.

Appendix F: The radial profile of the XCO factor

The radial profile of the XCO factor is given in Fig. F.1 and shows
a relatively flat dependency for both XCO maps. Each data point
corresponds to a bin of 100 pc. The mean value has been calcu-
lated for each bin, and the colour indicates the standard deviation
of the bin. The error bars represent the standard error σ/

√
N,

where σ denotes the standard deviation and N the samples num-
ber. Only one error bar is displayed for each method, as the over-
all error bars remain relatively similar, hence being representa-
tive, and including all of them might distract from the focus on
the radial profile. While the overall uncertainty is already sub-
stantial when taking all data into account, it increases further as
fewer data points are utilised per 100 pc bin, demonstrating a
substantial spread in the values within each bin. A visual inspec-
tion of Fig. 7 suggests an increase in the XCO factor towards
the centre, which is also indicated by a quantitative analysis of
the radial profile revealing a slight decrease relative to values at
∼ 2 kpc and being flat until ∼ 4 kpc. Beyond ∼ 4 kpc the profile
separates between the two methods. Method I shows a decrease,
while method II shows an increase. However, the scatter beyond
∼ 4 kpc becomes even larger due to fewer data points, which cor-
responds to the extent of the main spiral arms (see Fig. 7).

Discussion of the radial profile

In a study by Sandstrom et al. (2013), the radial profile of the
XCO conversion factor has been examined in a sample of 26
nearby galaxies, excluding M33. Their analysis revealed that
many galaxies exhibit a decreased XCO factor by a factor of

approximately 2 towards the centre, while maintaining a consis-
tently flat dependency on the galactocentric radius. Some galax-
ies show no decrease towards the centre, but rather a slight
increase, which we see in M33 as well.

Despite the large scatter of XCO across the galactocentric
radius (as shown in Fig. F.1), it is tentatively inferred that the
radial dependence of XCO in M33 is also flat, which is consistent
with the conclusions drawn by Sandstrom et al. (2013). The low
correlation coefficients of approximately −0.3 for both Spear-
man and Pearson correlation coefficients indicate a weak cor-
relation, thus providing further support for this conclusion. In
our data, obtained using method I, there is an increase beyond
∼ 4 kpc, while for the data obtained via method II, there is a
decrease. Both trends coincide with an increase in uncertainty
due to fewer data points beyond ∼ 4 kpc (see Fig. 7). Consider-
ing the large uncertainty, the radial trend still remains relatively
flat.

However, the decline with galactocentric radius could be due
to CO turning optically thin in the outskirts of the galaxy but
given the high uncertainty from the few data points and a drop
of merely ∼ 20% this is not significant. It will certainly not affect
any global properties in M33 so that we consider the radial pro-
file of the XCO factor rather as predominantly flat. The absence
of a pronounced decrease towards the centre might be attributed
to an augmented optical depth of the CO emission, as previously
mentioned. The used line ratio of 0.8 is only an average and may
bias the radial profile we observe, as it varies across the disk
of M33 (Druard et al. 2014). However, there is no radial trend in
the variation of this ratio, cancelling out rather large-scale effects
along the galactocentric radius. Also of crucial importance is the
disparity in critical density between CO(1 − 0) and CO(2 − 1),
implying possible variations in the extent of the clouds (as pre-
viously mentioned). However, this effect is potentially mitigated
by smoothing the CO data to reduce it to a lower resolution.
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Fig. F.1. Radial profile of the XCO factor as a function of the galacto-
centric radius in bins of 100 pc. Reddish data points refer to the XCO
factor obtained with method I, while the green to bluish represent XCO
obtained with method II. The uncertainty of each bin is given by the
colour scale and the error bars represent the standard error (σ/

√
N). Red

and blue dotted lines refer to the mean XCO obtained using methods I
and II, respectively. The solid black line shows the Galactic value, while
the two black dotted lines show 2.5 times the Galactic value, respec-
tively.
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5.2.2 Physical properties of GMCs and their statistics in M33 (Paper
II; Keilmann et al., 2024b)

In Keilmann et al. (2024b), I examine how the physical attributes of GMCs in M33 and
the Milky Way vary across different large-scale galactic contexts, such as spiral arms or the
central region, systematically uncovering the impact of the galaxy morphology on initial
star formation conditions. Observations at “cloud-scales” (Schinnerer and Leroy, 2024),
spanning 50 ´ 100 pc, correspond to the dimensions of GMCs or GMAs, which can extend
up to several hundred parsecs (Nguyen-Luong et al., 2016). This research mainly targets
Molecular Cloud Complexes (MCCs) and “mini-starburst” GMCs characterized by an
increased star formation rate. However, statistical analysis faces challenges in identifying
the location of GMCs/GMAs within the Galactic environment (Rosolowsky et al., 2003;
Colombo et al., 2022; Schinnerer and Leroy, 2024). Performing such an analysis only for
one galaxy also lacks the possibility of studying the impact of other properties of galactic
environments, such as metallicity.

The purpose of this study is to examine and contrast the properties of GMCs using
NH2 maps derived from both dust and CO data, while accounting for the galactocentric
radius and environmental conditions within M33. Additionally, I seek to determine a
GMC mass spectrum and compare the results with Milky Way studies by Nguyen-Luong
et al. (2016) and Rice et al. (2016), as well as with findings of the PHANGS survey (Leroy
et al., 2021), which is a large survey investigating galaxy formation and evolution.

The GMC properties of M33 and the Milky Way reveal both similarities and differences.
Notably, M33 lacks very massive clouds (those exceeding approximately „ 106 Md) that
are present in the Milky Way. This may be explained by supernovae that sweep up gas
mass and thereby regulate maximum GMC masses. Another compelling result is that
both galaxies, however, show GMCs with maximum sizes around „ 150 pc. This similarity
might be attributed to the regulation by the galactic disk scale height, which is indeed
comparable in both galaxies.

I analyzed all physical properties in dependence on the galactocentric radius by prop-
erly accounting for the orientation of M33 on the sky (inclination, phase angle). The
analysis has also been extended in dependence on the galactic environments of M33 (cen-
tral region, spiral arms, and the remaining outskirt). To achieve this, I had to construct
different masks. I also had to fit the spiral arms. In the literature, an approach is usually
used that requires one to mask the data to allow the fit of the spiral arms to converge.
However, these approaches only worked when I heavily masked the data. This questioned
the whole approach in my opinion, as I had substantial influence on the final result de-
pending on how I chose to mask. Therefore, I pursued another approach and developed a
log-spiral fit, which yielded more reliable results with less manual intervention. However,
an analysis of the final map that I have produced (see Appendix E) revealed that the
exact definition of the spiral arm mask boundaries does not significantly affect the overall
statistical results, thereby strengthening the findings reported in Keilmann et al. (2024b).

The dependence of GMC properties with the galactocentric radius and the galactic
environment of M33 are as follows. The vast majority of the clouds do not depend on the
galactocentric radius (except for a few clouds of some properties). Similarly, the majority
of GMCs do not strongly depend on the galactic environment. This may imply that the
vast majority of the clouds are not significantly influenced by galactic conditions and opens
up a space for dedicated research on possibilities of whether small-scale effects of stellar
feedback play a more dominant role in shaping cloud properties.

However, considering the findings of Schneider et al. (2024), which indicate that the
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transition from atomic H I to H2 is likely driven by the gravitational potential of the Galac-
tic plane – an example of large-scale effects – the claim presented in this paper (Keilmann
et al., 2024b) is very compelling to further analyze and may require a statistical approach
for a first glance to disentangle the underlying mechanisms. One possible distinct differ-
ence is probably that Draco is a low-density cloud, while the resolution and sensitivity of
this study (Keilmann et al., 2024b) are probably limited to observe and study such clouds.

I determined and analyzed key statistical relations, such as the mass-size relation of
all datasets (the dust- and CO-derived datasets as well as for the datasets of the other
studies that I compared to). I determined and analyzed the power-law mass spectra for
all identified GMCs in M33.

In response to the referee’s request for this article, I redid the entire analysis of Paper
I using H I data with short-spacing corrections to demonstrate that the results remain
basically unchanged (see Appendix C).

I also produced complementary cumulative distributions and power-law mass spectra
for the different galactic environments and performed a parameter study to confirm that
the chosen dendrogram parameters yield robust and consistent results (see Appendix D).

My remaining work and contributions to the follow-up paper on M33 are as follows. I
again took the lead by performing the Dendrogram analysis on all maps (both dust- and
CO-derived H2 column density maps). I calculated all reported physical properties for the
identified GMCs and analyzed their distribution. Additionally, I computed all relevant
parameters from other studies on M33 and the Milky Way for comparison (which were
not reported by the studies themselves). These other studies employed partly different
data and methods, which also had coarser spatial resolutions compared to the final maps
that I generated.

Appendices D and E demonstrate the robustness of the chosen Dendrogram parameters
and the definitions of the galactic environments that I determined for this study.

The paper does not mention my extensive use of GAUSSCLUMPS (as implemented in
GILDAS) to analyze various maps that I have produced. This approach was unsuccessful,
primarily due to the insufficiently large coherent emission in the outer galaxy regions that
GAUSSCLUMPS could have approximated using a Gaussian profile.

I led all discussions regarding the progress and interpretation of this study. Once again,
I have learned a lot from the co-authors. Of course, I also read the relevant literature for
this study and, again, basically wrote the entire article. The co-authors provided helpful
comments and feedback and minor edits that further improved the manuscript.
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ABSTRACT

Understanding the physical properties such as mass, size, and surface mass density of giant molecular clouds or associations
(GMCs/GMAs) in galaxies is crucial for gaining deeper insights into the molecular cloud and star formation (SF) processes. We
determine these quantities for the Local Group flocculent spiral galaxy M33 using Herschel dust and archival 12CO(2 − 1) data from
the IRAM 30 m telescope, and compare them to GMC/GMA properties of the Milky Way derived from CO literature data. For M33,
we apply the Dendrogram algorithm on a novel 2D dust-derived NH2 map at an angular resolution of 18.2′′ and on the 12CO(2 − 1)
data and employ an XCO factor map instead of a constant value. Dust and CO-derived values are similar, with mean radii of ∼58 pc
for the dust and ∼68 pc for CO, respectively. However, the largest GMAs have a radius of around 150 pc, similar to what was found
in the Milky Way and other galaxies, suggesting a physical process that limits the size of GMAs. The less massive and smaller M33
galaxy also hosts less massive and lower-density GMCs compared to the Milky Way by an order of magnitude. Notably, the most
massive (>a few 106 M�) GMC population observed in the Milky Way is mainly missing in M33. The mean surface mass density
of M33 is significantly smaller than that of the Milky Way and this is attributed to higher column densities of the largest GMCs in
the Milky Way, despite similar GMC areas. We find no systematic gradients in physical properties with the galactocentric radius in
M33. However, surface mass densities and masses are higher near the center, implying increased SF activity. In both galaxies, the
central region contains ∼30% of the total molecular mass. The index of the power-law spectrum of the GMC masses across the entire
disk of M33 is α = 2.3 ± 0.1 and α = 1.9 ± 0.1 for dust- and CO-derived data, respectively. We conclude that GMC properties in
M33 and the Milky Way are largely similar, though M33 lacks high-mass GMCs, for which there is no straightforward explanation.
Additionally, GMC properties are only weakly dependent on the galactic environment, with stellar feedback playing a role that needs
further investigation.

Key words. dust, extinction – ISM: structure – Galaxy: general – galaxies: ISM – Local Group – galaxies: star formation

1. Introduction

Molecular clouds (MCs) are the birthplaces of stars in galax-
ies and their formation is a complex process influenced by
various physical mechanisms. One key process is the gravita-
tional collapse of dense regions within the interstellar medium
(ISM) of galaxies. These regions often arise from instabili-
ties within the ISM, which are triggered by processes such as
spiral density waves and stellar feedback (McKee & Ostriker
2007; Dobbs et al. 2014; Renaud et al. 2015). Spiral density
waves in galaxies like the Milky Way are mediated by grav-
itational interactions between stars, gas, and dark matter in
the galactic disk. As these waves propagate through the disk,
they compress and shock the gas along the trailing edge of
a spiral arm (Fujimoto 1968; Roberts 1969), leading to the
formation of dense MCs. These clouds serve as sites for
star formation (SF) due to their high density and low tem-
peratures. Consequently, spiral arms are expected to exhibit
a higher star formation efficiency (SFE) than less dense
? Corresponding author; keilmann@ph1.uni-koeln.de

galaxy regions (Lord & Young 1990; Silva-Villa & Larsen 2012;
Yu et al. 2021). Indeed, a greater number of young stars are
found in the spiral arms, suggesting a higher star formation
rate (SFR) in these areas (Bigiel et al. 2008; Schinnerer et al.
2013). However, the rise in the SFR in spiral arms may sim-
ply result from higher surface densities, with the spiral’s gravi-
tational potential restructuring and concentrating the gas rather
than influencing SF directly. Elmegreen & Elmegreen (1986)
and Querejeta et al. (2024) found no increase in the SFR in
galaxies with strong spiral patterns. If this is true in general,
the SFE should remain constant regardless of the galaxy, as var-
ious studies have noted (Moore et al. 2012; Ragan et al. 2016;
Urquhart et al. 2021; Querejeta et al. 2021).

Stellar feedback –in the form of stellar winds, supernova
explosions, and radiation pressure from massive stars– also
plays a significant role in the formation, evolution, and life-
times of MCs. These processes inject energy and momentum
into the ISM, creating turbulence and disrupting the equilibrium
of the gas. The compression and turbulence induced by stellar
feedback, as well as the shear induced by galactic dynamics
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(Chevance et al. 2020), can trigger the collapse of MCs, ini-
tiating the formation of new stars. However, stellar feedback
can also lead to the destruction of MCs (e.g., Bonne et al.
2023). Chevance et al. (2022) suggested that the main causes of
cloud destruction in galaxies are early stellar feedback mech-
anisms, which take place prior to supernova explosions. It is
still a matter of debate as to whether SF is more influenced
by the environment – for example, central regions versus spiral
arms – or by stellar feedback mechanisms (Corbelli et al. 2017;
Rey-Raposo et al. 2017; Kruijssen et al. 2019; Chevance et al.
2022; Liu et al. 2022; Choi et al. 2023). Additionally, other fac-
tors such as magnetic fields and turbulence within the ISM can
influence the formation and evolution of MCs; magnetic fields
provide support against gravitational collapse and can regulate
the dynamics of the gas, while turbulence contributes to the frag-
mentation and structure of MCs.

Linking the physical properties of giant molecular clouds
(GMCs) in different large-scale galactic environments, such as
spiral arms versus central regions, allows the systematic explo-
ration of how the morphology of a galaxy impacts initial SF
conditions. Observations on “cloud scales” (Schinnerer & Leroy
2024) of 50−100 pc match the sizes of GMCs or giant molec-
ular associations (GMAs), which are up to a few hundred par-
secs in size (Nguyen-Luong et al. 2016, NL16 hereafter). The
present study focuses mainly on what these latter authors refer
to as molecular cloud associations (MCCs) and “mini-starburst”
GMCs with an elevated SFR.

Molecular clouds consist mostly of molecular hydrogen H2;
however, it is difficult to detect cool H2 directly due to its sym-
metry and small moment of inertia. One approach to determin-
ing the H2 distribution in a galaxy is to employ observations
of dust in the far-infrared (FIR) – for example using the Her-
schel satellite – and to derive a total hydrogen column density
map from a spectral energy distribution (SED) fit to the fluxes.
The H2 distribution is then obtained by subtracting the H I com-
ponent. H2 maps can also be obtained using carbon monoxide
(CO), the second-most abundant molecule, and applying the CO-
to-H2 conversion factor, XCO (Bolatto et al. 2013). The low-J
rotational transitions of CO are established as a good tracer of
the cold regions of MCs because these lines have low excitation
temperatures (up to a few 10 K) and low critical densities (a few
100 cm−3 up to a few 103 cm−3) for collisional excitation.

However, metallicity significantly affects MCs. Lower metal-
licity leads to less dust and therefore less dust shielding and self-
shielding of ultraviolet (UV) radiation. Thus, the far-UV field
can penetrate deeper into MCs, photo-dissociating CO, and leav-
ing a larger envelope of emitting ionized carbon (C+) around
a smaller CO-rich core (Poglitsch et al. 1995; Stark et al. 1997;
Wilson 1997; Bolatto et al. 2013). This is intensified by reduced
CO self-shielding due to lower CO abundance. H2 also photo-
dissociates via absorption of Lyman-Werner band photons but
achieves sufficient column densities to become self-shielded at
moderate extinctions (AV) within C+-emitting gas and thus can
become a significant mass reservoir. Hence, there exists a sub-
stantial molecular hydrogen reservoir outside the CO-emitting
area that is referred to as CO-dark H2 gas (Röllig et al. 2006;
Wolfire et al. 2010). This must be taken into account when com-
paring the mass estimates of dust and CO, as done in this study.

M33, classified as a flocculent Sc-type spiral galaxy, lies at
a distance of 847 kpc (Karachentsev et al. 2004), has an incli-
nation of ∼56◦ (Regan & Vogel 1994), and contains numerous
massive SF regions. Our 18.2′′ angular resolution corre-
sponds to ∼75 pc, which is the size of GMCs or GMAs
in the Milky Way (NL16), allowing us to resolve individ-

ual GMCs on a 2D image. Recent interferometric observa-
tions (Peltonen et al. 2023; Muraoka et al. 2023) have even
higher resolution, resolving <50 pc scales, but are not dis-
cussed here because we focus on large GMCs. The metallicity
of M33 was measured using neon and oxygen abundances in
H II regions (Willner & Nelson-Patel 2002; Crockett et al. 2006;
Rosolowsky & Simon 2008; Magrini et al. 2010) and varies
widely, ranging from values comparable to the Milky Way
to lower ones (see discussion and references in Magrini et al.
2010). However, the average metallicity is approximately half
solar, which is frequently cited in the literature (Gratier et al.
2012; Druard et al. 2014; Corbelli et al. 2019; Kramer et al.
2020), and the total mass (gas and stars) of M33 is ∼1011 M�,
roughly 10% of the Milky Way mass (van der Marel et al. 2012;
Patel et al. 2018).

The objective of the present paper is to analyze and compare
GMC properties based on dust- and CO-derived NH2 maps, con-
sidering the galactocentric radius and environment within M33.
We also aim to establish a GMC mass spectrum and compare our
findings with Milky Way studies from NL16, Rice et al. (2016)
and PHANGS (Leroy et al. 2021), a survey studying galaxy for-
mation and evolution.

The paper is organized as follows. Section 2 summarizes the
data and methods for producing H2 maps at 18.2′′ resolution pre-
sented by Keilmann et al. (2024, Paper I hereafter). Section 3
introduces the Dendrograms algorithm (Rosolowsky et al. 2008)
and presents the extraction results. The equations for determin-
ing MC properties (mass, size, density, pressure, etc.) are given
in Sect. 4. These results are presented in Sect. 5, where we also
compare with Milky Way studies. Section 6 discusses cloud
mass distributions and properties with respect to the galactic
radius and environment. Section 7 summarizes the paper.

2. Data and methods

In Paper I, we presented two techniques using FIR Herschel data
to produce a total hydrogen column density map of M33. The
first procedure (Method I) consists of a multiwavelength SED
fit and is briefly summarized in the following. A more detailed
description of this method can be found in Paper I. The sec-
ond approach (Method II) mainly served as a consistency check
because it uses only the SPIRE 250 µm data to obtain the NH2

map and does not account for the variable emissivity index β
of the dust. Therefore, we only use the NH2 map derived from
Method I for the current study.

We make use of H I data acquired by Koch et al. (2018). The
primary benefit of these data lies in the short-spacing correc-
tions, which are absent in the H I data from Gratier et al. (2010)
and which were utilized to generate the κ0 map and final col-
umn density maps in Paper I. The incorporation of the H I data
from Koch et al. (2018) for this present study has not resulted
in any significant changes to the generated maps, especially in
the molecular phase of the maps. In these areas, both H I maps
are equal to within ∼10%. The deviation increases in the dif-
fuse region of M33 beyond the molecular regions, where GMCs
are not detected anyway. All findings and conclusions of the ini-
tial Paper I remain unchanged. The updated data products are
available at the CDS.

2.1. Herschel dust data

For Method I, we use the level 2.5 archive data at
160, 250, 350 and 500 µm from the Herschel Key Project
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Fig. 1. Total and molecular hydrogen column density maps. Left: High-resolution N(H) total gas column density map obtained from the Herschel
flux maps of M33 with 18.2′′ angular resolution (indicated by the circle in the lower left corner) using the β map from Tabatabaei et al. (2014).
Values below and above a minimum and maximum threshold (1018 cm−2 and 1022 cm−2, respectively) are blanked. Right: High-resolution H2
column density map derived from the total N(H) map by subtracting the H I component. In both maps, the CO contour levels 3 and 6σ of the CO
map (Fig. A.1 in Appendix A) are shown.

HerM33es1 (Kramer et al. 2010). All maps are in units of
MJy sr−1 and reprojected to a grid of 6′′.

Method I involved several steps. First, we performed spa-
tial decomposition using a modified Planck function to fit the
dust temperature and surface density, Σ, to the SED derived from
flux densities within the 160 to 500 µm range. We then applied
Eq. (17) from Paper I,

Σhigh = Σ500 +
(
Σ350 − Σ350 ∗G500_350

)
+
(
Σ250 − Σ250 ∗G350_250

)
,

(1)

to generate a high-resolution map of gas surface density Σhigh at
a resolution of 18.2′′. This equation combines surface density
distributions at 250 µm, 350 µm and 500 µm, convolved with a
Gaussian kernel to the respective resolutions2 in Eq. (1). Gλc_λo

are the Gaussian kernels of width
√
θc

2 − θo
2 for the convolution,

commonly denoted as ∗. The beam at the required resolution is
specified by θc and the beam at the original resolution by θo,
while the index λc_λo denotes the corresponding wavelengths.
SED fitting was conducted for each map using a pixel-by-pixel
modified blackbody function with the specific intensity given by
Eq. (10) in Paper I with

Iν = κ0,DGR(λ/250 µm)−β µm mH NH Bν(Td) , (2)

1 http://archives.esac.esa.int/hsa/whsa/ (PACS observa-
tion ID: 1638302627, SPIRE observation ID: 1638304642). The SPIRE
data reduction was optimized for extended emission.
2 The angular resolutions are 18.2′′, 24.9′′ and 36.3′′ for 250 µm,
350 µm and 500 µm, respectively.

assuming optically thin emission. The mean molecular weight
is indicated as µm, mH is the mass of the hydrogen atom, NH the
total hydrogen column density and Bν(Td) the Planck function. A
dust opacity law similar to Krügel & Siebenmorgen (1994) has
been used with

κg(ν) = κ0,DGR × (λ/250 µm)−β . (3)

The dust-to-gas ratio (DGR) is inherently included in our def-
inition of the dust absorption coefficient in units of (cm2/g),
which we denote hereafter simply as κ0, and β is the emissiv-
ity index determined by Tabatabaei et al. (2014). We use this
β map alongside the dust temperature of the cold component
that are given in Figs. 8 and 9, respectively, in Tabatabaei et al.
(2014). We derived the dust absorption coefficient κ0 pixel-by-
pixel using Eq. (15) in Paper I. Further details on the determina-
tion of κ0 and β, including interpolation techniques, are described
in Section 3.2 of Paper I. Our approach avoids assumptions
regarding the XCO factor or DGR, allowing for a more accurate
evaluation of these factors.

Following our application of this technique to M33, we
obtained a total column density map of the galaxy with a
spatial resolution of ∼75 pc or an angular resolution of 18.2′′
(Fig. 1, left). From this map, we derived a molecular gas col-
umn density map (Fig. 1, right) by subtracting H I data from
the VLA (Koch et al. 2018). The H I data at 12′′ angular reso-
lution have been smoothed to 18.2′′ and then transformed to col-
umn density using Eq. (1) in Paper I, based on Rohlfs & Wilson
(1996). The total H2 gas mass (Fig. 1, right) is 1.6 × 108 M�.
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2.2. IRAM 30 m telescope 12CO(2 − 1) data

M33 was observed using the HERA multibeam dual-polarization
receiver in the On-The-Fly mapping mode, targeting the
12CO(2 − 1) line. The observations were conducted as part of
the IRAM 30 m Large Program titled “The complete CO(2 − 1)
map of M33” (Gratier et al. 2010; Druard et al. 2014). The CO
line-integrated map has been acquired from the IRAM reposi-
tory. The archive data have been converted from antenna tem-
perature scale to main beam brightness temperature using a
forward efficiency of Feff = 0.92 and a beam efficiency of
Beff = 0.56 (Druard et al. 2014). We calculated an rms noise
level of 0.35 K km s−1, equivalent to 3σ = 1.046 K km s−1,
for the smoothed map with a resolution of 18.2′′ (Fig. A.1 in
Appendix A). We only utilize the IRAM 30 m line-integrated
intensity map of CO, since we do not have velocity information
from the dust-derived data. Moreover, due to the inclination of
56◦, M33 appears mostly face-on, resulting in small line of sight
effects. Hence, employing only the line-integrated CO data is
justified and serves as a meaningful comparison with the dust-
derived data.

2.3. The XCO conversion factor map

Using dust-derived NH2 data and IRAM CO data, we computed
the XCO conversion factor map by dividing the NH2 map by
the CO(2 − 1) map, scaled to CO(1 − 0) with a line ratio of
CO(2 − 1)/CO(1 − 0) = 0.8 (Druard et al. 2014). This gener-
ates a pixel-by-pixel XCO map, avoiding a uniform value across
the galaxy, as often used in the literature (Gratier et al. 2012;
Druard et al. 2014; Clark et al. 2023; Muraoka et al. 2023). The
XCO map, based on the dust-derived NH2 map, is thus influ-
enced by assumptions in the dust-derived results. Figure B.1
shows the XCO map outlining the main spiral arms of M33. Min-
imum values in the outer area are about 1019 cm−2/(K km s−1),
with maxima in the northern and southern spiral arms exceeding
1021 cm−2/(K km s−1).

To compare the XCO values to those reported in the liter-
ature for M33, we calculated a single XCO value in Paper I
using a simple mean and a binned histogram with a log-normal
fit. We also conducted scatter plots and a radial line profile
to investigate radial dependency. All methods show consid-
erable variability in XCO with no significant correlation with
galactocentric radius. However, the simple mean, log-normal
fit and scatter plot indicate values approximately at or below
the Galactic XCO, between 1.6 × 1020 cm−2/(K km s−1) and
2.1 × 1020 cm−2/(K km s−1). Despite the diversity, this spread is
expected due to natural fluctuations in the CO-to-H2 ratio across
the interstellar medium, as noted by Bolatto et al. (2013) and
recent studies (Ramambason et al. 2024; Chiang et al. 2024).

3. Identification of coherent structures

To derive physical quantities such as sizes, densities, and masses
and to compare structures in H2 column density maps derived
from Herschel with CO data from the IRAM 30 m, we need to
identify coherent structures in the 2D maps.

The ISM of a galaxy is a complex multi-phase environment,
from hot, tenuous atomic gas to cold, dense molecular gas. The
simplest approach defines MCs as entities with well-defined
borders (Elmegreen 1985) but complex substructure consist-
ing of clumps and filaments (e.g., Stutzki & Guesten 1990;
Schneider et al. 2011; Pineda et al. 2023). Extraction algorithms
separate dense gas into distinct clouds/clumps, often using

velocity information from spectral line observations for statis-
tical analysis. Various methods identify point sources, clumps,
clouds and filaments in the Milky Way (Stutzki & Guesten
1990; Williams et al. 1995; Rosolowsky & Leroy 2006;
Rosolowsky et al. 2008; Henshaw et al. 2019; Li et al.
2020; Men’shchikov 2021). Li et al. (2020) concluded
that GAUSSCLUMPS (Stutzki & Guesten 1990) and
Dendrograms (Rosolowsky et al. 2008) perform best in
extracting clumps in synthetic data cubes, including noise.

Molecular clouds were extracted from the CO spectral data
cube of the IRAM 30 m telescope at original angular reso-
lution by Gratier et al. (2012) and Corbelli et al. (2017) using
the CPROPS algorithm (Rosolowsky & Leroy 2006). CPROPS
assumes contiguous, bordered emission of clouds by an iso-
surface in brightness temperature above a threshold, apply-
ing moment measurements to derive size, line width and flux
from the position-position-velocity data cube. In our study, we
employed Dendrograms for extracting GMCs.

3.1. The Dendrograms method and initial values for M33

The Dendrogram algorithm works intrinsically in two and three
dimensions. The algorithm searches for the highest value in the
map and systematically collects all other data points with lower
values as long as three conditions are fulfilled. The first condition
is the minimum difference (min_delta) in intensity between
two identified peaks, which must be satisfied to consider those
as two different structures. This retaining level of two structures
is set to 1σ of the rms noise of the maps. We also have tested dif-
ferent values of min_delta, ranging from 1σ to 5σ. The second
parameter is the minimum level (min_value) that a structure
must have in order to be considered as a coherent clump/cloud.
We explored levels from 3σ to 5σ and ultimately chose to set
the threshold above the 3σ level of the rms noise, which is
∼6.5 × 1019 cm−2 for the dust-derived NH2 and ∼0.35 K km s−1

for the line-integrated CO map (Gratier et al. 2010; Druard et al.
2014; Keilmann et al. 2024). Our investigations did not reveal
notable variations in the final identification of structures, indicat-
ing that the Dendrogram results are not substantially influenced
by the selection of these two input parameters when applied to
our data. The last parameter defines the minimum number of pix-
els to be considered as a structure (min_npix), which is related
to the width of the structure when we assume circular geometry.
This parameter is given by the actual number of pixels, which fit
into the full width at half maximum (FWHM) beam width mul-
tiplied by 1.2 and corresponds to ∼11 pixels to ensure that the
MCs are well resolved. We also experimented with factors of 1,
1.5 and 3 (see below). Obviously, a factor of 1 tends to find more
smaller structures around the beam size and a factor of 3 “blurs”
clouds into fewer but larger structures. We choose a factor of 1.2
as the best compromise to obtain reliable cloud statistics (see
also Schneider & Brooks 2004; Kramer et al. 1998). The extrac-
tion of sources has then been applied to the dust-derived NH2

map and to the line-integrated CO(2 − 1) map, for which the
final properties of the detected GMCs have been derived using
the XCO factor map from Paper I. We investigate the influence of
varying Dendrogram parameters in Appendix C.

Dendrograms distinguish between so called leaves and
branches. Branches contain substructures like other branches
or leaves, while leaves only consist of themselves. As the dis-
tance to M33 is 847 kpc (Karachentsev et al. 2004) and the
angular resolution is 18.2′′, the minimum resolved convolved
structure that we can identify has a size of 75 pc. This cor-
responds roughly to the size of GMCs (and small GMAs) in
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Table 1. GMC properties derived from the Dendrogram leaves in dust.

x y A R M n Σ Td AR
[′′] [′′] [104 pc2] [pc] [105 M�] [cm−3] [M� pc−2] [K]

305 −308 0.23 27 2.4 42 104 20.4 4.69
−70 −17 0.23 27 1.6 28 70 20.7 2.16
554 432 12.49 199 78.6 3 63 22.0 1.20
284 −171 0.23 27 1.3 23 56 21.0 1.44
304 −357 1.69 73 8.9 8 53 21.0 1.50
−856 1040 0.23 27 1.2 21 53 19.9 1.71
614 50 1.44 68 7.3 8 51 19.4 1.80
652 156 0.29 30 1.5 19 51 22.0 2.21
−121 −97 0.29 30 1.5 18 50 21.7 2.30
−194 −20 0.96 55 4.6 9 48 22.0 1.52

Notes. The table is ordered according to surface mass density and gives the properties of the first ten clouds. The offsets, x and y, are calculated
regarding the center position of M33 of RA(2000) = 01h33m50.62s and Dec.(2000) = 30◦39′46.45′′. R is the radius, M the mass, n the density, Σ
the surface mass density, Td the dust temperature and AR the aspect ratio of each GMC. See Sect. 4 for details on the calculation of the listed
quantities. The full table is provided in electronic form at the CDS.

Table 2. GMC properties derived from the Dendrogram leaves in CO.

x y A R XCO LCO M n Σ Td AR
[′′] [′′] [104 pc2] [pc]

[
1020

cm2 K km s−1

]
[104 K km s−1 pc2] [105 M�] [cm−3] [M� pc−2] [K]

92 406 4.47 119 0.2 10.3 47.8 10 107 22.0 1.30
−18 7 0.35 33 2.5 4.4 2.1 20 61 22.0 3.01
95 457 0.96 55 0.7 3.6 5.5 11 57 21.0 1.35
330 −122 1.81 76 5.5 5.4 10.1 8 56 21.4 1.65
455 −39 3.51 106 0.6 7.2 18.0 5 51 19.6 1.78
483 −93 0.35 33 0.5 1.2 1.8 17 51 19.6 1.02
301 −290 0.78 50 2.0 5.5 3.8 11 49 21.3 2.24
112 −223 0.71 48 2.2 5.4 3.4 11 48 21.7 1.34
−17 289 0.53 41 1.3 3.4 2.5 12 46 21.6 2.36
399 758 1.38 66 0.8 5.3 5.7 7 41 21.8 1.25

Notes. The table is ordered after surface mass density and gives the properties of the first ten clouds. The offsets, x and y, are calculated with
respect to the center position of M33 of RA(2000) = 01h33m50.62s and Dec(2000) = 30◦39′46.45′′. See Sect. 4 for details on the calculation of the
listed quantities. The full table is provided in electronic form at the CDS.

the Milky Way (Roman-Duval et al. 2010; Hughes et al. 2013;
Nguyen-Luong et al. 2016; Spilker et al. 2022). We mostly con-
centrate on leaves in our analysis since they best represent
a single GMC/GMA. However, leaves do not capture all the
emission. Branches, which contain leaves and comprise larger
areas, represent the more diffuse, extended H2 emission that we
define as “inter-cloud” medium. An example is the crowded cen-
ter of M33, where separating individual clouds can become chal-
lenging. Branches also include emission just around individual,
well-separated GMCs. We refer to this surrounding structure as
the “envelope”. We note that this does not constitute an H I enve-
lope. An example of this is the GMC NGC 604 in the northeast
spiral arm, where the smaller leave structure is embedded in the
larger branch. Unless stated otherwise, branches refer to dust,
as CO branches show a relationship similar to dust branches as
leaves do.

3.2. Dendrogram extraction of GMCs in the CO and
dust-derived NH2 maps

In the following sections, we discuss the morphology of detected
GMCs, NGC 604 and the differing numbers of detected GMCs in
dust and CO. We focus on leaf structures only because they rep-

resent mostly the GMC/GMA population. Tables 1 and 2 list the
main cloud parameters for the first 10 clouds ordered by their
surface mass density. See Sect. 4 for details on the calculation
of the quantities listed in the tables. The tables show no one-
to-one correlation between dust- and CO-derived GMCs. For
example, NGC 604 is one single GMC in the dust-derived map,
but in CO it splits into two smaller structures. This discrepancy
arises because structures identified in both tracers differ in size
and mass.

We focus on the distribution statistics in Sect. 5. A summary
of the mean values is given in Table 3. The similarity in this table,
especially in masses, is because the structures are well identi-
fied as leaves in both tracers (see Sect. 3.2). The CO-derived H2
column density is lower, evident in the central branch masses,
where the CO-derived mass is ∼70% of the dust-derived mass.
This similarity extends to many parameters, such as radius and
densities. Their average values are comparable, varying by less
than a factor of 2.

3.2.1. Morphological description

Figure 2 displays the 326 leaf (red) and 142 branch (green) struc-
tures identified in the dust-derived NH2 map (left panel) and the
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199 leaf (blue) and 94 branch (green) structures in the CO(2 − 1)
map (right panel). To provide a clearer overview, we only show
the lowest level of branch extraction, which may include other
branches (and leaves). The overlay of CO and dust-derived struc-
tures on the XCO map (Fig. 3) shows a similar morphology for
both tracers. However, the dust emission identifies more struc-
tures beyond the spiral arms and central region. 199 structures in
the CO map are more locally concentrated, with fewer structures
between spiral arms or in M33’s outer regions compared to the
dust-derived map.

Furthermore, especially the central region in the dust-derived
map shows substantial H2 column density between the identified
leaves. The emission distribution contained in branches focuses
in the crowded center region of M33, where many GMCs/GMAs
potentially overlap along the line of sight, leading to a rather
homogeneous plateau of emission. This line of sight effect can
be one reason why it is not possible to separate dust emission into
smaller leaf structures. However, Koch et al. (2019) employed a
Gaussian decomposition on the full spectral CO line cube of the
IRAM 30 m data and found that only ∼10% of the CO spectra
show multiple components. This finding does not conclusively
rule out the possibility that there are several clouds along the line
of sight, but overall this effect is probably less important than for
other galaxies. It is also plausible that the crowded emission in
the center seen in dust constitutes an inter-cloud H2 medium,
similar to what is found in the Milky Way. We note that the floc-
culent morphology of M33 already points toward an important
gas reservoir between the GMCs. However, another explanation
is that the inter-cloud gas is warmer and tends to decrease the
CO brightness of the low-J lines, which requires future observa-
tions of CO(3 − 2) or CO(4 − 3) line emission. In any case, this
more widespread gas reservoir in the center contains a significant
mass. While dust-derived leaves collectively hold 8.3 × 107 M�
in total, branches excluding leaves contain 3.1 × 107 M� of the
H2 gas mass. Especially in the central region of M33, the leaves
contain 2.6 × 107 M�, while the branches in the center comprise
1.5 × 107 M�.

The CO emission map (Fig. 2, right) shows less homoge-
neous material in branches than the dust-derived map and reveals
that the CO leaves are typically surrounded by a more extended
envelope. This finding supports the one of Rosolowsky & Simon
(2008), who propose that around 90% of the diffuse emission to
within 100 pc of a GMC arises from a population of small, unre-
solved MCs. However, the CO sensitivity might be too low to
detect CO-dark gas or CO might be easily dissociated in the
center. Additionally, the H2 emission from dust can be over-
estimated due to the complex map production process and the
subtraction of a VLA H I map, which has its own detection
limits. The dust map might still contain H I, as CO-faint column
densities are low (0.5 to 1 × 1021 cm−2), close to the atomic-
to-molecular hydrogen transition level. The CO-identified leaf
structures have a total mass of 4.2 × 107 M�, with branches
holding 2.1 × 107 M� (50% of the mass compared to leaves;
37% in the dust-derived map). In the center, the leaves contain
1.7 × 107 M� and branches 1.1 × 107 M� (64% of leaves’ mass;
57% in dust-derived map).

3.2.2. The GMA NGC 604

The SF region NGC 604 stands out with the highest mass and
largest area, forming a single structure on the dust-derived NH2

map but several GMCs on the CO map (Fig. 2), similar to
the findings of Williams et al. (2019). The discrepancy may
arise from the greater extent of the GMC in dust compared to

Table 3. Average cloud properties derived with Dendrograms.

Dust-derived CO

Clouds 326 199
R̄ [pc] 58 ± 13 68 ± 21
n̄ [cm−3] 5.2 ± 1.5 3.0 ± 1.1
M̄ [M�] (2.8 ± 0.9) × 105 (2.9 ± 0.9) × 105

Σ̄ [M� pc−2] 22 ± 5 16 ± 6

Notes. R̄, n̄, M̄, and Σ̄ are the average values for the area, radius, beam-
averaged column density, and number density as well as mass and sur-
face mass density, determined from the leaves extraction from the dust-
derived and CO maps, respectively.

CO, as the 3σ CO signal shows a narrower north-south ridge
(see Fig. 2). Another explanation could be CO-dark gas in the
enveloping gas, with dust emission reaching 2× 1020 cm−2, con-
ducive to CO formation. This and the limited spatial resolution
probably explain the divergence of NGC 604 from the majority
of the GMC population in this study.

However, Relaño et al. (2013) (and references therein)
reported that NGC 604 is not a single H II region, but comprised
of a few compact knots and filamentary structures joining the
different knots. The whole complex has a radius of 280 pc and
forms the second most luminous H II regions association in the
Local Group, surpassed only by 30 Doradus in the LMC.

Observations of the Atacama Large Millimeter/submillimeter
Array (ALMA) in 12CO(2 − 1) and 13CO(1 − 0) (Muraoka et al.
2020; Phiri et al. 2021; Peltonen et al. 2023) at an angular reso-
lution of 0.44′′ × 0.27′′ (1.8 pc × 1.1 pc) (Muraoka et al. 2020)
and 3.2′′ × 2.4′′ (13 pc × 10 pc) (Phiri et al. 2021) confirm that
NGC 604 constitutes multiple individual molecular clouds.

3.2.3. Caveats regarding dust- and CO-derived GMCs

Some GMCs are identified only in the CO dataset, while oth-
ers appear only in the dust-derived dataset. Dust-only detec-
tions may indicate CO-dark H2 gas or may be due to smaller
CO(2 − 1) envelopes given its higher critical density compared
to CO(1 − 0) (Schinnerer & Leroy 2024). Regions seen only
in CO may reflect underestimated molecular hydrogen column
densities, possibly from overestimated κ0 values derived from
molecular hydrogen regions, casting doubts on the assumption
of a constant κ0 between atomic and molecular phases.

Furthermore, κ0 may be overestimated as it requires regions
with CO emission below 2σ, hence assuming no CO emission.
This leads to a bias due to generally low CO emission in the disk
(see Eq. (16) in Paper I). The IRAM CO map might show struc-
tures from noise fluctuations. Raising the detection threshold to
5σ can address this potential issue, but this approach also leads
to similar detections when consistently increasing the threshold
for dust-derived data. The uncertainty in H2 detection and the
prevalent use of the 3σ threshold for CO and dust data make it
challenging to conclusively ascertain the origin of these struc-
tures.

Increased noise in the dust-derived NH2 map may cause struc-
tures experience a quasi “beam-diluted” effect and to blend into
the background due to too low NH2 (not fulfilling min_value) or
failing the minimum size condition (min_npix) to be identified.
This aligns with the observation of low column densities in both
dust-derived and CO-derived NH2 maps. Figure 3 supports this,
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Fig. 2. Dendrogram source extraction from the NH2 and CO maps. Left: GMC detections outlined by the lowest level branches in the dust-derived
NH2 map (green contours) and 326 leaf structures (red contours). NGC 604 is marked with a thick pink contour. Right: GMC detections identifying
199 leaf structures in the line-integrated CO(2 − 1) map (blue contours) and similar to the dust map, the branches (green contours). The small
circle in the lower left corner of both figures shows the beam size of 18.2′′.

showing that structures detected only in the CO-derived NH2 data
have the lowest XCO factor. The presence of CO-dark gas and a
non-changing κ0 in both the atomic and molecular phases may
explain the greater number of GMCs in the dust-derived data.

4. Determination of physical cloud properties

For each identified structure, we compute several parameters
such as the area A in pc2, the equivalent radius R in pc, the col-
umn density N in cm−2, the (beam-averaged) number density
n in cm−3 and the mass M in M� along with pressure P/kB in
cm−3 K. The shape of the identified structures is described by
the aspect ratio (AR), that is, the ratio between major and minor
axes of the GMC. The following section outlines the methodolo-
gies employed to compute these quantities.

To calculate A, the area of each pixel of the identified GMC
is summed and scaled by the squared distance, D2, to M33. This
pixel size is denoted Apixel = dθra ·dθdec ·D2, where dθra and dθdec
represent the angular size of a pixel in radians. Dendrograms
provides information on the location of the identified structure,
which serves as a mask for the original dataset. This allows for
the calculation of the number of pixels associated with a struc-
ture.

The radius R is determined as the equivalent radius of
a circle with the area A of the Dendrogram structure, A =
πR2. The radius of each structure is de-convolved by R′i =√

R2
GMC,i − R2

beam, where RGMC,i represents the radius of the i-th
structure and Rbeam corresponds to the beam size.

To calculate the column density of H2 of a structure using
CO(2 − 1) data, scaled to CO(1 − 0) using the line ratio of
0.8 (Druard et al. 2014), we consider all pixels from the XCO fac-
tor map that belong to a detected structure in the line-integrated
CO intensity map. We then multiply the corresponding XCO val-
ues with the line-integrated intensities of this map on a pixel-
by-pixel basis. This approach provides a more precise estimate
compared to using a constant XCO factor for the entire galaxy,
and allows us to uncover intriguing variations in the distribu-
tion of GMCs within M33, which is further explored and dis-
cussed in Sect. 5. Additionally, to obtain an average XCO value
for each structure, we divided the dust-derived H2 column den-
sity by the corresponding CO line-integrated intensity on a pixel-
by-pixel basis. These XCO values for each structure are presented
in Table 2 (as discussed in Sect. 5).

To determine the masses of GMCs using the molecular
hydrogen column densities obtained from Dendrograms (both
from CO and dust), the pixel size Apixel = dθra · dθdec ·D2 is mul-
tiplied by N(H2) j. Here, j represents the index of a pixel within
an identified structure. This is finally multiplied by the hydrogen
mass, mH, and the mean molecular weight, µ,

MGMC = Apixel ·
∑

i

N(H2) j · mH · µ , (4)

with µ = 2.8 (Kauffmann et al. 2008) to account for Helium (He)
and metals.

To calculate the average number density n of a GMC consist-
ing of H2, we assume a spherical configuration and use the mass
and the equivalent radius obtained above. The average density n
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Fig. 3. Structures identified using Dendrograms on CO and dust-derived
maps superimposed on the XCO map. The structures found in the dust-
derived NH2 (red) and in the CO map (blue) are mapped onto the XCO
factor (ratio) map, which represents the dust-derived H2 column density
over CO intensity from Paper I.

is then determined as

n(H2 + He)
cm−3 = 14.6

M
M�
·
(

4π
3

R′3

pc3

)−1

, (5)

where M represents the mass of the cloud in solar masses and R′
denotes the de-convolved equivalent radius of the cloud in par-
secs3. Since our spatial resolution is 75 pc, the density can only
reflect a beam-averaged density derived by dividing the (beam-
averaged) column density by the (beam) size. The detected GMC
will be composed of smaller substructures with much higher
local densities. We note that, due to the critical density, the den-
sity of the clouds should be in the order of 103 cm−3 for the low-J
CO transitions to be sufficiently excited.

The surface mass density Σ of the GMCs is determined via

ΣGMC

M� pc−2 =

(
M

M�

) (
A

pc2

)−1

. (6)

The elongation of detected GMCs is quantified by their col-
umn density-weighted aspect ratio of semi-major to semi-minor
axis.

Finally, the CO luminosity, LCO, is calculated as

LCO

K km s−1 pc2
=

D2

pc2

(
π

180 · 3600

)2 ∑

i

Iint. dθradθdec , (7)

where D represents the distance to M33 in parsecs, dθra and dθdec
are the spatial dimensions of a pixel given in radian and the inte-
grated intensity Iint. in units of K km s−1. Hence, we sum over all

3 The prefactor 14.6 is derived by multiplying the solar mass, divid-
ing by µ and the hydrogen mass and converting pc3 to cm3. Depending
on constants and rounding, the prefactor can vary; Roman-Duval et al.
(2010) determined 15.1 using rounded values.

pixels of a GMC, multiply each pixel by the size of a pixel, scale
it by the distance and convert it to units of radians. The resulting
LCO therefore describes the integrated emission inside a GMC
summed over its entire area.

It is formally possible to calculate the gas pressure within the
GMCs, P, using the equation

P/kB

cm−3 K
=

n µ
cm−3

T
K
, (8)

where kB is the Boltzmann constant, n the number density of
Eq. (5) and T the “mass-weighted” dust temperature. We note,
however, that the latter is only the cold component of the dust tem-
perature (Fig. 9 (left) of Tabatabaei et al. 2014), which has also
been used to produce the column density maps in Paper I. The dust
temperature is around 20 K, which corresponds to a similar gas
temperature only when gas and dust are thermally well coupled
by collisions (Goldsmith 2001; Goicoechea et al. 2016), which
is the case in cool, dense regions. In less dense regions, gas and
dust temperatures can differ significantly due to the inefficiency of
collisional energy transfer. We thus expect a difference between
the inner regions within a GMC, with typical temperatures of
around 10−20 K, and the inter-cloud gas, which can be signifi-
cantly higher, corresponding to gas temperatures of >100 K. In
addition, there is possible unresolved substructure in the beam and
the density is rather low because of the beam-averaging. Thus, it is
not surprising that our pressure results in lower values compared
to Hughes et al. (2013), Sun et al. (2020a) and Sun et al. (2020b).
The latter two use velocity-resolved CO data from which they
obtain higher pressures. The pressure values we derive are there-
fore only valid for the cool, molecular GMCs and we do not go
into great detail in our interpretation.

5. Dendrogram analysis and comparison with the
Milky Way

In this section, we discuss the distributions of the key physi-
cal cloud properties from the Dendrogram leaves extraction of
the dust-derived NH2 and CO maps individually (Sects. 5.1 and
5.2). We compare our results with the Milky Way GMC statis-
tics from Rice et al. (2016) and NL16 that rely on the Columbia
(CfA) 12CO(1−0) survey (Cohen et al. 1986; Dame et al. 2001),
which provides the most comprehensive Milky Way GMC cat-
alog. NL16 derived the cloud properties by eye inspection of
line-integrated CO maps and focuses on large (R ' 50 pc) and
massive (M ' 106 M�) MCCs. Those MCCs with a SFR larger
than 1 M� yr−1 kpc−2 are called “mini-starbursts”, an example is
the W43 region. However, what we find in M33 are more MCCs
without a high SFR (Corbelli et al. 2017), though the SFR den-
sities of MCCs are comparable with the SFR of super giant H II
regions in M33 (Miura et al. 2014). Rice et al. (2016) performed
a Dendrogram analysis on the velocity-resolved CO data and
also included smaller (<50 pc) and lighter MCs, down to a limit
of a few 104 M�, which are beyond our resolutions. Since there
are other CO surveys of the Milky Way with extensive datasets,
we also partly compare our findings with those. Nevertheless,
these studies mainly detect smaller molecular clouds, posing a
challenge in making meaningful comparisons with the GMCs
we can resolve. For a comprehensive overview of the current CO
surveys of regions in the Milky Way, see Park et al. (2023). The
most relevant studies utilize data from the Galactic Ring Survey
(GRS); see Simon et al. (2001) and Roman-Duval et al. (2010)
and cloud compilations presented in (e.g., Kramer et al. 1998;
Schneider & Brooks 2004; Su et al. 2019).

We also compare our results with Dobbs et al. (2019), who
studied molecular clouds in a simulation of a M33-type galaxy
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and from the same IRAM CO data of M33 we use. Their
models, based on Smooth Particle Hydrodynamic (SPH) codes
SPHNG (Bate et al. 1995) and GASOLINE2 (Wadsley et al.
2017), are detailed in Dobbs et al. (2018). They used Friends-
of-Friends (FoF) and CPROPS algorithms to determine cloud
properties of the simulations.

For completeness and to compare with other studies,
Appendix D shows and discusses the 12CO(1 − 0) luminosity of
M33.

5.1. GMC radii

The calculated mean of the beam-deconvolved cloud equivalent
radius reveal a similar overall distribution and mean values of
around 58 ± 13 pc and 68 ± 21 pc for dust- and CO-derived
GMCs, respectively. The largest structure observed from dust
data (NGC 604) exhibits the most notable difference, featuring
a radius of approximately 200 pc. For completeness, we report
that the branches have a mean radius of 354 ± 152 pc.

For comparison, Gratier et al. (2012) and Corbelli et al.
(2017) found mean radii of 42±13 pc and 45±12 pc, respectively,
from the IRAM CO map using CPROPS. These sizes are smaller
compared to our findings, primarily due to the higher spatial res-
olution of 12′′ of the unsmoothed IRAM CO map they used.
Williams et al. (2019) report a median GMC size of 105 pc for
their identified GMCs in M33, while we derived a mean value for
this catalog of 116±29 pc. They identified with Dendrogram the
clouds in the SPIRE 250 µm map at 18′′ resolution and then per-
formed an SED fit on the averaged flux values of 160, 250, 450
and 850 µm within one identified structure and determined the
cloud mass with a fitted DGR and XCO factor. They find an XCO
value of ∼6 × 1020 cm−2/(K km s−1) by fixing the dust absorp-
tion coefficient κ0 and emissivity index β and bin the GMCs
at 500 pc. A DGR and XCO factor are radially determined via
scatter analysis fitting both parameters simultaneously, result-
ing in possibly degenerate values since different combinations
can lead to the same result (their Eq. (6)). They subtracted
an H I map without short-spacing from Gratier et al. (2012). A
source extraction was also performed on the higher resolution
(13′′) 450 µm map, reporting a similar size distribution of the
clouds.

Rice et al. (2016) has the most complete GMC catalog of
the Milky Way, with mean radii of 34 ± 6 pc. Since the sub-
set of NL16 only concentrates on large and massive clouds, the
mean value is higher around 90 ± 20 pc (see Table 3 and Fig. 4).
Despite this, the trend of the distribution closely mirrors the pat-
terns observed in the M33 data derived from dust and CO data
for larger GMCs. There appears to be a size limit of around
150 pc for the largest GMCs/GMAs, in the Milky Way as well as
in M33, though both galaxies are different in terms of size, mass
and age. Interestingly, Dobbs et al. (2019) find a similar thresh-
old in their simulations of M33 and their cloud extractions of the
IRAM CO data set (their Fig. 4). The three distributions exhibit
a comparable decline in both the shape and the number of struc-
tures as they increase in size. We further do not clearly detect
Giant Molecular Filaments (GMFs), which can reach lengths
of up to 200 pc in the Milky Way (Wang et al. 2020). However,
some of our GMCs have an elongated geometry and aspect ratios
larger than 3 so that they formally fit to the definition of GMFs.
We come back to this point in Sect. 6.2.5.

A potential mechanism that explains the growth of GMCs
in alignment with the results can be attributed to supernovae.
Kobayashi et al. (2017) and Kobayashi et al. (2018) show that
H I gas is an important mass reservoir for growing GMCs and

they show that supernovae can accumulate the H I gas to molec-
ular clouds. In this case, the GMC growth is assumed to depend
on the maximum potential sizes of supernovae remnants. Hence,
most GMCs are predicted to show sizes of .100 pc, with a few
exceptions of up to 150 to 200 pc. Another potential explana-
tion is that GMC growth depends on the galactic gas disk scale
height, hz. When a GMC is smaller than hz, it can grow in
all three dimensions. Once it reaches the size of hz, its abil-
ity to grow in the vertical direction will drop. Only the two
remaining directions allow the GMCs to expand, but this slows
their growth, giving time for stellar feedback or other mecha-
nisms to destroy and regulate cloud sizes. The gas scale height
of the galactic disk in the Milky Way ranges from 300 to
400 pc (Carroll & Ostlie 2007). M33 shows a comparable scale
height of 320 ± 80 pc (Berkhuijsen et al. 2013). Therefore, this
rationale could account for the analogous shape and upper size
limit of the largest GMCs in both galaxies. We note, however,
that Koch et al. (2019) determined a CO/H I line width ratio of
around 0.7 and suggest that M33 has a marginal thick molecular
disk and not a thin disk dominated by GMCs and a thicker dif-
fuse molecular disk as seen for the Milky Way and other more
massive spirals.

However, we caution that the GMCs identified in M33 poten-
tially have line of sight effects due to limited resolution, the incli-
nation and the increased thickness of the central region, which
can blend distinct GMCs into a larger structure that is not one
coherent GMA. In addition, as mentioned in Rice et al. (2016),
the mass obtained for some GMCs can be inaccurate by up to an
order of magnitude due to challenges of reliably determining the
correct distances.

5.2. GMC masses and densities

Figure 4 (bottom row) shows the mass and average density dis-
tributions of H2 derived from dust and CO. The black dashed
line represents the minimum mass selection used in NL16. The
average number density for the binned data set (Fig. 4 bottom
right) and the individual clouds (Tables 1 and 2) are low, typ-
ically below 30 cm−3 for both tracers. The mean of the aver-
age densities are similar, with values of n = 5.2 ± 1.5 cm−3 for
dust-derived and n = 3.0± 1.1 cm−3 for CO-derived GMCs. Our
maps have a spatial resolution of 75 pc, and therefore the identi-
fied structures are likely composed of smaller substructures with
higher local densities. The densities of GMCs in the Milky Way
(29.1 ± 8.0 cm−3) have been calculated using the same method-
ology, based on the data presented in Table 1 of NL16. The
branches have a low average density of 1.1 ± 0.4 cm−3, which
is reasonable given that they span larger areas than the leaves
and incorporate a significant amount of inter-cloud and envelope
material, both of which are expected to have lower densities.

The mass distributions in M33 (Fig. 4, bottom left) show no
significant differences between CO and dust for our study. The
maximum GMC mass from CO is ≈5 × 106 M�, whereas for
dust it is NGC 604 with ≈8×106 M�. We note that there are only
a few GMCs in M33 above 106 M� in both tracers. The mean
values derived from the dust data are very similar, with M =
(2.8 ± 0.9) × 105 M� compared to M = (2.9 ± 0.9) × 105 M� for
CO. The branches have a mean mass of M = (1.3±0.2)×107 M�.

NL16 selected only Milky Way GMCs/GMAs with masses
of larger than around 106 M�, and thus it is not surprising that
the distribution contains only GMCs in this mass range (GMCs
with lower masses are not absent but were not included in the
survey). Notably, M33 lacks a significant high-mass GMC pop-
ulation. The procedure for mass determination is the same for
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Fig. 4. Distributions of GMC properties from our study and the literature. The panels show histograms of radius (top left), surface mass density (top
right), mass (bottom left) and beam-averaged number density (bottom right) derived from H2 data from dust (solid red) and CO (solid blue) from
this study. The dashed purple and golden lines display the distributions obtained for M33 from dust (Williams et al. 2019) and CO (Corbelli et al.
2017), respectively. The dashed black and light red lines give the distributions for the Milky Way studies of NL16 and Rice et al. (2016), respec-
tively. The vertical black dashed line in the mass distribution signifies the minimum mass limit of the selected structures in the Milky Way by NL16.

our study and that for NL16: for CO, the line-integrated inten-
sity was used to derive the CO column density and then finally
the mass using an XCO factor; and for the dust, the NH2 col-
umn density was derived from an SED fit. Interestingly, the lack
of significant high-mass GMCs in M33 also becomes evident
by comparing with the comprehensive Rice et al. (2016) Milky
Way catalog, which arises from a velocity-based identification of
GMCs from CO data, which in addition shows a mean mass sim-
ilar to our results of (2.4± 1.0)× 105 M�. The difference in mass
thus stems from the lower overall CO luminosity and hydrogen
column density in M33.

The H2 gas mass in the center of M33 (see Fig. F.1 for an
outline of the center) is ∼25% of the total dust-derived H2 mass
and amounts to 4.3×107 M�. This is an order of magnitude lower
than the central molecular zone (CMZ) of the Milky Way (∼1.3×
108 M�). We note that the overall mass of M33 is one order of
magnitude lower than that of the Milky Way. The total H2 mass
of the Milky Way is suggested to be 1.4 times higher than the
values found in earlier studies (Sun et al. 2021). Applied to the
results reported in García et al. (2014), this leads to a total H2
mass of 4.2 × 108 M�. Consequently, the proportion of the CMZ
of the Milky Way to this mass is ∼30%.

The Milky Way also shows higher number densities, with
a mean density of about 30 ± 11 cm−3 and 18 ± 6 cm−3 for

the dataset presented in NL16 and Rice et al. (2016), respec-
tively. Mean values from dust and CO data are roughly five
times smaller than those in the Milky Way datasets (and not one
order of magnitude). According to the mass-size relation dis-
cussed in Sect. 5.3, the density decreases with size. This might
explain why mean densities do not show the same trend like
GMC masses, central region mass or total H2 mass of M33, all
of which are consistently an order of magnitude lower compared
to those of the Milky Way.

Williams et al. (2019), using dust data, found in M33 GMC
masses shifted to higher values averaging to ranges from (3.7 ±
1.4) × 105 M� and low mean number densities of 1 ± 0.4 cm−3,
while the average cloud mass in Gratier et al. (2012) from CO
data is (2.4 ± 0.9) × 105 M� with a mean density of 30 ± 7 cm−3.
Corbelli et al. (2017) find similar results using the same data
at the same angular resolution with (2.6 ± 1.1) × 105 M� and
17±5 cm−3. The masses match our findings, but the higher num-
ber densities are due to detecting smaller structures. This may
result from the 12′′ resolution of the unsmoothed CO data and a
different cloud extraction method (CPROPS).

The effects of limited resolution of our data do not cause non-
detections of GMCs with similar masses and densities in M33
compared to the Milky Way. Using a larger beam would inaccu-
rately merge smaller structures into fewer larger structures, con-
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sequently inflating the overall mass. The dissimilarity in mass
between M33 and the Milky Way, with M33 having only around
10% of the mass of the Milky Way, probably originates from
variations in the sizes and evolutionary stages of the galaxies.
The diameter of M33 is approximately two-thirds the size of the
Milky Way. NL16 used a dataset with an angular resolution of
8′.8, translating into a spatial resolution of ∼60 pc for the most
distant GMCs in the Milky Way. For these distant GMCs, our
spatial resolution is similar.

By considering sweeping the H I medium by supernovae as
we discussed in Sect. 5.1, the typical maximum mass is limited
by the gas scale height so that nISM ·h3

z , where nISM is the volume
density of the ISM and hz is the galactic gas disk scale height.
The gas disk scale heights of both galaxies are similar, as dis-
cussed above. Thus, the remaining factor influencing the mass
growth may be attributed to the density of galaxies. Given that
the Milky Way has a higher H2 density and total mass (from
which a greater column density and ultimately a higher num-
ber density can be expected), we anticipate that the Milky Way
will show higher densities. Therefore, we propose this mecha-
nism as a possible driver. Meanwhile, Kobayashi et al. (2017)
and Kobayashi et al. (2018) performed a semi-analytic theory
to investigate the impact of cloud-cloud collisions. They show
that, even in the Milky Way galaxy, cloud-cloud collisions have
a minor impact on GMC growth and are only effective to clouds
more massive than 106 M�. We therefore suspect that cloud-
cloud collisions are mostly ineffective for M33.

5.3. Mass–size relations

Figure 5 illustrates Larson’s (Larson 1981) relationship between
mass and size for data derived from dust and CO. For dust-
derived GMCs the slope is 1.8±0.1, while it is 2.2±0.2 for CO-
derived GMCs. In the simulations of M33, Dobbs et al. (2019)
also found a clear mass-size relation in the observations and sim-
ulations. However, they did not quantify the slope of this rela-
tion so that we extracted the data points from their Fig. 4 and
fitted a linear function with a slope of 1.4 ± 0.1. This estima-
tion carries a significant level of uncertainty, attributed to man-
ual data extraction and the overlapping of numerous data points,
preventing clear individual identification. As previously noted
in Dobbs et al. (2019), the larger GMCs appear too extended,
also compared to the GMCs we identified, leading to a less steep
slope.

A slope of about 1.6 (Lombardi et al. 2010; Kauffmann et al.
2010) in the mass-size relation suggests the presence of sub-
structures within individual clouds, while a slope of around
2.4 was identified for GMCs in the GRS Galactic plane sur-
vey (Roman-Duval et al. 2010). NL16 determined a slope of 1.9
for GMCs and a slope of 2.2 for MCCs. Given that the third
Larson relation indicates a power-law connection between mass
and size, represented as M ∝ Rκ, with a typical power-law
exponent usually around 2, it suggests similar gas surface mass
densities for all GMCs. Furthermore, in line with assumptions
for a spherical object, the mass can be linked to the size by
M ∼ n/R3 ∼ N/R2, leading to M ∼ R2. This finding aligns
well with observations that incorporate a column density thresh-
old (see Schneider & Brooks 2004 and references therein).

5.4. GMC surface mass densities

Comparing cloud masses and sizes across studies can be unre-
liable due to differing GMC definitions and boundary settings.
Resolution limits may also cause undetected clouds or beam
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Fig. 5. Mass–size relation of the identified GMCs. Top: Mass–size
Larson relation for GMCs derived from dust. Bottom: Mass–size Larson
relation for GMCs derived from CO data. The various colors indicate
the average density of individual clouds. The panel displays the slope κ
and its corresponding error.

smearing. The concept of cloud surface densities inherently con-
siders the cloud size per definition, ΣGMC = M/A, thereby mit-
igating the impact of varying resolutions across studies. How-
ever, complete resolution uniformity is not achieved for instance
when the galaxy is not perfectly face-on, as some large clouds
may still merge into one single larger cloud when the beam
size is large, resulting in a higher surface mass density. Con-
versely, smaller clouds, if sufficiently spaced from others, may
get smeared within the beam, causing dilution and a decrease
in surface mass density. This can be mitigated by excluding too
small structures, which we do by only accepting structures 1.2
times the beam size. Nonetheless, comparing surface mass den-
sities can facilitate a less biased evaluation of clouds occupying
similar spatial areas.

In Fig. 4, we compare the GMC surface mass densities. For
Milky Way GMCs (NL16), the mean value of 187 ± 51 M� pc2

is approximately one order of magnitude higher than our dust-
derived (22 ± 5 M� pc2) and CO-derived values (16 ± 6 M� pc2)
in M33. Whereas compared to the more complete cloud catalog
obtained by Rice et al. (2016), the mean value is 38±14 M� pc2,
approaching similar high surface densities at the higher end of
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the spectrum as the clouds presented in NL16. Branches show
consistent mean surface mass densities of 19 ± 5 M� pc2.

For comparison, Hughes et al. (2013) report a gas surface
mass density for M33 of 46 ± 20 M� pc2 using CO(1 − 0) data
published by Rosolowsky et al. (2007). This value is roughly a
factor of 2 higher than our results. Corbelli et al. (2017) simi-
larly find 44± 15 M� pc2. Although they identify smaller GMCs
with the CO data at 12′′ angular resolution, they still find sim-
ilar masses, resulting in higher surface mass densities. The fact
that they find surface mass densities about twice as high as our
data are likely attributed to their application of a XCO value twice
that of the Galactic standard value. However, this has been dis-
puted in Paper I, which finds an average value nearly identical
to the Galactic one. Gratier et al. (2012) find similar values for
these properties for the same reasons. The data of Williams et al.
(2019) exhibit the lowest mean surface mass densities of all with
7.5 ± 2.5 M� pc2 which is probably due to the large sizes of the
GMCs. Roman-Duval et al. (2010) find for their Milky Way data
a median surface mass density of 144± 20 M� pc2. Although the
mass-size relations indicate a comparable surface mass density,
there is an observed dissimilarity in the distribution shapes, with
mean values varying by a factor of approximately one order of
magnitude between M33 and the Milky Way. It should be noted
that this finding aligns with the GMC masses we find in M33
being approximately an order of magnitude lower compared to
the Milky Way GMCs and with the total masses of the two galax-
ies found by other studies mentioned above. We note that in the
simulations of Dobbs (2008) the GMCs are more massive in
galaxies with stronger spiral shocks or higher surface densities.

Increased SF activity and higher pressures correlate with
increased molecular gas surface mass densities (Heyer et al.
2004; Lehnert et al. 2015; Wang et al. 2017; Krumholz et al.
2018). The difference between our results and the subset in NL16
is most likely due to manual selection of GMCs, involv-
ing a threshold applied to their masses. However, considering
the Rice et al. (2016) Milky Way catalog reveals a similar range
of especially high surface mass densities between both galaxies.
Given the smaller mean sizes and higher masses of this catalog
compared to our results, both mass and size lead to increased
surface mass densities by a factor of ∼2. However, Corbelli et al.
(2017) find a distribution similar to the GMCs in the Rice et al.
(2016) catalog. We attribute this to the higher spatial resolu-
tion of the observations by Corbelli et al. (2017), which yield
smaller GMC sizes relative to ours, although they still report
mean masses comparable to ours probably due to the use of an
XCO value twice the Galactic standard value.

5.5. Power-law mass spectra

We aim to determine the mass spectrum of GMCs in M33 iden-
tified via dust and CO, which may relate to cluster and star mass
functions (Kennicutt & Evans 2012, and references therein).
Differences in the mass spectrum across regions might reflect
variations in the processes that govern the formation, evolution
and destruction of clouds (Rosolowsky 2005; Colombo et al.
2014). The mass spectrum typically conforms to a power-law
probability distribution. To determine the power-law exponent α
and its standard error (σ/

√
N) we first linearize the function

p(x) ∝ x−α, (9)

and then employ a least-squares approach to fit a linear slope to
the data.

Figure 6 shows the distributions with an index determined to
be α = 2.32 ± 0.10 for the dust-derived and α = 1.87 ± 0.08 for
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Fig. 6. Power-law mass spectra of detected GMCs from dust-derived
data (red) and CO (blue) as well as from NL16 (Milky Way, black). In
black, the fit is performed with all listed structures in NL16, while the
light gray dotted-dashed line shows the fit, where the CMZ of the Milky
Way is excluded.

the CO-derived mass spectrum. The steeper slope of the dust-
derived data indicates a larger number of less massive struc-
tures. This result is somewhat unexpected, because the low angu-
lar resolution of our data would have moreover suggested that
many smaller molecular clouds along the line of sight would be
artificially grouped into larger complexes, resulting in a flatter
slope. Dobbs et al. (2019) reported α = 1.59, using the CPROPS
algorithm to identify clouds in M33 from the IRAM CO data.
For the data of Corbelli et al. (2017), using the same data and
extraction method, a curved pattern with an index of 1.6 has
been identified. For the results reported in Gratier et al. (2012),
using IRAM CO data as well as CPROPS, we determine a single
power-law of α = 2.12 ± 0.08. We note that in the simulations
of Dobbs et al. (2019), the spread in α is large, between 1.66 and
2.27 (with an uncertainty of 0.2) and depends on the simulation
(SPHNG or GASOLINE2) and the identification algorithm (FoF
or CPROPS). Williams et al. (2019) find a higher slope of 2.83.
Their result suggests a poorer ability of M33 to form massive
clouds. Rosolowsky (2005) report a similarly steep mass spec-
trum slope of 2.9 ± 0.4, which may be biased by only sampling
the high-mass end of the mass spectrum where the slope tends to
be steeper.

For the power-law index of Milky Way clouds, including
the CMZ, we determine α = 2.35 ± 0.24 using the data pre-
sented in NL16. Excluding the CMZ results in an exponent of
α = 2.58 ± 0.28. We note that this comparison relies solely on
the 44 structures manually selected by NL16 for structures more
massive than 0.7 × 106 M�, which could introduce a potential
bias and an undetected systematic error. For the results reported
in Roman-Duval et al. (2010), we derive α = 1.61 ± 0.03 (not
shown in the figure) for the Milky Way CO data from the Galac-
tic Ring Survey. These findings are in alignment with Rice et al.
(2016), who found a slope of 1.6 ± 0.1 for their entire cat-
alog. For the outer Galaxy, they reported a higher slope of
2.2 ± 0.1, whereas for the inner Galaxy, the slope remained at
1.6 ± 0.1. Similarly, Fujita et al. (2023) found generally higher
slopes, yet they show a consistent pattern with an index of
α = 2.30 ± 0.11 derived from 12CO data for distances below
8.15 kpc and α = 2.51 ± 0.14 for distances less than 16.3 kpc.
The power-law indices found in several other studies of the
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Milky Way, all using CO data, typically range between 1.6 and
2 (Kramer et al. 1998; Simon et al. 2001; Schneider & Brooks
2004; Roman-Duval et al. 2010).

The efficiency of cloud formation has been associated with
various processes. As discussed in Williams et al. (2019), the
influence on the GMC population of the spiral density wave ampli-
tude (e.g., Shu et al. 1972) can be excluded to explain the tenta-
tively higher slopes in M33 due to modeling efforts, which indi-
cate that the spiral arms of M33 are likely due to gravitational
instabilities (Dobbs et al. 2018). The interstellar gas pressure
might also be influential (Elmegreen 1996; Blitz & Rosolowsky
2006). Kasparova & Zasov (2008) report increased interstellar
pressure compared to the Milky Way, potentially leading to the
formation of more massive clouds. Thus, interstellar pressure
may not be the primary cause of a potential inefficient cloud
formation. This contrasts with findings by Blitz & Rosolowsky
(2006) and Sun et al. (2018), indicating M33 lies within a lower
pressure regime. This scenario aligns with the upper cloud mass
limit being influenced by interstellar pressure. Another factor
could be the role of metallicity in the transformation of H I-
to-H2 (Krumholz et al. 2008; Kobayashi et al. 2023). If M33
indeed has subsolar metallicity, this conversion would be less
efficient, resulting in similarly inefficient cloud formation. How-
ever, the determined metallicity of M33 shows a very high
dispersion (Willner & Nelson-Patel 2002; Crockett et al. 2006;
Rosolowsky & Simon 2008; Magrini et al. 2010). Furthermore,
it is proposed that merging H I clouds could form H2 (e.g.,
Heitsch et al. 2005), suggesting that larger H I velocity disper-
sions could lead to more massive clouds. In M33, however, the
average H I velocity dispersion is around 13 km s−1 with minimal
radial variation (Corbelli et al. 2018). This is consistent with the
velocity dispersion of 11 nearby galaxies of∼10 km s−1 presented
in Tamburro et al. (2009). Typical velocity dispersions measured
for the Milky Way are in the same range (Malhotra 1995;
Marasco et al. 2017). Another potential mechanism remains
within supernovae. The power-law index may be considered to
represent the balance between GMC mass-growth and destruc-
tion by massive stars (Kobayashi et al. 2017, 2018). The super-
nova frequency per unit volume varies across the galactic disk and
the expansion of supernovae remnants compresses the ISM initi-
ating the transition of H I-to-H2 (Kobayashi et al. 2020, 2022). In
this case, the power-law slopes of the GMC mass functions are
determined by the balance between the transition rate from H I-
to-H2 and the destruction rate by stellar feedback from massive
stars, mainly radiative feedback (Kobayashi et al. 2017). Addi-
tional mechanisms like shear may also set the maximum mass
and lifetimes (Jeffreson & Kruijssen 2018), especially in a region
where the shear rate is high and the orbital speed is fast (e.g., the
outer regions of the CMZ in case of the Milky Way galaxy). We
cannot determine which of these mechanisms primarily drive the
potentially inefficient cloud formation in M33, as suggested by
some of the findings discussed above.

In summary, the power-law index α shows a large spread for
both M33 (1.6 to 2.9) and the Milky Way (1.6 to 2.5), due to
differences in datasets and methods. Despite errors, there is no
significant variance between M33 and the Milky Way, except for
a slight tendency for higher values in M33. Both exhibit self-
similarity from molecular clouds (∼50 pc) to larger GMAs, sug-
gesting similar physical mechanisms for massive GMCs in both
galaxies and a limit in sizes and masses despite their high differ-
ence in mass. Given the values in the existing literature, it is dif-
ficult to determine whether the cloud mass distribution in M33 is
significantly different from that in other large spirals within our
Local Group.

6. Trends with galactocentric radius and galactic
environment in M33

Molecular clouds do not possess a perfectly spheri-
cal shape. Instead, their morphology is often influenced
by complex processes such as merging or turbulent
flows (e.g., Vazquez-Semadeni et al. 1995; Heitsch et al.
2006; Clark et al. 2019; Schneider et al. 2023) or cloud-cloud
collisions (Casoli & Combes 1982; Fukui et al. 2021), leading
to irregular shapes characterized by clumps and filaments.
Variations in cloud properties under different environmental
conditions within a galaxy offer valuable insight into the factors
shaping cloud formation and evolution (e.g., Sun et al. 2020b).

The molecular gas, for example, forms huge associations
as a result of the gravitational attraction of the spiral arm.
As the gas exits the spiral arms and experiences significant
shear forces, it breaks apart and reverts to smaller elongated
structures (La Vigne et al. 2006). Numerous observational and
computational studies emphasize the presence of filamentary
structures in the areas between the arms (Ragan et al. 2014;
Duarte-Cabral & Dobbs 2016, 2017) and the presence of high-
mass structures within the spiral arms (Dobbs et al. 2011;
Miyamoto et al. 2014). Apart from structure variations, metal-
licity gradients within a galaxy can also lead to variations in the
physical properties of the molecular cloud. We thus examine in
the following sections the physical properties of the GMCs in
M33 as a function of the galactocentric radius and the galactic
environment of M33.

6.1. Trends with galactocentric radius

Figures 7 and 8 display the mass, average density, surface
mass density, radius as well as aspect ratio and dust temper-
ature as a function of the galactocentric radius. The relation-
ship between GMC properties and galactocentric radius has also
been examined by Gratier et al. (2012), Corbelli et al. (2017)
and Braine et al. (2018). A comprehensive discussion of specific
properties can be found in Appendix E.

In summary, the parameters show only a weak (for high-Σ
GMCs) or non-existing (for low-Σ GMCs) trend with the distance
from the galaxy’s center, raising the question whether SF is influ-
enced by the galactocentric radius. Only GMCs with the highest
surface mass densities (above 40 M� pc2) show a tendency to have
higher values for density and Σ in the center of M33. This finding
is similar to what is observed in the Milky Way. In both galaxies,
self-gravity and cloud-cloud collisions become more important
for these high-Σ GMCs in the respective CMZ.

In the following section, we discuss the more significant
trends we observe for different regions (center, spiral arms,
outskirts) in M33, as a radial dependence on the galactocen-
tric radius does not entirely unveil systematic differences in the
galactic environments.

6.2. Trends with galactic environment

It is not yet clear whether SF is more efficient in partic-
ular regions of galaxies and to which extent the SFR and
SFE are linked to the physical properties of the GMC popu-
lation. Observations and simulations indicate that GMCs are
concentrated in spiral arms, often with regular spacing, which
can be explained when GMCs are formed by gravitational
instabilities (Elmegreen 1990; Kim & Ostriker 2002). On the
other hand, GMCs can also form by agglomeration of smaller
clouds or merging of flows (see references above). A higher
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SFR can then be just a by-product of the higher material
reservoir in the spiral arms. While some studies (Koda et al.
2009; Pettitt et al. 2020; Colombo et al. 2022) report varia-
tions between their spiral arms and inter-arm populations,
others (Duarte-Cabral & Dobbs 2016; Querejeta et al. 2021) find
no discernible differences in the overall properties of the cloud
population.

In this section, we systematically investigate if there are vari-
ations in the physical properties of the GMC population in cer-
tain regions of M33. For that, we use our dust-derived column
density map and split the galaxy by eye-view into a central

region, the two main spiral arms and the outskirts (Fig. F.1). The
two main spiral arms are approximated to extend to a galacto-
centric radius of roughly 4 kpc, whereas the central area of M33
can roughly be described as an equivalent circle with a galac-
tocentric radius of around 1.3 kpc. The outskirts are considered
to be the remaining area of M33’s disk4. To determine the spiral

4 Since the inter-arms are faint and challenging to distinguish from the
surrounding diffuse gas, we refer to this area as the “outskirts” or outer
region. We emphasize that this mask is not meant to be considered as a
precise delimitation.
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We note that these distributions are solely based on pixels and are not
connected to GMCs.

arm structure more quantitatively, we additionally employ a sim-
ilar approach as in Querejeta et al. (2021) and model the spiral
arms with a log-spiral function and perform a fit to this model.
Details of this procedure and the results are given in Appendix F
and in Fig. F.1. The visually estimated borders of the spiral arms
already capture the fitted log-spirals very well. We therefore con-
tinue to use the masks presented in Fig. F.1 to study the spiral
arms and outskirts.

6.2.1. Column density complementary cumulative
distributions

Querejeta et al. (2021) reported increased gas surface densi-
ties closer to the central regions of galaxies by analyzing
the CO(2 − 1) data obtained from the PHANGS-ALMA sur-
vey (Leroy et al. 2021). We confirm this finding for M33 using
our dust-derived high-resolution NH2 map (Fig. 9), which shows
the complementary cumulative distributions of the entire disk
of M33 and the three defined environments5. The complemen-
tary cumulative distribution function provides the likelihood that
an observation from a sample exceeds a certain value on the
x-axis. It becomes evident that the central region exhibits col-
umn densities throughout the spectrum higher than those of
the spiral arms and outer regions. The spiral arms and the out-
skirts display comparable levels of low NH2 below approximately
2 × 1020 cm−2. Beyond this threshold, the spiral arms diverge,
maintaining higher column density values. This finding aligns
with the results reported in Leroy et al. (2021). The median value
for the central region (provided in the panel for all distribu-
tions) is roughly three to 3.5 times higher than for the other two
regions. Furthermore, the central region shows the steepest slope
among all distributions, while the spiral arms and outer regions
demonstrate a shallower slope towards higher column densities.

6.2.2. GMC properties in different environments

The distributions of GMC properties (mass, average density, sur-
face mass density, radius and aspect ratio) are shown in Fig. 10
as a function of galactic environment. The global distribution of
the entire disk of M33 is shown in red on the left for compari-
son. GMCs located in the center are represented in violet, those

5 We focus hereafter on dust, since the results of dust and CO are very
similar and we want to avoid to overcharge the paper.

in the two main spiral arms are in brown and those in the out-
skirts, excluding the center and the two main spiral arms, are
depicted in turquoise. The median is displayed as a straight line
within the boxes in beige.

Most of the properties show a weak variation for the median
values in different environments. Only the central region of M33
exhibits larger masses and surface mass densities of the GMCs
compared to the regions in the remaining disk (see also Sect. 6.1,
where we have already observed this trend). Overall, the GMCs
in the center are denser, those in the spiral arms are larger, while
those in the outskirts are more elongated. Generally, the GMC
populations in the spiral arm and outer regions do not exhibit
large variations in their properties.

6.2.3. GMC masses in different environments

The masses of the GMCs are noticeably higher in the central
region of M33. The median and minimum values indicate signif-
icantly higher masses compared to the other two regions. Apart
from the exceptional case of NGC 604 in the spiral arm, the high-
est mass values are comparable to those in the central area, while
the GMCs with the lowest masses have even lower values. The
outer regions exhibit GMCs with similarly low masses as those
in the spiral arms but lack GMCs with such high masses.

One hypothesis is that spiral arms, which contain a larger
amount of material, increase the occurrence of cloud-cloud
collisions, thereby supporting the creation of high-mass enti-
ties (Dobbs 2008). This would result in a tendency for the most
massive clouds to be situated in spiral arms. However, the spi-
ral arms exhibit lower densities. This is also true for the sur-
face mass density compared to that in the central region. If larger
GMCs gather more mass and thus support SF, then this should
yield higher surface mass densities. Since the GMCs in spiral
arms are merely larger without possessing higher column den-
sities, this results in lower masses and surface mass densities,
which correlate with SF, suggesting that SF should be lower.
As discussed above, the impact of cloud-cloud collisions in the
Milky Way have been investigated by Kobayashi et al. (2017)
and Kobayashi et al. (2018), for which an effective impact has
only been found for GMCs more massive than 106 M�. Further-
more, while the most massive GMC (NGC 604) is located in the
northern spiral arm, the other GMCs in these environments do
not support this picture. Both the median and the 75th percentile
values are lower than those of the center. Additionally, most out-
liers, except for NGC 604, have less mass compared to those in
the center. This discrepancy may be due to the limited resolu-
tion of 75 pc, whereas Dobbs (2008) simulate molecular clouds
with higher resolution. Corbelli et al. (2019) suggested that the
formation of more massive clouds in the center may occur due
to the rapid rotation of the disk relative to the spiral arm pattern,
allowing the clouds to grow further as they traverse the arms.

6.2.4. GMC densities, surface mass densities, and radii in
different environments

For GMC densities, the environments show minimal variation.
The median values are similar across different regions. The main
distinction is observed in the outliers at the outskirts, where the
densities do not peak as high as those in the GMCs in other areas.

The surface mass densities demonstrate a pattern similar to
that of the masses. The central region contains GMCs with the
highest masses, whereas the median and the values at the lower
ends of the spectrum decrease in the spiral arms and decrease
even more in the outer regions. This finding aligns with the
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radial trends that have been discussed in Sect. 6.1 and con-
firms Querejeta et al. (2021), reporting increased gas surface
densities closer to the central regions of galaxies by analyz-
ing the CO(2–1) data obtained from the PHANGS-ALMA sur-
vey (Leroy et al. 2021).

On the other hand, the GMC radii differ most significantly in
the spiral arms, with NGC 604 as the outlier. The center and out-
skirts have smaller GMC radii. The median radius in the spiral
arms is ∼90 pc, while in the outskirts it is ∼63 pc.

6.2.5. GMC elongations/aspect ratios and temperatures in
different environments

The center has GMCs with the least elongation at the higher end
of the spectrum, while the spiral arm and outskirts have slightly
stronger elongated GMCs. It is not clear to which extent the
GMCs with an AR larger than 3 represent GMFs that were found
in the Milky Way (Ragan et al. 2014; Goodman et al. 2014;
Zucker et al. 2015; Wang et al. 2020) and in external galax-
ies (Hughes et al. 2013; Leroy et al. 2016). These studies typi-
cally define GMFs as long filamentary structures with lengths
exceeding 50 pc and masses above 105 M� and suggest that they
trace the denser spine region of the spiral arms and the mid-
plane of the gravitational potential in the galaxy. We note that
while some Galactic GMFs exhibit widths down to ∼1 pc, a
scale which remains indistinguishable from our current resolu-
tion, other GMFs possess notably larger widths (Zucker et al.
2018). In particular, Wang et al. (2020) presented dust and dense
gas tracers of one filament in the Milky Way with an AR of
about 3 and a length of 68 pc which would fit formally to
some of the GMCs we detect. Figure 10 shows that there is
only a very weak environmental dependency of the AR. How-
ever, the most elongated GMCs are found within the spiral

arms and the outskirts and this could indicate (as discussed
in Sect. E.5) a stretching effect due to shear forces on the
massive GMCs (or molecular clouds) as they transition from
the spiral arms to the inter-arm regions (Koda et al. 2009).
It could also be the result of disruption caused by feedback
from stars (Meidt et al. 2015; Chevance et al. 2020; Bonne et al.
2023). Duarte-Cabral & Dobbs (2016) discovered in a compu-
tational simulation of GMCs within a two-armed spiral galaxy
that, while the average characteristics of the inter-arm and spiral
arm GMCs are comparable in terms of their ARs, the extremely
elongated GMCs in their dataset are predominantly associated
with the inter-arm regions. Given that the outskirts exhibit highly
elongated GMCs it is possible that stellar feedback contributes
to the disruption of GMCs in both environments.

Hence, our proposition is that the shear forces in the cen-
ter do not account for disrupting the GMCs, since the GMCs
in the center exhibit the lowest median elongation. Addition-
ally, the least elongated and most massive GMCs are located
in the center (excluding NGC 604), indicating that the center
is conducive to the formation of high-mass GMCs. As detailed
in Sect. E.6, we argue that the strong galactic potential subjects
GMCs to an isotropic pressure, which accounts for the observed
distribution of GMC elongation. It is unlikely that stellar feed-
back plays a significant role in elongating GMCs in the cen-
ter, as the feedback would be uniformly distributed throughout
the center, resulting in disrupted GMCs across the region and
dynamically altering GMC boundaries. After typical GMC life-
times, any cloud detection algorithm would identify new seg-
ments of an original GMC as a new GMC, incorporating parts of
previously disrupted GMCs. With this iterative process and the
isotropic galactic potential, extreme elongation tendencies are
expected to diminish, resulting in the non-increasing elongation
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of GMCs, unless specific conditions, such as the presence of a
bar, exist in the central area.

In summary, it is observed that while the overall dynamics on
a large scale influences cloud properties, there is no clear indica-
tion that SFE is notably enhanced in any specific environment.

6.3. Power-law mass spectra with galactic environment

As pointed out in Sect. 6.2.3, there are noticeable differences in
the masses of the GMCs between the center and the remaining
disk of M33. We therefore also investigate the distribution of
GMC masses within each large-scale environment by conducting
power-law mass spectra.

Figure 11 illustrates the mass spectra of the GMCs in the
different environments of M33. The central area and the spiral
arms of M33 exhibit the highest abundance of high-mass clouds,
with αCenter = 2.19 ± 0.19 and αSpiralArms = 2.16 ± 0.14 having
relatively shallow slopes. In contrast, there is a significant reduc-
tion in high-mass GMCs toward the outer regions, where GMCs
have mainly lower to moderate masses with a steeper slope of
αSpiralArms = 2.32 ± 0.11. Bigiel et al. (2010) observed smaller
GMCs at larger galactocentric radii of M33, suggesting a steeper
slope in the outskirts of M33, which is supported by the slope
we determine. This higher slope suggests that high-mass objects
in the outskirts may face challenges in their formation or are
rapidly destroyed after formation. This aligns with the findings
presented in Sect. 6.2.3 and with the results of Rosolowsky et al.
(2021) in their examination of GMCs across spiral galaxies
within the PHANGS dataset.

The spectra shown in Fig. 11 indicate that GMCs have higher
masses in areas with lower galactocentric radii, closer to the cen-
ter. In the outskirts, the most massive GMC reaches a mass of
∼1 × 106 M�, the lowest of the three environments. This is con-
sistent with having the steepest slope of all three. In the cen-
tral region, GMCs that are only about three times more mas-
sive are found, while in the spiral arm, the most massive GMC
(NGC 604) has a mass of ∼8 × 106 M�. This observation indi-
cates that cloud growth may be prevented or that large GMCs
are being disrupted in the central area, at least to reach such
high masses as observed in NGC 604. This phenomenon could

be attributed to complex dynamics and shear forces or to the
enhanced interstellar radiation field in the central region. In con-
trast, the mass distribution of GMCs in the spiral arms, exclud-
ing NGC 604, consists of less massive clouds than in the cen-
ter. NGC 604 leads to a flattening of the slope in the spiral arms.
Despite the predominance of low-mass objects in the spiral arms,
the conditions in this region appear to be conducive to the growth
of larger clouds, maybe due to the absence of a strong interstellar
radiation field and/or shear forces disrupting the clouds. How-
ever, since the center hosts the GMCs with the highest masses,
with the exception of NGC 604, this conclusion remains uncer-
tain.

Dobbs et al. (2019) found a decrease in the power-law index
after incorporating SF into their simulations. As clouds become
dense, the index drops to values between α ≈ 1.8 and ≈2. Con-
sidering delayed SF results in an index that agrees better with
observations. This suggests, in general, that SF occurs in later
stages of GMC formation. These authors also divided the clouds
into “star-forming” and “non-star-forming” clouds (SF clouds
and non-SF clouds hereafter). While SF clouds inject energy
into the clouds, heating them locally, this leads to a flattened
slope of α = 1.8, whereas non-SF clouds exhibit a slope of
α = 2.68. They identified that the non-SF clouds tend to reside
at a larger galactocentric radius, indicating higher SF activity in
the center. Increased surface mass densities are associated with
this phenomenon and we also observe higher surface mass den-
sities toward the center, in accordance with this. Additionally, a
stronger galactic potential towards the center could account for
this finding. Compared with our results, this suggests a higher
SF activity in the center and spiral arms than in the outskirts.
Dobbs et al. (2019) also provide reasons as to why larger clouds
tend to host more SF: these larger clouds are statistically more
inclined to have dense areas, thus increasing the likelihood of SF.
These clouds probably accumulate more mass as they begin to
form stars, suggesting that clouds not undergoing SF may just be
in an earlier phase of their lifetime when they have lower masses.

This is consistent with what Braine et al. (2018) found by
analyzing the IRAM 30 m CO data of M33. Detected GMCs
(from the catalog of Corbelli et al. 2017) have been divided
into three radial bins: Rgal < 2.2 kpc, 2.2 < Rgal < 3.7 kpc
and Rgal > 3.7 kpc. The power-law indices for these bins are
α = 1.36, α = 1.68 and α = 1.87, respectively, showing an
increase with radius. They also subdivided the GMCs into three
SF classes – no obvious SF (A), embedded SF (B) and exposed
SF (C) – based on Corbelli et al. (2017). More evolved GMCs
accumulate more mass and show shallower slopes. Star-forming
GMCs lie closer to the center than non-SF GMCs. However,
A-class GMCs consistently show steep slopes regardless of their
position, while C-type GMCs also have similar slopes regardless
of their position, indicating that SF activity is more important
than galactic environment.

As also discussed in Sect. 5.5, Fujita et al. (2023) found dis-
tinct power-law indices of α = 2.30±0.11 and α = 2.51±0.14 in
the Milky Way within a galactocentric radius of <8.15 kpc and
beyond <16.3 kpc, respectively. Taking the errors into account,
this is also consistent with our data split into the environments,
which represent distinct regions along the galactocentric radius.

7. Conclusion and summary

In Paper I, we presented a novel technique to use the Herschel
flux maps and CO(2 − 1) data of M33 to produce NH2 maps at
18.2′′ (∼ 75 pc) resolution, resolving GMCs. A complete XCO
map was applied to the CO map to compute the NH2 map with
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values in the range of 1.6 − 2 × 1020 cm−2/(K km s−1). This XCO
factor is close to the Milky Way value and thus questions the
usual approach of applying a single, adopted XCO factor for the
whole galaxy and simply using a two-times-higher value for
M33 due to its lower metallicity.

We then employ the Dendrograms algorithm to identify
GMCs from these maps, calculate the physical properties, and
compare the results between dust and CO and with Milky
Way data from the CO(1 − 0) Columbia survey presented
in Nguyen-Luong et al. (2016). In addition, an investigation was
conducted to explore the potential influences of the galactocen-
tric radius and galactic environment on GMC properties.
1. We find that M33 lacks the more massive (>106 M�) and

denser GMCs that are present in the Milky Way. The mean
GMC masses of M33 are about an order of magnitude lower
than those of the Milky Way. A power-law fit to the mass
spectrum gives values of α = 2.32 ± 0.10 for dust and
α = 1.87±0.08 for CO. These indices align with those found
in other studies of M33, Milky Way values, and simulations,
which all show a large spread.

2. There appears to be a limit to the sizes of GMCs of around
150 pc, as the distributions for the largest GMCs of M33
and Milky Way show similar shapes and a decline above
∼100 pc. We do not find the equivalent of GMFs in the Milky
Way but note that there is an inter-cloud medium at col-
umn densities of around 1021 cm−2 that contains a signif-
icant mass, in particular in the central region of M33. In
the outskirts, the lower-column-density material encloses the
GMCs, which is particularly evident in dust.

3. The surface mass densities for M33 are 22 ± 5 M� pc2 from
dust and 16 ± 6 M� pc2 for CO, which are about an order of
magnitude lower than the same values for the Milky Way.
The increased surface mass density may suggest an increase
in SFR. Finally, M33 shows similar patterns in some alterna-
tive characteristics to those observed in other nearby galaxies
in the PHANGS survey.

4. We find no or only weak correlations between physical prop-
erties and galactocentric radius, but some results indicate a
dependence on the larger-scale environment.

5. The central region of M33 displays slightly higher median
values for parameters such as mass, average density, surface
mass density, and dust temperature, but contains the GMCs
with the smallest aspect ratios. The center hosts the most
massive GMCs (except for NGC 604), which also exhibit
the highest surface mass densities. However, as the center
seems to be the region with the highest influence on star
formation, the variations in physical parameters across the
environments are predominantly minor in nature. The spiral
arms mainly host the largest GMCs, while they contain most
of the extreme outliers across different parameters, such as
mass, surface mass density, size, and elongation. On the con-
trary, the outskirts generally feature the lowest median val-
ues, with the exception of average density and elongation.
However, the majority of the GMCs, despite some outliers,
do not seem to be significantly affected by the conditions of
the galactic environment.

6. The power-law fits to the mass spectra derived from CO and
dust vary with the galactic environment (α = 2.19 ± 0.19
for the center, α = 2.16 ± 0.14 for the spiral arms, and α =
2.32±0.11 for the outskirts). These results are consistent with
observations in the Milky Way, suggesting similar indices
for both the inner and outer disk of our galaxy. However, the
slope of the spiral arms decreases due to the high mass of
GMC NGC 604. The remaining high-mass GMCs in the spi-

ral arms have lower masses than those in the galaxy center.
This complicates the identification of the physical mecha-
nisms at work, as high interstellar radiation fields and shear
forces are likely to disrupt more massive GMCs, whereas the
absence of these mechanisms would enhance these parame-
ters in the spiral arms.

Overall, we conclude that the center seems to have a slightly
greater influence on GMC properties than the other environments,
but that mechanisms operating at the cloud scale – notably stellar
feedback – may have a similar or greater impact on GMCs than
large-scale dynamics inherent to galactic environments.

Data availability
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Appendix A: IRAM 12CO(2 − 1) line-integrated
intensity map of M33

Figure A.1 shows the 12CO(2 − 1) map of M33 obtained with the
IRAM 30m telescope (Gratier et al. 2010; Druard et al. 2014).
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Fig. A.1. 12CO(2 − 1) line-integrated intensity map of
M33 (Druard et al. 2014). The map has been smoothed to the
resolution of 18.2′′ and re-gridded to the coordinate grid of the SPIRE
250 µm map.

Appendix B: XCO factor map of M33

Figure B.1 displays the XCO factor map defined as the dust-
derived NH2 over CO line-integrated intensity at each posi-
tion in M33 at 18.2′′ and scaled with the CO( 2−1

1−0 ) line
ratio (Druard et al. 2014) to CO(1 − 0) intensity. See Paper I for
more details.

Appendix C: Influence of Dendrogram parameters
on the GMC statistics

We conducted a Dendrograms parameter study by changing the
min_value and the beam factor for cloud selection. Obviously,
increasing these parameters results in the identification of larger
and more massive GMCs, whereas changing min_delta prac-
tically does not alter the results. Nevertheless, the undetected
residual emission became more substantial, while the results
change non-significantly considering the uncertainties. Conse-
quently, we conclude that the use of 3σ for min_value and a
beam factor of 1.2 are the optimal settings for the Dendrogram
analysis. Tables C.1 and C.2 list the mean values of the main
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Fig. B.1. XCO factor (ratio) map of Method I of Paper I. The two ellipses
represent a circular radius equivalent to 2 and 4 kpc.

properties of the dust- and CO-derived GMCs for a min_value
of 5σ and a beam factor of 1.5. We further illustrate the results
for a subset of the plots discussed above. Figure C.1 shows
the distributions of the radii and surface mass densities for
both varied parameters. The size is mainly unchanged, while a
min_value of 5σ excludes the low-mass GMCs, leading to an
overall shift towards higher values in mass and (surface mass)
densities. However, the change is still low.

The effect on the galactocentric radius dependence as an
example for the mass and density is marginally shifted to higher
values. Furthermore, there is no notable trend with the galacto-
centric radius for any of the other properties, similar to the result
found with a min_value of 3σ and a beam factor of 1.2.

For the power-law slopes, the increase in the slope for dust-
derived data is insignificant. For CO, the slope rises from 1.87
to 2.03. However, considering the uncertainties, the change falls
within the margin of error.

This analysis confirms that our selected Dendrogram param-
eters are robust and produce reliable results.

Appendix D: CO luminosity

For completeness and to enable comparison to other stud-
ies, we display in Fig. D.1 the 12CO(1 − 0) luminosity LCO
of M33, using the CO(2 − 1)/CO(1 − 0) line ratio of 0.8
from Druard et al. (2014). The mean CO luminosity is (9.2 ±
2.0) × 104 K km s−1 pc2, which is lower than the value of 3 ×
105 K km s−1 pc2 for the CO(2 − 1) IRAM data at 12′′, which
corresponds to 3.75 × 105 K km s−1 pc2 for CO(1 − 0) applying
the same line ratio of 0.8. Hughes et al. (2013) present M33
data from their observations of CO(1 − 0), indicating values
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Fig. C.1. Distributions of GMC properties with varying Dendrogram parameters. The upper panels show histograms of radius and surface mass
density with a min_value of 5σ. The lower panels display the same properties for a beam factor of 1.5.

Table C.1. Mean properties of dust-derived GMCs.

min_value = 5σ beam factor = 1.5
GMCs 214 242
M [×105 M�] 3.5 ± 1.1 3.6 ± 1.1
n [cm−3] 7 ± 3 3 ± 1
Σ [M� pc−2] 28 ± 7 20 ± 5
R [pc] 59 ± 11 69 ± 12
κMass−Size 1.8 ± 0.1 2.0 ± 0.1
AR 1.9 1.9
α 2.38 ± 0.13 2.42 ± 0.12

Notes. The table shows the mean values for the parameters obtained
with varying the Dendrogram parameters.

around 1 × 105 K km s−1 pc2. A slope of 1.5 indicates that the
CO emission of smaller GMCs is faster saturated compared to
larger GMCs. In other words, more CO emission per area can be
accounted for in the outer regions of GMCs.

Appendix E: Trends with galactocentric radius of
M33

It is evident across all parameters that the majority of GMCs do
not exhibit a significant trend with the galactocentric radius. This

Table C.2. Mean properties of CO-derived GMCs.

min_value = 5σ beam factor = 1.5
GMCs 111 153
M [×105 M�] 4.0 ± 2 3.8 ± 2
n [cm−3] 4 ± 2 2 ± 1
Σ [M� pc−2] 23 ± 9 16 ± 7
R [pc] 69 ± 15 83 ± 17
κMass−Size 2.0 ± 0.2 2.2 ± 0.2
AR 1.5 1.7
α 2.03 ± 0.12 2.13 ± 0.12
LCO 1.5 ± 0.1 1.8 ± 0.1

Notes. The table shows the mean values for the parameters obtained
with varying the Dendrogram parameters.

observation is supported by Spearman correlation coefficients6

ranging from |8.7 × 10−4| to |0.4|, showing no or only low corre-
lation at best (except for the temperature, which clearly shows

6 The Spearman correlation coefficient is suitable for all types of
monotonic relationships, whether linear or nonlinear, and does not
require the data to follow a normal distribution. It ranges from −1 to
1, where −1 indicates a strong negative correlation, 0 no correlation
and 1 a strong positive correlation. Given that the Spearman correlation
coefficient is effective for both linear and nonlinear relationships, it does
not differentiate between these types of correlations.
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Fig. D.1. CO(1 − 0) luminosity-size relation of the structures identified
in the CO data. The horizontal line represents the 2σ sensitivity limit.

a gradient; see Tabatabaei et al. 2014; Keilmann et al. 2024).
Nonetheless, upon closer inspection of the GMCs at the extreme
ends of the spectra, there is a subtle trend of mostly decreas-
ing values with increasing galactocentric radius, especially for
the surface mass density and average number density. Extreme
GMCs, that is, GMCs at the tails of the distributions, enhanced
in particular large-scale galactic environments, may suggest the
presence of physical mechanisms directly enabling the develop-
ment of particular cloud types in specific galactic regions, poten-
tially influencing SF. We consider GMCs with surface mass den-
sities above 40 M� pc2 to account for an analysis of whether and
how extreme clouds may depend on the galactocentric radius.
The corresponding GMCs are depicted as thicker and darker
pentagons in the following figures.

E.1. GMC masses with galactocentric radius

Specifically, for dust-traced masses, GMCs located within
approximately 2 kpc demonstrate an increase toward the center
for those with the lowest masses. This pattern is absent in CO-
traced GMCs. This could be due to strong interstellar radiation
fields, which photo-dissociate CO (Offner et al. 2014), leading
to less CO emission in the center. The remaining GMCs beyond
2 kpc do not show a dependence on the galactocentric radius for
both tracers. The Spearman correlation coefficients show practi-
cally no correlation with galactocentric radius over the whole
data range. For the most massive GMCs observed with both
tracers, their highest masses decrease with galactocentric radius,
supporting Corbelli et al. (2017), who found a similar decrease
beyond 4.5 kpc. The GMCs with the most extreme surface mass
density values are not those with the highest masses; they appear
to be arbitrarily distributed in terms of mass; see Fig. 7 (top
left). The data point around 4 kpc is NGC 604. In the case of
branches, the median mass is 2× 105 M�. Additionally, there are
structures with increased masses within low galactocentric radii
below 1 kpc. The remaining structures show a similar trend to
the GMCs (leaves) with a slightly higher correlation coefficient
of −0.5, which is still only a moderate correlation.

According to their simulation, Dobbs et al. (2019) report
that the masses of GMCs are influenced by the distance from

the center of M33. Their findings exhibit a resemblance to our
results, particularly in the case of the most massive GMCs,
showing a correlation with the galactocentric radius. Neverthe-
less, Dobbs et al. (2019) did not provide a quantitative assess-
ment of this dependency, making direct comparisons difficult.
Due to the similarity in the plots showing that the majority of
the clouds do not seem to depend strongly on the galactocen-
tric radius, it is possible that the actual dependency they state is
similar in magnitude to what we quantify.

The lack of correlation between cloud mass and Rgal likely
results from a balance between the more compact and there-
fore more luminous clouds at the galaxy center and the diffuse
and hence more extended sources in the outskirts. Williams et al.
(2019) identified a higher, yet still weak correlation between
mass and galactocentric radius with a Kendall rank correlation
coefficient7 of 0.12.

E.2. GMC average densities with galactocentric radius

While, as in the case of masses, a subtle trend of the least dense
GMCs is also noticeable in dust-traced GMCs in terms of aver-
age density, it is not observed in those traced by CO. In con-
trast, GMCs with the highest densities tend to be more concen-
trated toward the inner disk of M33, as indicated by dust-derived
GMCs and to a lesser extent by the CO-derived GMCs. Almost
all of these most dense GMCs are also those which have the
highest surface mass densities. This is not surprising, as the num-
ber and the surface mass density are closely related. However,
the overall correlation is absent, as in the case of the masses.
The Spearman correlation coefficients practically do not quantify
the correlation. Structures identified as branches show a median
density of 1.1 cm−3 and exhibit a slightly higher correlation coef-
ficient of 0.3, which is still only a weak correlation.

E.3. GMC surface mass densities with galactocentric radius

Since the masses are divided by the area of a GMC, the surface
mass density is somewhat less dependent on the resolution, mak-
ing it comparably easier to compare with other studies.

The surface mass density (Fig. 7, bottom left) exhibits a sim-
ilar pattern as for the mass among dust-traced GMCs considering
the GMCs with the lowest surface mass densities found within
2 kpc. For both tracers, GMCs located at the higher end of the
spectrum demonstrate a slight tendency to exhibit a higher sur-
face mass density as the galactocentric radius decreases.

The only strong connections to the other parameters are the
radius (see Sect. E.4 and bottom right of Fig. 7) and the averaged
number density (upper right of Fig. 7). The number density is
related to the surface mass density in a natural way, which does
not reveal new surprising insights.

The overall correlation for all data points in CO is practically
absent, while for dust-derived GMCs a low correlation of −0.2
is determined. Thus, also the surface mass density seems to have
no strong dependence on the galactocentric radius.

In the case of branches, the dependency is similar with a
median value of 18 M� pc−2 and a doubled but still only lower
moderate correlation coefficient of −0.4.

7 The Kendall rank correlation coefficient measures non-
parametrically how well a monotonic function describes the rela-
tionship between two variables without assuming their probability
distributions. It indicates the similarity in rank orderings of data when
sorted by each quantity. High Kendall correlation means similar ranks
between variables (correlation of 1), while low means dissimilar ranks
(correlation of −1).
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E.4. GMC radii with galactocentric radius

Considering the radius, the data points suggest that there is no
clear pattern with the galactocentric radius, which is further sup-
ported by the nearly nonexistent or very weak correlation of
−0.3. However, there are also a small number of GMCs with
the largest radii close to the center, which are not those with the
highest surface mass densities. Instead, the GMCs with the high-
est surface mass density are preferably the smallest ones.

The branches show a median radii of 185 pc with very
large structures within a galactocentric radius below 1 kpc. This
mainly increases the correlation coefficient to a moderate value
of −0.5.

E.5. GMC elongations with galactocentric radius

In terms of AR (Fig. 8, left), dust-derived GMCs that are most
elongated tend to be situated farther away from the galaxy’s cen-
ter, typically beyond approximately 3 kpc, whereas the majority
of GMCs do not show a clear trend, showing a weak correla-
tion coefficient of 0.2. CO-derived GMCs exhibit a similar dis-
tribution with little to no correlation, with the most elongated
GMCs to a low extent found in the mid-range between ∼ 2 kpc
and ∼ 5 kpc of the galaxy. However, the most extreme GMCs
do not follow a consistent pattern. For both tracers, there seems
to be no distinct pattern regarding the GMCs with the highest
surface mass densities. The overall elongation of CO-derived
GMCs is less compared to dust-derived GMCs with a median of
1.6, which aligns with the contours of the CO-derived structures
in Fig. 2.

An almost unchanged elongation is found for the branches
with a median value of 2.1 and a reduced correlation coefficient
of 0.1.

E.6. GMC temperatures with galactocentric radius

The data points for the temperature show a dependency with
galactocentric radius to some extent (Fig. 8, right). However,
some data points beyond roughly 2.5 kpc deviate distinctly from
the remaining data points. This leads to the most significant cor-
relation with the galactocentric radius among all the parame-
ters analyzed, which is −0.4 and −0.6 for dust- and CO-derived
GMCs, respectively. This is a weak to moderate correlation.
Interestingly, Williams et al. (2019) find only a weak correlation
of −0.26. In the case of branches, a similar trend is found with
a slightly higher median temperature of 21.5 K and a correlation
coefficient of −0.7. This is the strongest correlation found in this
study. A natural explanation for the decreasing dust temperature
is the overall decrease in intensity of the interstellar radiation
field with increasing galactocentric radius (Rice et al. 1990).

A compelling relationship emerges when higher pressures
appear to result in less elongated GMCs (indicated by higher
densities and temperatures in the central region). Such a phe-
nomenon could possibly be attributed to the pervasive pressure
within the central region (Sun et al. 2020a,b) as a result of the
stronger galactic potential, which acts uniformly, resulting in
more isotropically shaped GMCs. In contrast, GMCs located in
the outer regions appear to be influenced by pressure originating
predominantly from a specific direction, causing forces that are
not uniformly distributed across all GMCs. Those at mid-range
distances (presumably located in the spiral arms) could be elon-
gated when exiting the spiral arm and therefore its gravitational
potential. It is also possible that stellar feedback causes those
GMCs to elongate. Nevertheless, this phenomenon appears to

be relevant solely to the GMCs lying at the tail of the spectra,
specifically those with the greatest elongation.

Appendix F: Galactic environments of M33

We constructed an unsharp-masked image of the NH2 map and
identified the densest points along the spiral arms on our NH2

map. This is different to Querejeta et al. (2021), who use stellar
densities and a morphological decomposition based on Spitzer
3.6 µm. However, since we intend to define the spiral arms for
GMCs, which are located in H2 gas, we use our NH2 map for
this decomposition. The coordinates of the densest points were
deprojected to the plane of the galaxy (using an inclination of
56◦ and a position angle of 23◦). The fit was then performed in
logarithmic polar coordinates. The log-spiral fit was projected
back to the plane of the sky and is shown in Fig. F.1. It matches
the areas of the spiral arms very well by eye-inspection. From
this result, the asymmetry of both spiral arms becomes obvious.
The northern spiral arm is wound stronger with a higher pitch
angle starting from the center compared to the southern spiral
arm. Overall, we distinguish three galactic environments: cen-
ter, spiral arms and outskirts onto the dust-derived NH2 map. We
have chosen a circle of 1.3 kpc for the center to distinguish from
the spiral arms and outskirts. This radius was selected since it
encompasses the maximum column density distribution of the
central region, while still maintaining reasonable borders for the
fitted spiral arms.
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Fig. F.1. The dust-derived NH2 map shows the boundaries of three galac-
tic environments: the center (dashed pink lines), spiral arms (dashed
brown lines) and outskirts (remaining area). Center coordinates are
RA(2000) = 1h33m50s, Dec(2000) = 30◦39′37′′ (SIMBAD 2024). The
result of the log-spiral fit is shown in red.
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5.3 RCW79 (Keilmann et al., 2025)

Recent studies on stellar feedback, focusing on [C II] as an indicator of gas dynamics,
have provided considerable insight into the formation and expansion of H II region bubbles
within the ISM. The [C II] 158µm fine-structure line has become an excellent tool for
tracing the kinematics of ionized gas and the interfaces between molecular clouds and
H II regions (Beuther et al., 2022), enabling the examination of bubble structures and
feedback dynamics. Observations indicate that ionizing radiation and stellar winds shape
H II regions by producing expanding shells in [C II] emission. These expanding bubbles,
detected in various star-forming regions, are driven by strong stellar winds – beyond what
thermal expansion alone can explain – and can also arise from a flattened molecular cloud
breaking out of its natal cloud or during cloud dispersal (Pabst et al., 2020; Luisi et al.,
2021; Beuther et al., 2022; Kabanovic et al., 2022; Bonne et al., 2023).

In the Letter to the Editor Keilmann et al. (2025), I perform a comprehensive analysis
of the compact H II region within RCW79. An O7.5–9.5V/III star ionizes its local environ-
ment, leading to [C II] emissions. This emission creates a bubble within the larger RCW79
bubble (a bubble in a bubble), characterized by a low expansion velocity of approximately
2.6 km s´1, which I have fitted with PV cuts. For the first time, a bubble “filled” with [C II]
emission has been observed. This indicates an early evolutionary state that is consistent
with the low expansion velocities, which lead to a short dynamical timescale. Position-
velocity cuts and channel maps reveal that while the bubble is filled with [C II], there is
yet a central emission dip. This dip is attributed in part to self-absorption and may be
the cause of the so-called [C II]-deficit.

However, self-absorption of the [C II] line occurs only if the line is optically thick. I
verify this condition using the optically thin 13[C II] line, which consists of three hyperfine-
structure (HFS) transitions. Since the [C II] line and its HFS lines lie close to each other in
observed spectra, I was able to fit the radiative transfer equations for the [C II] HFS to the
spectra wings that exhibit double-peaks due to self-absorption. I automatically detect two
peaks in each spectrum and fit the [C II] HFS to the outer wings (after subtracting the blue-
and red-shifted high-velocity gas from the superordinate RCW79 shell, see also Sect. 4.7.4).
Additionally, I employ the two-layer multicomponent model to solve the radiative transfer
equations, determine a lower limit for the excitation temperature, and further identify
and quantify self-absorption effects. The spectra have been qualitatively modeled using
SimLine, supporting self-absorption as one cause for the double-peaks (while the other
cause is the low expansion velocity). I show that the observed [C II]-deficit in RCW79
can be explained by [C II] self-absorption effects. In addition, I have performed further
calculations to ascertain the feedback processes that drive the bubble (Sect. 5.3.2).

My contributions to this Letter to the Editor are as follows. I took the lead in this study
and produced all plots except for Figs. C.1 and C.2 in the Appendix C. I have reduced the
APEX CO 6 Ñ 5 data (along with not yet presented 13CO 6 Ñ 5 and C18O 3 Ñ 2 data) and
tested all outcomes with data at different angular and spectral resolutions. I produced PV
cuts and fitted ellipses to all of them to quantify the expansion velocity of the [C II]-filled
bubble, resulting in vexp „ 2.6 km s´1.

I extensively analyzed the spectra in RCW79 to quantify the [C II] optical depth.
Unfortunately, we did not detect [13C II] at each position in RCW79. Thus, I analyzed the
spectra, for example, for optical depth. I generated an optical depth map of [C II] based
on Eq. 2.57 (which is not shown in the letter) that exhibits an average optical depth of
the [C II] line of „ 4. I computed the average [C II] spectrum for a region identified with
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Dendrograms, from which I additionally was able to derive the average optical depth of
τrC IIs “ 4.29. This average spectrum then was the input data for the two-layer model,
which I implemented and applied to these data (which was cross-checked by a co-author).

To analyze the [C II]-deficit, I developed a method to automatically detect signals and
reconstruct missing fluxes (also see Sect. 4.7.4), and computed correction factors. From
these spectra, I fitted Gaussian “background” components corresponding to the large-scale
shell of RCW79 and subtracted these from the spectra. Next, I reconstructed the missing
flux as a function of the excitation temperature Tex and optical depth τ , from which
I computed a “corrected” line-integrated intensity map and a corresponding correction
factor map. I analyzed these maps alongside the FIR map produced via SED fits and also
determined the correction factor’s dependence on Tex. For all data analysis, the Python
code that I developed was transmitted to the FEEDBACK consortium and will be used
for further studies on other sources. I have also cross-checked, reviewed, and redid the
determination of the FIR maps. By utilizing what I had produced and analyzed, I was
then able to evaluate the [C II]/FIR correlation to investigate the [C II]-deficit with both
the measured [C II] map and the “corrected” version I generated. I also have produced all
movies related to this study.

Initially, one of the original questions was regarding the driving mechanisms of the
compact H II region in RCW79. Therefore, I also performed calculations related to stellar
feedback. These include calculating the masses in the shells/bubble as well as the resulting
energies and momenta. The results are not included in the letter, but parts of it are shown
in Sect. 5.3.2.

I led all discussions about the progress and interpretation of the study, receiving many
helpful suggestions (comments, feedback, ideas) from the co-authors.

Lastly, I basically wrote the entire main part of the letter. Additionally, I have written
Appendix A, co-written Appendix B, and contributed in Appendix C. The co-authors
also provided minor edits on the main part. However, once again I received many helpful
comments and feedback from the co-authors, which strengthened the paper and enriched
my understanding.

5.3.1 A Bubble in a Bubble - [C II]-deficit Caused by [C II] Self-Absorption
in RCW79
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ABSTRACT

Recent spectroscopic observations of the [C II] 158 µm fine-structure line of ionized carbon (C+), using the Stratospheric Observatory
for Infrared Astronomy (SOFIA), have revealed expanding [C II] shells in Galactic H II regions. We report the discovery of a bubble-
shaped source (S144 in RCW79 in the GLIMPSE survey), associated with a compact H II region, excited by a single O7.5–9.5V/III
star, which is consistent with a scenario that the bubble is still mostly “filled” with C+. This indicates most likely a very early
evolutionary state, in which the stellar wind has not yet blown material away as it has in more evolved H II regions. Using the SimLine
non-local thermodynamic equilibrium radiative transfer code, the [C II] emission can be modeled to originate from three regions:
first, a central H II region with little C+ in the fully ionized phase, followed by two layers with a gas density around 2500 cm−3 of
partially photodissociated gas. From these two layers, the second layer is a slowly expanding [C II] shell with an expansion velocity of
∼2.6 km s−1 that corresponds approximately to a bright ring at 8 µm. The outermost layer exhibits a temperature and velocity gradient
that produces the observed self-absorption features in the optically thick [C II] line (τ ∼ 4), leading to an apparent deficit in [C II]
emission and a low ratio of [C II] to total far-infrared (FIR) emission. We developed a procedure to reconstruct the missing [C II] flux
and find a linear correlation between [C II] and FIR without a [C II]-deficit after incorporating the missing [C II] flux. This example
demonstrates that at least some of the [C II]-deficit found in Galactic H II bubbles can be attributed to self-absorption, although a
broader sample of these objects needs to be studied to fully constrain the range of conditions in which [C II]-deficits can be explained
by this process.

Key words. ISM: bubbles – evolution – HII regions – ISM: kinematics and dynamics – photon-dominated region (PDR) –
infrared: ISM

1. Introduction

Recent spectroscopic studies of Galactic H II regions in the
158 µm line of ionized carbon ([C II]) have confirmed that this
far-infrared (FIR) fine-structure line is a key tracer for the
cooling processes and the dynamics of gas in photodissocia-
tion regions (PDRs). Exploratory observations have discovered
expanding [C II] shells, e.g. in Orion (Pabst et al. 2019) and in
FEEDBACK (Schneider et al. 2020) galactic H II region bub-
bles such as RCW120 (Luisi et al. 2021), using large maps of
[C II] obtained with the Stratospheric Observatory for Infrared
Astronomy (SOFIA). With velocities of up to 15 km s−1, the
shell expansion is mostly attributed to be driven by stellar winds
of massive stars and not to the thermal expansion of the H II
region.
? Corresponding author: keilmann@ph1.uni-koeln.de

These examples underline the potential of [C II] to trace the
evolution of an H II region and its related molecular cloud. In this
study, we report the detection of a C+ bubble in a very early evo-
lutionary phase, designated as S144, in the Spitzer/GLIMPSE
survey (Churchwell et al. 2006). The 8 µm emission (Fig. 1)
exhibits a bright infrared (IR) ring with an opening in the north-
east (NE) and moderate emission inside the ring, except for a
concentrated peak around the exciting O7.5–9.5V/III star. S144
is embedded in the southeastern (SE) PDR ring outside of the
larger H II region RCW79. Figure 2 (top) presents the [C II] emis-
sion from the PDR ring of RCW79 and the associated molecu-
lar cloud fragments (Bonne et al. 2023). The bottom panel illus-
trates that the [C II] (as the 8 µm) emission from S144 does not
exhibit a central void.

The diameter of S144 (Fig. 2) is about 1.5′, corresponding
to 1.7 pc at a distance of 3.9 kpc (Bonne et al. 2023). S144 is

Open Access article, published by EDP Sciences, under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Fig. 1. Spitzer 8 µm image of the bubble at ∼2′′ angular resolution
from the GLIMPSE survey (Churchwell et al. 2006). The blue star is
the O7.5–9.5V/III star and the small black stars are members of the
associated IR clusters. The green circle is a by-eye approximation of
the bright IR ring. The contour lines show [C II] emission from 50 to
250 K km s−1 in steps of 50 K km s−1.

deeply embedded in a massive molecular clump (“condensation
2”, Zavagno et al. 2006) with a mass of ∼5000 M� (Liu et al.
2017), excited by an O7.5–9.5V/III star (Martins et al. 2010).
The molecular gas bulk emission velocity ranges between −50
and −44 km s−1. The region is undergoing massive star forma-
tion, witnessed by a small cluster of IR sources (Zavagno et al.
2006). The source is classified as a compact H II region (cH IIR)
with a determined 5 GHz total flux of 1 Jy (Zavagno et al. 2006),
corresponding to an ionizing flux of 1.9 × 1048 photons s−1, typ-
ical of an O8 star. Assuming spherical symmetry for the cH IIR
region, the authors calculated a dynamical age of 0.13 Myr.

We have studied the gas dynamics and excitation conditions
of photodissociated gas in the S144 bubble to understand the
evolution of H II regions and their molecular cloud. We show
that the low observed ratio of [C II] to the total FIR luminosity,
the so-called [C II]-deficit (Smith et al. 2017; Pabst et al. 2021),
can be explained by [C II] self-absorption.

2. Observations

2.1. SOFIA

The [12C II] line at 157.74 µm was mapped across RCW79
(∼470 arcmin2) in the on-the-fly (OTF) mode, using the
upgraded German REceiver for Astronomy at Terahertz frequen-
cies (upGREAT; Risacher et al. 2018) on board SOFIA. A for-
ward efficiency of ηf = 0.97 and main beam efficiencies, ηmb,
between 0.63 and 0.69 were applied to obtain main beam temper-
atures (for further observational information and details on the
SOFIA legacy program FEEDBACK, see Schneider et al. 2020;
Bonne et al. 2023). The generic angular resolution is 14.1′′ and
the velocity resolution was binned to 0.3 km s−1 wide channels.

2.2. APEX

The 12CO and 13CO 3→ 2 transitions at 345.80 GHz and
330.59 GHz were mapped in OTF mode with the LAsMA
receiver on the APEX telescope and presented in Bonne et al.
(2023). The data, in main beam temperature units using ηmb =
0.68 with a velocity resolution of 0.3 km s−1, had a first-order
baseline removed from the spectra at 18′′ resolution. In May
2024, a 180′′ × 180′′ 12CO 6→ 5 (ν = 691.47 GHz) map cen-
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Fig. 2. Line-integrated (−70 to −20 km s−1) [C II] intensity maps of
RCW79 and S144. Top: RCW79 with an overlay of 13CO 3→ 2 emis-
sion with contours from 7 to 52 K km s−1 in steps of 9 K km s−1 (∼5σ).
The green stellar symbols indicate the central cluster of O-type stars
(Martins et al. 2010), the blue stellar symbol the exciting O7.5–9.5V/III
star of the cH IIR within S144 in the southeast, and the small black
stellar symbols members of the IR clusters (Zavagno et al. 2006). The
dashed black rectangle outlines the area shown in the bottom panel.
Bottom: S144 with an overlay of 13CO 3→ 2 at the same levels as in the
upper panel. The dashed green circle (50′′ radius) indicates the bright
IR ring seen in the Spitzer 8 µm map (see Fig. 1). The region taken into
account to compute the average [C II] spectrum is indicated by a black
contour. The black line corresponds to the PV cut shown in Fig. 3. Both
maps have an angular resolution of 20′′, indicated by gray disks in the
lower right corner of the panels.

tered on S144 was observed in OTF mode with the SEPIA660
receiver (Belitsky et al. 2018). The data have an angular resolu-
tion of 9′′ and a velocity resolution of 0.25 km s−1, leading to a
root-mean-square noise level of 0.59 K. Spectra were processed
by removing a third-order spectral baseline and applying a main
beam efficiency of ηmb = 0.6.

3. Results

3.1. Spatial and kinematic distribution of [C II] emission

We observe centrally concentrated [C II] emission with a peak
slightly to the west of the exciting O star; the bottom panel
of Fig. 2 displays the [C II] line-integrated intensity in S144.
The 8 µm image (Fig. 1) shows a more complex emission dis-
tribution with a small, circular emission peak just around the
O star (radius ∼15′′), followed by low-surface-brightness emis-
sion and a bright dust ring, which most likely represent a
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Fig. 3. Position-velocity cut in [C II] at 20′′ angular resolution. The cut
is outlined in the lower panel in Fig. 2. Offset 0 arcmin marks the lower
declination. The dashed ellipse results from fitting the emission in var-
ious PV cuts. Movies are available online. In these PV diagrams, the
dotted black line marks the cloud bulk velocity at −46.5 km s−1, the ver-
tical gray line the position of the O star, and the green lines the extent
of the IR ring.

swept-up gas shell, as has been proposed for other H II regions
(Deharveng et al. 2010). The 8 µm emission is dominated by the
7.7 and 8.6 µm features of polycyclic aromatic hydrocarbons
(PAHs) that are easily destroyed by the hard radiation field of
the central star or blown out by stellar winds (Churchwell et al.
2006). The absence of a central void in the 8 µm emission sug-
gests that the cH IIR region is in an early evolutionary stage in
which the gas dynamics are not yet dominated by stellar winds.
Additionally, the UV radiation is attenuated by gas and dust, cre-
ating conditions that allow PAHs to survive.

Lastly, we have a scenario in which the central O star has
created a cH IIR but no wind-blown cavity, and in which the star
is enveloped by an extended PDR seen in the (F)IR and in [C II].
The whole region is embedded in a larger molecular cloud that
extends mostly to the SE, containing a few dense clumps with
ongoing star formation. Figure A.1 presents overlays of [C II]
with several other tracers (Herschel 70 µm, 843 MHz continuum,
etc.), a [C II] and 12CO 3→ 2 channel map (Fig. A.2), and an
overlay between [C II] and 12CO 6→ 5 emission (Fig. A.3). The
online material includes movies that further detail the bubble’s
characteristics.

Figure 3 presents a position-velocity (PV) cut of the [C II]
emission showing the characteristic emission distribution of an
expanding shell, with both blueshifted and redshifted parts. The
latter is sometimes missing in other sources. The expansion
speed is low, around 2.6 km s−1, and was derived by fitting an
ellipse to the emission distributions for all PV cuts and taking the
overall average. The shell most likely corresponds to the bright
IR ring (Fig. 1); whether it is driven by wind or thermal pressure
will be discussed in another study. The central dip in the profiles
may reflect the effects of absorption by a colder foreground gas.
The emission within the dip reaches 10−15 K, which is above the
3σ noise (∼7.5 K in a 0.5 km s−1 channel), indicating significant
[C II] emission at the center of the bubble. In the next section,
we show that optical depth effects and self-absorption lead to the
apparent depression in the emission line profile.

3.2. Self-absorption of the [12C II] line

S144 has a complex spatial and velocity structure, which is
also reflected in the spectra of [C II] and CO 6→ 5 emission
(Fig. A.3). The [C II] and CO spectra often reveal two veloc-
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Fig. 4. Spatially averaged [12C II] and [13C II] spectra. Top: Averaged
spectrum of the [13C II] HFS F = 1−0 component. The spatial region
over which the averaging was carried out is defined by the black dendro-
gram contour in Fig. 2. Gaussian fit parameters are included. Bottom:
Averaged [12C II] line (red) and the [13C II] HFS F = 1−0 component
(light blue histogram) with its Gaussian fit (dark blue curve), scaled by
the 12C/13C ratio of 59±10 (Milam et al. 2005) and considering the frac-
tional weight (0.25) of the 1−0 HFS. Black dots indicate optical depth.

ity components and a dip at ∼−46 km s−1. In the SE region, the
CO line consists of only one component at the bulk emission
of −46.5 km s−1. In the northwestern (NW) region, CO emission
decreases, while the [C II] line is strong and shows two veloc-
ity components. In addition, the [C II] spectrum displays in all
spectra high-velocity gas from the large expanding [C II] shell
of RCW79 (Bonne et al. 2023), which is lacking in the CO line.
There is also [C II] emission arising from the slowly expanding
shell of the bubble and from the bulk emission of the PDR gas,
in which the bubble is embedded.

To answer the main question – whether the [C II] inten-
sity dip is due to the kinematics of the expanding [C II] shell
of the bubble or due to self-absorption effects in an optically
thick [C II] line, as is seen in other C+ bubbles (Bonne et al.
2022; Kabanovic et al. 2022) – we need an observation of at
least one hyperfine-structure (HFS) component of the optically
thin [13C II] line (Ossenkopf et al. 2013). For S144, we do not
observe this line in individual spectra. We detect the [13C II]
F = 1−0 component1 only in the averaged spectrum. Figure 4
shows the line together with the [C II] optical depth derived
from the observed [12C II]/[13C II]-ratio in each velocity chan-
nel within the single-layer model using Eq. B.6 (Guevara et al.
2020; Kabanovic et al. 2022, and Appendix B). We find that the
[13C II] line, scaled by the local carbon abundance ratio, over-
shoots the [12C II] line, resulting in a velocity-resolved optical
depth between 1 and 5. The peak optical depth is shifted rel-
ative to the [C II] peak emission, which cannot be explained if
the optical depth arises purely from a gas column with a single
temperature. Thus, a more sophisticated calculation is needed
to properly explain the observations, separating the gas into a
warm emitting layer and a colder absorbing foreground gas. The
two-layer model and its results are discussed in Appendix B. In

1 The strongest [13C II] F = 2−1 component is not accessible, as it is
contaminated by the redshifted wing of the [C II] line.
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the following, we assume that the [12C II] line is optically thick
throughout the map, which is a presumption because we do not
have measurements of the [13C II] line at each position. How-
ever, all observed [12C II] lines show a dip or sometimes a flat-top
profile (Fig. A.3) and considering the small extent of the region
(diameter ∼2 pc), we do not expect a large variation in the bulk
emission of the gas, which would shift the [12C II] dip and the
[13C II] line center position.

To verify our finding of partly self-absorbed [C II] profiles,
we used the 1D non-local thermodynamic equilibrium radiative
transfer code SimLine (Ossenkopf et al. 2001). This evaluation
is not intended to provide a fully quantitative reproduction of
the bubble parameters, as the angular resolution of the [C II] data
imposes certain limitations.2 Our goal is to demonstrate that even
a simple model can satisfactorily reproduce the observations.
The model consists of a central, fully ionized H II region (with
a radius of r = 0.5 pc, electron density of ne = 100 cm−3, tem-
perature of T = 8000 K), followed by a dense (n = 2500 cm−3)
PDR layer (r = 0.95 pc) with T = 100 K, surrounded by a layer
in which the parameters drop to the environmental conditions
reached at r = 1.5 pc using a power law with an exponent of
−2. The PDR layer exhibits a radial velocity of 2.6 km s−1 and
a turbulent velocity of 2.2 km s−1, consistent with observational
constraints. A detailed description of the model parameters and
their values is provided in Appendix C.

The radius and width of the shells, the expansion velocity,
and the steep outer temperature gradient are well constrained.
Conversely, the local density and temperature are uncertain. A
lower density can always be compensated for by a higher tem-
perature and vice versa. The 8 µm ring likely traces a compressed
shell that is somewhat thinner than the modeled PDR layer.
This indicates that C+ can be extended more than the PAHs in
S144. However, these structural differences do not impact our
key conclusion: the observed [C II] line can be self-absorbed due
to temperature and velocity gradients. The exact amount of C+

contained in the H II region remains currently unclear. Model-
ing the H II region with the assumed parameters from SimLine
using the CLOUDY spectral synthesis code (Ferland et al. 2017)
yields very small quantities of C+ (less than 1%), although up
to 20% of the observed [C II] can stem from the H II regions in
other sources (RCW120, Luisi et al. 2021). Observations of car-
bon recombination lines could probably settle this issue and help
investigate the dynamics of the expanding [C II] shell.

3.3. [C II]-deficit

The self-absorption seen in the [C II] line leads to a deficiency in
the line-integrated emission. Thus, the ratio of [C II] to total FIR
continuum is lower than the nominal value, assuming that the
FIR emission is optically thin, an assumption that is reasonable
given the density (a few 1000 cm−3, Sect. 3.2) and the radiation
field regime (up to a few 1000 G0; Appendix A) present in S144
(Goldsmith et al. 2012).

To correct for the missing emission, we fit the [C II] line and
the [13C II] HFS to the outer wings of the double-peak spec-
tra using radiative transfer equations, where the optical thick-
ness, peak position, and width were free fit parameters. We
first detected the peaks and then subtracted the blueshifted and
redshifted components of the large shell of RCW79 that were
fit with Gaussians. For each position, we calculated the area
between the spectra and the fit line, denoted as the “correction

2 Note, however, that the angular resolution is handled fully self-
consistently within SimLine.
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[C II] emission. The large blueshifted and redshifted expanding shell of
RCW79 is fit and indicated.

factor”; we show an example spectrum in Fig. 5. We performed
calculations for an excitation temperature, Tex, between 54 to
80 K in steps of 1 K, but kept each Tex fixed during the fitting pro-
cess. As a lower limit, 54 K is derived from the two-layer model
(Appendix B) and 80 K is an upper limit, since the mean correc-
tion factor becomes insensitive to Tex & 80 K (see Fig. B.2). The
correction factor is shown in Fig. B.3 and varies from ∼1.1 to
∼1.4.

Figure 6 compares the correlations of the [C II] intensity with
the FIR intensity for both the “uncorrected” (top panel) and cor-
rected [C II] values (bottom panel) reconstructed in the man-
ner described above.3 The total FIR intensity was determined
from a spectral energy distribution fit to the Herschel fluxes
(Appendix D). First, the distribution is bimodal for log(FIR) .
−0.9 and log([C II]) . −3.1 due to environmental effects. The
corresponding pixels originate from the map edges in the NW
and SE, where PDR gas emits at similar [C II] levels but exhibits
weaker FIR emission in the NW. Consequently, the [C II]/FIR
ratio is higher in the NW, resulting in the observed bimodality.

Second, the upper panel shows that the highest [C II] inten-
sities depend less than linearly on the FIR. This so-called [C II]-
deficit is sometimes observed in Galactic and extragalactic star-
forming regions. For ultraluminous IR galaxies, it is often a high
dust optical depth, a high ionization parameter (when carbon
can become doubly ionized to C2+ and higher states), metallic-
ity variations, and very strong and hard radiation fields that can
cause the [C II]-deficit (Lagache et al. 2018; Luhman et al. 2003,
and references therein). In less extreme environments in Galac-
tic PDRs, other processes are proposed. In very dense regions,
an increased heating efficiency caused by dust grains and colli-
sional de-excitation of [C II] can take place and in environments
with high values of G0 T 0.5/ne, photoelectric heating efficiency
may drop, reducing overall gas cooling (Hollenbach & Tielens
1999; Goicoechea et al. 2015; Pabst et al. 2021). Saturation4 of
the [C II] line can occur under specific conditions, and [O I] cool-
ing (Hollenbach & Tielens 1999) can dominate in very dense
and warm PDRs. Self-absorption of the [C II] line is another
viable mechanism for reducing the integrated [C II] line emis-
sion. This has not yet been discussed for [C II] in the literature;

3 A linear relation, η = α + βξ + ε, in log-log space was fit to the
samples using Bayesian Interference with linmix (Kelly 2007). α and
β correspond to the intercept and slope, while ε is the intrinsic scatter
of the relation. The absolute values, however, are not relevant here and
will be discussed in another study.
4 The [C II] emissivity ceases to increase, even with a stronger radia-
tion field. In this case, the fraction of ions in the upper excited state of
the two-level system of the [C II] 158 µm line reaches a threshold.
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Fig. 6. [C II]/FIR correlation for both uncorrected (top) and corrected
(bottom) [C II] emission. Pixels (derived from maps at 36′′ resolution)
are color-coded based on their proximity to the O star; their density is
reflected in the shaded blue areas. A dashed red line represents a linear
fit intended to guide the eye for a linear [C II]/FIR correlation. Cor-
rected pixels near the O star with high [C II] and FIR values log(FIR) >
−0.6 are shifted upward in the lower panel (indicated by a dashed red
ellipse).

however, Goldsmith et al. (2021) propose this mechanism for a
low [O I]/FIR ratio in W3.

For S144, we can exclude processes requiring extremely
high density and UV radiation fields, as the conditions are mod-
erate (n∼ a few 1000 cm−3, G0 ∼ a few 1000). Saturation is also
unlikely, as it typically becomes significant for dust temperatures
exceeding 40 K (Fig. 16 of Ebagezio et al. 2024). However, the
dust temperatures in S144 are below 30 K (Fig. 2a in Liu et al.
2017). A high ionization parameter is also not expected to be a
significant issue. The [C II] emission predominantly originates in
the PDR, where carbon remains in a C+ state. While the C+ to
C2+ transition may occur within the H II region, Ebagezio et al.
(2024) indicate that this process is more relevant for evolved H II
regions, which is not the case for our cH IIR. Gerin et al. (2015)
propose that the [C II]-deficit toward nuclear regions in lumi-
nous IR galaxies is caused by absorption on kiloparsec scales
from diffuse gas in the foreground. This is not what we suggest,
because in our case the absorption takes place very close to the
source and is mostly due to a temperature and velocity gradient
in the PDR.

Our straightforward approach of correcting for self-
absorption shows that the [C II] to FIR correlation becomes linear
again for high [C II] and FIR values, as shown in Fig. 6, in which
the [C II] values shift upward. This finding does not exclude the
possibility that other mechanisms are also at work, but demon-
strates that in this PDR region with not-so-extreme radiation
fields and densities the [C II]-deficit can indeed be mainly caused

by self-absorption effects in the [C II] line. This view will be fur-
ther investigated by studying the [C II]/FIR ratio and the [C II]
line properties in other FEEDBACK sources and carrying out
a comparison with simulations of H II regions including stellar
winds and radiation.

Data availability

Movies associated to Figs. 3 and A.3 are available at
https://www.aanda.org
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Appendix A: Multiwavelength plots and channel
maps in [C II] and 12CO 3→2 emission

Figure A.1 presents a Herschel 70 µm map, our computed UV
field map, and a 843 MHz emission and Herschel column den-
sity map. The 843 MHz map outlines the approximate extent of
the H II region, though it suffers from beam dilution due to its
45′′ beam size. The dust ring, seen in both the Herschel 70 µm
and the Spitzer 8 µm maps (Fig. 1), probably indicates com-
pressed gas, predominantly to the west. The FUV map of the
total RCW79 region was generated following the procedure out-
lined in Schneider et al. (2023), using the spectral classification
of all O stars as detailed in Martins et al. (2010). The features in
these maps partly motivated the modeling of the two outer shells
using SimLine (Sect. C).

The Herschel dust column density map (Liu et al. 2017)
illustrates the dense gas distribution, highlighting a SE region
comprising multiple high-density clumps, one reaching up to
6 × 1022 cm−2 NE of the O star. Identified as a cluster-forming
star-formation site (Zavagno et al. 2006), this molecular clump
shields the H II region and PDR gas. The movie overlays with
[C II] and CO alongside the column density nicely show the gas
flow around this clump.

Figure A.2 displays a [C II] channel map with superimposed
contours of 12CO 3→ 2 emission. The purple areas represent
[C II] emission of low surface brightness, primarily originat-
ing from the large expanding [C II] shells spanning the RCW79
region and the disorganized [C II] flows that are eroding the
molecular cloud (Bonne et al. 2023). Within the velocity range
of −54 km s−1 to −40 km s−1 (indicated in blue), we detect the
shell/bubble of [C II] exclusively associated with the cH IIR. The
“filled C+ bubble” geometry is disturbed by the prominent CO
clump, which becomes visible around −59 km s−1 to the west.
Furthermore, near a velocity of ∼ −47 km s−1, a [C II]-deficit is
detected due to self-absorption.

Figure A.3 displays a map of the line-integrated [C II] and
12CO 6→ 5 emission, together with spectra overlays selected
for two representative positions. The NW spectrum (left) is an
example of a self-absorbed [C II] line, also showing prominent
wings from the expanding [C II] shell. The right panel is a posi-
tion from the SE where the PDR emission from the surface of
the molecular clump dominates the [C II] and CO emission. The
high-velocity [C II] wings are, however, well visible.

Appendix B: The two-layer radiative transfer model

The two-layer multicomponent model (Guevara et al. 2020;
Kabanovic et al. 2022) solves the radiative transfer equation for
multiple velocity components distributed between two layers
with different excitation temperatures along the line-of-sight.
While the model itself has no restriction on the excitation tem-
perature, we choose the excitation temperature Tex,bg of the back-
ground layer (bg) to be higher than the temperature Tex,fg of the
foreground layer (fg), considering the geometry of the region
with the exciting O star in the center and cooler PDR shells
around. Thus, we account for self-absorption due to a column
of gas along the line-of-sight in a single layer (which results in
flat top spectra for high optical depth τ) as well as the foreground
absorption by a colder foreground layer (which produces absorp-
tion dips in the spectrum). The absorption can originate from
a spatially separated, cold foreground cloud, which is located
between the warm emitting gas and the observer, or from a tem-
perature gradient along the line-of-sight of the same cloud. Fol-
lowing the model presented in Kabanovic et al. (2022), we solve

the following equation:

Tmb(v) =
[
Jν(Tex,bg)

(
1 − e−

∑
ibg
τibg (v))] e−

∑
ifg
τifg (v)

+

Jν(Tex,fg)
(
1 − e−

∑
ifg
τifg (v))

. (B.1)

The equivalent brightness temperature of a black body emission
at a temperature Tex is

Jν(Tex,i) =
T0

eT0/Tex − 1
, (B.2)

with the equivalent temperature of the transition T0 = hν/kB and
ν the transition frequency. The optical depth of each Gaussian
component is given by

τ(v) = τ0 e−4 ln 2
(
v−v0

w

)2

, (B.3)

with the central local standard of rest (LSR) velocity v0 of each
component. The line width w is expressed as the full width at
half maximum (FWHM) of the component. For a simple two-
level system, we can express the peak optical depth τ0 of each
Gaussian component as a function of the excitation temperature
Tex and column density N by

τ0 = N
c3

8πν3

gu

gl
Aul

1 − e−T0/Tex

1 +
gu
gl

e−T0/Tex

2
√

2 ln 2

w
√

2π
. (B.4)

For the [C II] fine-structure transition, the rest frequency is ν =
1900.5369 GHz, the Einstein coefficient for spontaneous emis-
sion Aul = 2.29·10−6 s−1, the equivalent temperature of the upper
level T0 = hν/kB = 91.25 K, and the statistical weights of the
transition energy levels are gu = 4 and gl = 2.

Table B.1. Two-layer multicomponent model results.

Model I: Tex,bg = 54 K, Tex,fg = 20 K
Components N[C II] τ0 v0 w

[1018 cm−2] [km s−1] [km s−1]
Backg. Comp. 1 4.77 4.26 −47.06 4.48
Backg. Comp. 2 1.37 0.27 −48.88 20.02
Backg. Comp. 3 0.54 0.32 −44.29 6.67
Foreg. Comp. 1 0.17 0.28 −44.96 2.36
Foreg. Comp. 2 0.64 0.89 −50.88 2.90

Model II: Tex,bg = 80 K, Tex,fg = 20 K
Backg. Comp. 1 3.29 1.81 −46.81 5.07
Backg. Comp. 2 0.16 0.04 −59.13 10.50
Backg. Comp. 3 0.88 0.15 −46.26 15.95
Foreg. Comp. 1 1.28 0.81 −45.33 4.43
Foreg. Comp. 2 1.52 1.07 −50.69 3.95

The physical properties of the background layer can be
derived from an optically thin line, which is not affected by self-
absorption. In case of [C II], we can utilize the much weaker
[13C II] hyperfine transition lines, see Guevara et al. (2020) for
a more detailed description. Model fit parameters such as LSR
velocity, line width, and number of components can be simply
derived from the observed line. However, the optical depth and
the excitation temperature are not independent of each other. We
therefore need to first derive the excitation temperature from the
observed data, which leaves the optical depth as the free model
fit parameter. Assuming that the warm emitting background can
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Fig. A.1. Complementary plots for the S144 C+ bubble in RCW79. The upper left panel illustrates the 70 µm emission from Herschel at ∼ 6′′
resolution. This emission resembles the Spitzer 8 µm image (as seen in Fig. 1), though it highlights more clearly the NE clump containing the
embedded IR cluster in the 70 µm map. The upper right panel presents the UV field, which is derived from the spectral type of the O star (indicated
by a blue star) and the central O-cluster from RCW79, located farther to the west. The lower left panel displays the 843 MHz emission with a 45′′
angular resolution, outlining the H II region (Cohen et al. 2002). In the lower right panel, the Herschel dust column density map (Liu et al. 2017)
at 18′′ angular resolution reveals the clumpy structure of condensation 2. Each panel includes [C II] contours in increments of 50 K km s−1 from 50
to 250 K km s−1, while the 843 MHz map also depicts 843 MHz contours at 0.1 and 0.2 Jy/Beam in purple. The small black stars are members of
the IR clusters.

partly shine through the cold absorbing layer (Kabanovic et al.
2022), we can determine the excitation temperature via

Tex =
T0

ln
(

T0
T[C II],peak

(1 − e−τ[C II],peak ) + 1
) . (B.5)

The optical depth is then calculated from the observed
[12C II]/[13C II] ratio at the peak of the [12C II] emission

T[12C II](v)
T[13C II](v)

=
1 − e−τ(v)

τ(v)/α
=

1 − eτ(v)

τ(v)
α, (B.6)

with the local carbon abundance ratio α that we take as 59 ±
10 (Milam et al. 2005). The resulting velocity-resolved optical
depth is shown in Fig. 4. For the calculation, only the second
strongest [13C II] F = 1 − 0 line is used, since the strongest F =
2 − 1 HFS line is covered by the redshifted [C II] wing and the
weakest HFS F = 1 − 1 line is detected only marginally. The
resulting lower limit for the [C II] excitation temperature is Tex =
54 K. For the upper limit, we derive an excitation temperature of
Tex = 80 K, see Fig. B.2.

The resulting model fit of the two-layer model is shown in
Fig. B.1 for a background excitation temperature of Tex,bg =
80 K, which is the derived upper limit, indicating an opti-
cally thick [C II] line. However, the background (see Table B.1)
derived from the [13C II] line still overshoots the observed line,
which requires additional cold foreground material. Although

we do not have observational constraints on the excitation tem-
perature in the foreground, multiple studies (Kabanovic et al.
2022; Schneider et al. 2023) have shown that a temperature of
Tex,bg = 20 K is reasonable for [C II]. We find that the observed
foreground material is either blueshifted or redshifted from the
systemic velocity. The blueshifted component can be explained
due to the expanding bubble, which pushes the cold material in
front of it toward the observer. However, the redshifted compo-
nent cannot be attributed to the opposite hemisphere, since it is
only visible in absorption. Decreasing the background excitation
temperature results in a higher background column density and
therefore higher optical depth; see Table B.1. Note, however, that
we derived a temperature of ∼ 100 K from the SimLine model-
ing, so that low excitation temperatures are unlikely.

As a final note, we show in Fig. B.3 a map of the correction
factor that was applied to the spectra showing self-absorption
effects. Obviously, the spectra with the highest [C II] brightness
are the most affected.

Appendix C: SimLine modeling of a C+ filled bubble

We use the 1D radiative transfer code SimLine (Ossenkopf et al.
2001) to model the observed [C II] emission from a symmetric
spherical geometry. SimLine self-consistently solves the exci-
tation problem of any species by taking into account the col-
lisional excitation from the surrounding gas and the radiative
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Fig. A.2. Channel map showing [C II] and 12CO 3→ 2 emissions of the C+ bubble. CO contours range from 0.67 to 32 K km s−1 in steps of
2.4 K km s−1. The prominent blue star marks the position of the exciting O star, while smaller black stars denote IR cluster members. The green
dotted circle indicates the approximate extent of the IR shell as observed in the Spitzer 8 µm image.

Table C.1. Parameters of SimLine modeling.

shell 1 shell 2 shell 3

outer radius [pc] 0.5 0.95 1.5
density [cm−3] 100 2500 2500
density profile (αs) - - −2
temperature [K] 8000 100 100
temperature profile (αs) - - −2
turbulent velocity [km s−1] 3.7 2.2 2.2
turbulent velocity profile (αs) - - −1
radial velocity [km s−1] - 2.6 2.6
radial velocity profile (αs) - - −2
X([C II]) [10−4] 1.2 1.2 1.2

interaction throughout the cloud. After solving the excitation
problem through an accelerated Λ-iteration, the line profiles are
computed at any desired velocity and spatial resolution. We sim-
ulate the properties of the observed [C II] data at 15′′ resolu-
tion. Collisional excitation in the H II region is assumed to come
from electrons in a fully ionized medium. In the outer shells, we
assume that collisions are dominated by H2, although a contri-
bution of atomic hydrogen is also possible.

Due to the one-dimensional nature of the model, it can
only reproduce angular-invariant properties, ignoring variations
in different directions. Therefore, we ignore the SE direction
which is heavily affected by the foreground molecular cloud and
reproduce the observed radial profiles seen in the NW direction
indicated by blue squares in Fig. C.1, which shows the general

shell-setup of the model. We do not perform an accurate χ2-fit to
the data. This would fail due to the radial asymmetry given by the
overabundance of foreground material from the molecular cloud
at the peak position relative to the background material and the
contribution of the high-velocity wing material that we ignored
as discussed in Sect. 3.2. Instead, we performed a qualitative
fit to all significant features by eye, ignoring the wings below
−55 km s−1 and above −40 km s−1 and the blueshifted material
close to the O star position.

The model consists of a central, fully ionized H II region,
followed by a dense layer with high temperature and outer region
providing a steep gradient in density, temperature, and expansion
velocity (∝ r−αs ) to the surrounding ambient medium.

We estimated the approximate extent of the H II region using
the 843 MHz emission map at 45′′ angular resolution (lower left
panel in Fig. A.1). First, the H II region must be smaller than the
area enclosed by the 8 µm ring-like feature, represented by the
green dashed circle with a radius of 50′′. Second, the contour
at 0.2 Jy/beam delineates the level, at which the emission drops
to ∼50% of its maximum value corresponding to an observed
radius of approximately 34′′. Using this value and a beam of 45′′,
we derive a de-convolved radius of the H II region of ∼0.5 pc.
We note that this is only an approximation, particularly as we
see clear deviations from a circular symmetry. The H II region
may be slightly smaller, suggested by the Spitzer 8 µm image,
as a small circular feature is visible in Fig. 1, located directly
around the exciting O star. Higher angular resolution cm obser-
vations are necessary to resolve this uncertainty. Beyond the H II
region, the model assumes a PDR with a transition from atomic
to molecular gas, where the outermost layer provides the transi-
tion to the gas from the surrounding ambient molecular cloud.
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Fig. A.3. Example spectra of [12C II] and 12CO 6→ 5 lines with a fit to the HFS F = 1 − 0 component of the average [13C II] line. The upper
panels show the spectra/fit in a smoothed 30′′ beam at the positions marked by a black circle in the lower panel of line-integrated [C II] emission
and 12CO 6→ 5 emission contours (10 to 130 by 10 K km s−1). The two pairs of gray lines mark the blue and red velocity ranges of the large
expanding [C II] shell over the whole RCW79 region (Bonne et al. 2023). The two pairs of black lines outline approximately the velocity range
of the expanding [C II] shell. The black star in the lower panels indicates the position of the O-star and the green dashed circle the 8 µm ring. A
movie showing all spectra is available online.

We setup the shells in the following way (all parameters are
summarized in Table C.1): In the inner H II region (up to 0.5 pc),
we assume that carbon is singly ionized. We cannot exclude that
some of the C+ is photo-ionized to C2+ caused by the stellar radi-
ation (Ebagezio et al. 2023, 2024), but this effect should be more
prominent in more evolved H II regions (Ebagezio et al. 2024).
We take a typical temperature of 8000 K for the H II region. The
density has no impact on the model result as long as it is below
a few hundred cm−3. We choose 100 cm−3 as a typical value.

The following two shells constitute the PDR, in which car-
bon collides with atomic and molecular hydrogen. For these
shells, we adopt an abundance of X(C+/H) = 1.2 × 10−4

(Simón-Díaz & Stasińska 2011). The first shell (up to 0.95 pc)
has no velocity, density, or temperature gradient. It expands with
the velocity of 2.6 km s−1 as determined in Sect. 3.1 and has a
turbulent velocity dispersion of vturb = 2.2 km s−1 to match the
[C II] line width, a temperature of T = 100 K reflecting typical
PDR conditions, in which the [C II] line cools efficiently, and a
density of nH2 = 2500 cm−3.

This matches the density from the Herschel column den-
sity map at 18′′ resolution from the HOBYS keyprogram
(Motte et al. 2010) presented in Liu et al. (2017). The cutout for
the bubble is shown in Fig. A.1. Since RCW79 is embedded
in the Galactic plane, the column density is overestimated. Fol-
lowing the procedure presented in Schneider et al. (2015), that
estimates the line-of-sight contamination directly from the Her-
schel maps, we derived a value of 4−6 × 1021 cm−2 for the con-
taminating column density. This is a typical value for massive
star-forming regions (Schneider et al. 2022). After subtracting a

value of 4 × 1021 cm−2, we calculated densities between 2.3 and
2.9 × 103 cm−3 in an 18′′ beam for the outermost points of shell
2 and 3, which fits our fit value of 2500 cm−3.

The outer region (up to 1.5 pc), representing the transition
to the pre-shock material in front of the expanding first shell, is
simulated through a power-law decay of all parameters, with a
steep exponent of αs = 2 for density, temperature, and expansion
velocity; and a shallower exponent of αs = 1 for the turbulent
velocity, reflecting the indirect driving of turbulence through the
expansion. This description should roughly mimic the gas prop-
erties and condition in front of a C-shock, where the temperature
and density rise steeply.

The result is shown in Fig. C.2 comparing the PV cut
through the model and selected spectra with the correspond-
ingly observed data at the same scale. Our SimLine setup with
an absorbing layer, including temperature, radial, and turbulent
velocity gradients, shows a good agreement to our observed
spectra in terms of intensity and line profiles and PV cut. The
most evident difference is the reversion of the blue and red
peaks for positions ∆r = 0 and 21. In an ideal bubble sce-
nario including absorption, a higher redshifted line is expected
since the blueshifted gas experiences more absorption along the
sightline. However, the geometry of the C+ bubble is more com-
plex, as seen in Fig. C.1. The spherical symmetry of the H II
region and the expanding C+ bubble is disturbed by the molec-
ular gas distribution located SE of the O star, which is slightly
more blueshifted with respect to the [C II] emission. Therefore,
the PDR surfaces of the molecular clumps emit [C II] efficiently
and the increased gas density results in stronger [C II] emission.
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Fig. B.1. Two-layer model results for the average [C II] spectrum. The average spectrum corresponds to the area defined with dendrograms (refer
to Fig. 2, right). The spectrum, shown in red, has a velocity resolution of 1 km s−1. The model’s background and foreground layer temperatures are
Tex,bg = 80 K and Tex,fg = 20 K respectively. The upper left panel illustrates the observed spectrum in red beside its two-layer model fit in blue. The
left central panel replicates the top panel’s data but expands the intensity axis for clearer viewing of the three [13C II] lines. The bottom left panel
shows the residuals of the fit, with two horizontal black lines denoting the 3σ threshold. The top right panel focuses on individual background
elements in red and the total background in violet. Meanwhile, the dashed blue curve represents velocity-resolved optical depth. The bottom right
panel illustrates individual foreground elements in pink, alongside the overall foreground in red, again accompanying the dashed blue curve for
optical depth representation.
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Fig. B.2. Mean correction factor versus Tex. The mean correction factor
rises up to ∼ 80 K, beyond which it becomes independent of Tex.

Appendix D: Determination of the total far-infrared
flux

In order to determine a total FIR flux, we create dust spectral
energy distributions (SEDs) using the Herschel PACS 70 µm and
160 µm and SPIRE 250 to 500 µm bands. All maps are convolved
and re-gridded to the largest common angular resolution of 36′′
with an 8′′ pixel size. Following Pabst et al. (2022), we fit a gray
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Fig. B.3. [C II] correction factor map (at an angular resolution of 36′′
and 8′′ grid) with fixed Tex = 80 K.

body given by

Iλ = B(λ,Td)
1 − exp

−τ160

(
160µm
λ

)β
 , (D.1)
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Fig. C.1. SimLine modeling setup of the C+ bubble overlaid on the observed 12CO 6→ 5 and [C II] intensities. The panels (12CO 6→ 5 on the left
and [C II] on the right) show a sketch of the setup for an ideal 3D bubble (note that the calculations are in 1D) in which the different shell regions
are indicated. The positions of observed and modeled spectra, shown in Fig. C.2, are indicated by blue squares. The red star marks the exciting O
star of the cH IIR.

Fig. C.2. Observations versus results of the SimLine modeling. The left panel shows a PV cut from the center position along the positions of the
observed and modeled spectra, indicated in Fig. C.1, together with the observed spectra. ∆r = 21, etc. corresponds to an offset of (−15′′, 15′′) etc.
The right panel displays the modeled PV cut and spectra from SimLine.

with a fixed emissivity index β = 2 and an optical depth speci-
fied at 160 µm. A total FIR flux is then determined by integration
between 40 to 500 µm. The choice of fixing β biases the SED fit
toward shorter wavelengths and warmer dust, but allows com-
parison with above mentioned studies. We note that the overall
effect on the determined total FIR intensity is not strong, and
the discussed correlations remain insensitive to this choice. The
dominant error in the SED fit is the individual flux uncertainties
in the Herschel PACS and SPIRE bands, which we assume to be
20% and 10%, respectively.
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5.3.2 Prospectives: What drives the [C II] bubble in the compact H II

region?

Understanding the mass and energy of the [C II] shell is essential to reveal the mecha-
nisms driving its expansion within the compact H II region S144 in RCW79. Given the
uncertainties in several parameters, the reported findings should be considered approxi-
mate estimates. I first present the results of the calculations and then subsequently the
calculations later in this section.

Quantitative analysis of the [C II] emission provides key parameters of the expanding
bubble. Fitting ellipses to the [C II] emission in the PV cuts (Fig. 3 in Keilmann et al. 2025)
yields an expansion velocity of „ 2.6 km s´1, which, given the bubble’s size, corresponds
to a dynamical age of 0.35 Myrs. The kinetic energy of the expanding bubble shell is
Eshell “ 0.5 ´ 4.2 ˆ 1046 erg, with mass limits of 71 Md and 605 Md. For shell 1 – as
modeled with the radiative transfer code SimLine (Sect. 2.1.5) in the letter (Keilmann
et al., 2025) – we derive a thermal pressure of 1.6 ˆ 106 K cm´3 and a thermal energy of
5.1 ˆ 1045 erg (Lopez et al., 2011).

Stellar wind feedback further quantifies the system’s dynamics. We obtain momentum
and energy injection rates of 9pSW « 2.5 ´ 9.1 ˆ 10´4 Md km s´1 yr´1 and 9ESW « 0.6 ´

1.2 Md km2 s´2 yr´1, respectively.1 Given the determined dynamical age, the stellar wind
accumulates momentum of p « 0.9 ´ 3.3 ˆ 107 Md km s´1 and energy of E « 3.9 ´ 8.7 ˆ

1048 erg.

Ionizing radiation exerts a dominant influence on the compact H II region. It injects a
momentum of 9pion,th “ 1.7 ˆ 10´2 Md km s´1 yr´1 into the cloud, with an ionizing flux of
Qi “ 1048.79 s´1 (Martins et al., 2010) and an ionization front of rIF « 1 pc (see Eq. 5.7).
This momentum exceeds 9pSW by more than a factor of 15, and the total radiation energy
emitted over the dynamical age is Eion,th “ 2 ˆ 1051 erg, suggesting the higher influence of
the O star’s radiation relative to its stellar wind – consistent with the early evolutionary
state of the compact H II region.

Modeling of the bubble expansion using stellar wind parameters provides insights into
its evolutionary stage. As stated in Sect. 4.2.2, the parameter set in Eqs. 4.13 and 4.14
is conducive to an early-stage bubble. Using the calculated dynamical age and the stellar
parameters from Martins et al. (2010), we derive an expansion velocity of v “ 3.9 km s´1

and a bubble size of R “ 1.4 pc. Although these predicted values exceed the observations
by a factor of 1.4 to 1.5, they demonstrate rough consistency and progress in modeling
stellar winds. Given the observational evidence of the significant impact of stellar winds
on bubble mechanics, stellar winds should generally be included in simulations.

Energy calculations

Expanding shell energy Determining the hydrogen mass from the blue- and red-
shifted [C II] emission is essential to calculate the kinetic energy of the expanding shell.
The average spectrum (see Fig. 4 in Keilmann et al. 2025) yields the [C II] column density
via Eq. 2.55 using a velocity range of vblue P p´54,´50.8q km s´1 for the lower limit
on blue-shifted emission and vred P p´43.5,´39.8q km s´1 for red-shifted emission, which
corresponds to the outer wings of the spectra. For an upper mass limit, the velocity

1The mass-ejection rates estimated based on Björklund et al. (2021) used for these calculations are
unlikely to vary significantly (see Fig. 5 in Björklund et al. 2021), which justifies the numbers for the
calculations.
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extends to the bulk emission at v « ´47 km s´1, separating the blue- and red-shifted
contributions. The conversion of the [C II] column density to hydrogen mass employs the
C/H abundance ratio of 2.4 ˆ 10´4 (Simón-Dı́az and Stasińska, 2011) (as used in SimLine
modeling), the proton mass, and the number of pixels in the compact H II region. This
procedure yields a lower hydrogen mass limit of 71 Md (with 21.5 Md from blue-shifted
and 49.5 Md from red-shifted emission) and an upper limit of 605 Md (with 333 Md from
blue-shifted and 272 Md from red-shifted emission).

The kinetic energy is then simply calculated using

Eshell “
1

2
Mv2 , (5.1)

where M is the mass corresponding to the blue- and red-shifted emission and v the ex-
pansion velocity of the shell.

H II thermal expansion energy Using SimLine, we modeled an H II region with
shell 1, characterized by a density of n “ 100 cm´3, a temperature of T “ 8000 K and a
radius of R “ 0.5 pc. With these numbers, the thermal pressure is calculated via

Pth “ nT (5.2)

and the thermal energy with

Eth “
3

2
kB PthV , (5.3)

where kB is the Boltzmann constant and V is the H II volume with radius R.

Stellar wind impact Detailed data on the O star within the compact H II region is
limited, with only partial metrics reported by Martins et al. (2010), such as: an effective
temperature of Teff “ 37500 ˘ 2000 K, an evolutionary mass of Mevol “ 34.1 ˘ 6.6 Md, a
luminosity of logpL{Ldq “ 5.25 ˘ 0.22 , an ionizing flux of logpQiq “ 48.79 ˘ 0.23, and an
ionizing luminosity of logpL0q “ 38.26 ˘ 0.23. Yet, these parameters allow us to estimate
mass-ejection rates and terminal wind velocities based on Björklund et al. (2021) (see their
Table A.1).

With logpL{Ldq “ 5.56, a mass of 36 Md, and Teff “ 36673 K, we estimate a mass
ejection rate of 3.42ˆ10´7 with a terminal wind velocity of 2672 km s´1. In contrast, with
logpL{Ldq “ 5.20, a mass of 29 Md, and Teff “ 36826 K, we estimate a mass ejection rate
of 5.77 ˆ 10´8 with a terminal wind velocity of 4389 km s´1. As stated in Björklund et al.
(2021), the terminal wind velocities might be higher than those observed, suggesting that
they could be overestimated.

The momentum injection rates are calculated with

9psw “ 9Mv8 , (5.4)

where 9M is the mass-ejection rate and v8 the terminal wind velocity. The mechanical
energy injection rate by the stellar wind is simply calculated using

9Esw “
1

2
9Mv28 “ Lsw . (5.5)

The mechanical energy injection rate by stellar wind corresponds to the mechanical lu-
minosity of the stellar wind, Lsw. Thus, Eq. 5.5 multiplied with the dynamical age tdyn
yields the energy injected by the stellar wind

Esw “ Lsw tdyn “
1

2
9Mv28 tdyn . (5.6)
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Stellar radiation impact From observations and modeling of the O star, Martins
et al. (2010) derived an ionizing flux of Qi “ 1048.79 s´1. To calculate how much ionizing
radiation can inject total momentum into the cloud, we use

9pion,th “ 4kB T

c

3πQirIF
αB

, (5.7)

based on Strömgren (1939) (also see Sect. 4.1.1) and an escape fraction equal to zero. In
this equation, kB is the Boltzmann constant, T “ 8000 K, rIF the radius of the ionization
front and αB “ 2.5 ˆ 10´13 cm3 s´1 the hydrogen recombination coefficient.

The total radiation energy is calculated from the ionizing luminosity L0 determined
by Martins et al. (2010) and the dynamical age

Eion,th “ L0 tdyn . (5.8)

Large shell of RCW79 We confront the driving forces in the compact H II region’s
[C II] bubble and the large expanding [C II] bubble in RCW79, which is ionized by twelve
O stars. Martins et al. (2010) derived an ionizing flux of Qi “ 1049.75 s´1 and an upper
limit for stellar wind momentum and energy. Assuming a terminal wind velocity of vterm “

2000 km s´1, we obtain 9pSW ď 2.4ˆ10´3 Md km s´1 yr´1 and 9ESW ď 2.4 Md km2 s´2 yr´1.
These values are higher by a factor of „ 2 to „ 10 compared to those for the small bubble
in the compact H II region (S144), which are 9pSW « 2.5 ´ 9.1 ˆ 10´4 Md km s´1 yr´1 and
9ESW « 0.6´1.2 Md km2 s´2 yr´1 (as given above). With Eq. 5.7 and a radius of rIF “ 7 pc,

the ionizing radiation injects a total momentum of 9pion,th “ 0.15 Md km s´1 yr´1 into the
cloud. This result is once again higher by a factor of „ 10 compared to that of the small
bubble, which is 9pion,th “ 1.7 ˆ 10´2 Md km s´1 yr´1 (as given above).

The ejected momentum and energy deduced with [C II] are 0.1 ´ 0.4 Md km s´1 yr´1

and 1.3 ´ 5.3 Md km2 s´2 yr´1, respectively. This indicates that the mass ejection can be
momentum driven by ionizing radiation from the O stars. However, the conservative ob-
served upper limit on the stellar wind energy of O stars still allows the observed expansion
in [C II] to be driven by stellar winds if the mass ejection is adiabatic. Further observations
that provide a deeper insight into the effect of ionizing radiation and stellar winds will
thus be necessary to conclude which physical process drives the dispersal of the molecular
cloud in RCW79.

5.3.3 Summary

The special morphology of RCW79 – featuring “a bubble in a bubble,” i.e. a C` bubble
(source S144 from the GLIMPSE survey) embedded in the dust and gas ring around the
larger H II region – offers an opportunity to study the properties and evolution of H II

regions.
Using spectrally resolved [C II] 158µm observations from the FEEDBACK legacy pro-

gram on SOFIA, we identify an early-state H II region – a “C` filled bubble” featuring an
expanding [C II] shell (v „ 2.6 km s´1). This finding contrasts with all other C` bubbles
observed to date in this program, which are significantly larger, more evolved, and char-
acterized by a clear central void in [C II] emission, caused by the evacuation of material
by stellar winds.

We modeled the observed [C II] emission in S144 with the 1D model SimLine, which
comprises three components: a fully ionized H II region (radius „ 0.5 pc) surrounding the
single exciting O7.5–O9.5V/III star, and two PDR shells with a temperature of 100 K and
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a density of 2500 cm´3. The outermost shell exhibits a temperature and velocity gradient.
The model demonstrates that the optically thick (τ „ 3 ´ 5) [C II] line is self-absorbed,
leading to a deficit in [C II] emission and thus to a lower ratio of [C II] to total FIR emission.
However, this apparent [C II]-deficit disappears if we correct for the missing [C II] emission
by fitting the wings of the [12C II] line and the [13C II] HFS.

We thus propose that self-absorption of the [C II] line can explain the [C II]-deficit
observed in Galactic bubbles. This view will be further investigated by studying the
[C II]/FIR ratio and the [C II] line properties in other FEEDBACK sources, and by com-
paring with simulations of H II regions that include stellar winds and radiation.



Chapter 6

Conclusions and Perspectives

Conclusions Recent studies on stellar feedback have revealed significant insights into
the formation and expansion of bubbles in the ISM. These findings have important im-
plications for our understanding of star formation and the evolution of molecular clouds.
Recent [C II] observations in the Cygnus region have provided evidence that ionized car-
bon unveils dynamic interactions between cloud ensembles (Schneider et al., 2023). This
process involves neither a head-on collision of fully molecular clouds nor a gentle merging
of only atomic clouds, but rather an interaction between atomic and molecular gas over a
wide range of velocities („ 20 km s´1). Furthermore, the [C II] line has proven valuable in
tracing the transition between warm, diffuse atomic gas and dense, cooler, partly molecu-
lar gas (Schneider et al., 2023). This transition is crucial for understanding the assembly
of molecular clouds from the atomic hydrogen reservoir in galaxies.

In this regard, the study Schneider et al. (2024) on Draco, for which I am the third
co-author, investigates [C II] emission and further helps to understand and address the
question:

• What mechanisms lead to the formation of molecular clouds?

We found that the [C II] emission likely originates from shock excitation and reveals
an early state of cloud formation in Draco and is also strongly governed by dynamic inter-
action between a partially atomic and partially molecular gas. The dynamics result from
the fact that the Draco cloud descends with significant velocity onto the Galactic plane.
A whole [C II] map would enlarge our view of this region and enable us to support our
findings. An additional comparison with other similar clouds, but under different environ-
mental conditions, would furthermore provide a valuable path to investigate and address
the question of molecular cloud formation. In addition, comparing with simulations will
help to better understand the processes underlying this formation. The follow-up paper
(Schneider et al., in press), of which I am co-author, further investigates the H I-to-H2

transition by also employing simulations.

In M33 (Keilmann et al., 2024a,b), I have addressed the following two main questions:
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• How do cloud properties differ as a function of galactic environment, such as
the central region or spiral arms?

• Do cloud properties systematically differ between the Milky Way and other
galaxies, such as M33 with e.g. lower metallicity?

No clear trends of GMC properties with the galactocentric radius in M33 were found.
Additionally, the vast majority of clouds appear to be independent of the galactic environ-
ments such as the central region or spiral arms of M33. There is only weak evidence in the
data showing a vague trend for GMCs with the highest values of some cloud properties,
such as the surface mass density or the size of GMCs. However, the center slightly tends
to host more massive GMCs and GMCs with higher surface mass density, whereas the
spiral arms host the largest GMCs. This challenges two commonly provided arguments in
the literature, namely: First, spiral arms should be more conducive for star formation as
larger conglomerates of gas should lead to increased star formation. And second, massive
clouds or higher surface mass density correlate with higher star formation rates, which
would hold true for the central region of M33. However, the overall trends as a function
of galactic environment are weak. These are hints that the galactic environment does not
play a crucial role in star formation, and probably small-scale mechanisms such as stellar
feedback could have a greater influence on star formation.

Notably, some GMC properties between the Milky Way and M33 are similar, while
others are different. These encompass, for instance, the size of the largest GMCs in
both galaxies, although the size, mass, and evolutionary state (metallicity) differ in both
galaxies significantly. These similar sizes of the largest GMCs in both galaxies hint at
mechanisms that rely on, for example, the maximum size of supernovae remnants or the
galactic scale height, which is similar in both galaxies. On the other hand, M33 lacks the
high-mass clouds seen in the Milky Way, which could be attributed to the different density
in both clouds.

However, other properties have not yet been analyzed, such as stellar feedback in more
detail, or magnetic fields, turbulence, and the rotations of the GMCs. These can further
provide deep insights into the properties of GMCs, and hence star formation. A study
on investigating magnetic fields (for which I have data) and the rotations of the detected
GMCs in M33 (using the IRAM 30m CO data) is already in preparation.

The [C II] 158µm fine-structure line has emerged as an excellent tracer to study the
kinematics of ionized gas and stellar feedback, primarily through ionizing radiation and
stellar winds, which drive the dynamics of H II regions and lead to expanding shells visible
in [C II] emission (e.g., Pabst et al., 2020; Beuther et al., 2022; Kabanovic et al., 2022).
Hence, the [C II] line helps to address the questions I have studied, such as:

• What is the driving mechanism of stellar feedback? Which has a greater
impact on the surrounding interstellar medium, stellar winds or radiation?

• What could be the potential time dependence of these processes and their
final evolution?

The early evolutionary stage of the compact H II region S144 in RCW79 indeed shows
that stellar winds are yet not dominant in affecting the surrounding medium. A comparison
with a model suitable for early phases shows a reasonable prediction. However, although



169

the results align with the picture that stellar winds become more important in later stages,
further studies must unravel the contribution of stellar wind and radiation as a function
of time. Different models of stellar winds need to be examined and simulations must be
contrasted with observations, as well as studying stellar feedback in other (FEEDBACK)
sources. Better understanding stellar feedback processes may also help in studying the
stellar feedback contributions in M33.

In RCW79 Keilmann et al. (2025), I also analyzed the [C II]-deficit, which corresponds
to different cooling pathways ([C II] and dust FIR) addressing the question:

• What influences the cooling pathways of different tracers in the ISM?

For the first time, the [C II]-deficit is explained by originating from [C II] self-absorption
effects. The [C II]-deficit needs to be further examined in other (FEEDBACK) sources,
which likely hold other mechanisms for the observed deficit, and hence a more complex
picture of different cooling pathways in the ISM.

Finally, although stellar feedback is frequently claimed for “negatively” impacting
the surrounding medium by dispersing clouds, its effect is rarely quantified or analyzed.
In Bonne et al. (2023), where I was also involved, we demonstrated that the large shell of
RCW79 is in a state of molecular cloud dispersal.

Perspectives The study of expanding bubbles and stellar feedback using [C II] obser-
vations is an active area of research. Future projects, such as NASA’s GUSTO1 and
ASTRHOS2 balloon missions, will measure [C II] emission in the Milky Way and Magel-
lanic Clouds, potentially revealing whether the observed interactions are common in other
GMC regions. In conclusion, spectrally resolved [C II] observations have significantly ad-
vanced our understanding of stellar feedback processes, revealing the complex dynamics of
expanding bubbles and their role in shaping the interstellar medium and influencing star
formation.

Carbon ([C I]) in its neutral atomic form is a largely unexplored tracer of gas dynamics
and excitation. The [C I] 1 Ñ 0 and 2 Ñ 1 transitions at 492 and 810 GHz, respectively,
are predicted to arise in a region between the warm PDR, where [C II] serves as the pri-
mary cooling line, and the cold molecular cloud as traced by CO. However, the dynamics
and excitation conditions of the [C I] emitting gas are yet unknown. The required ex-
tended mapping of these lines was not possible with previous facilities in the last decades.
This limitation is set to improve with the upcoming Fred Young Submillimeter Telescope
(FYST) of the CCAT3 (Cerro Chajnantor Atacama Telescope) observatory. The FYST
is a future submillimeter to millimeter wavelength observatory designed to address key
questions in astrophysics, such as the nature of the cosmic microwave background, the
evolution of galaxies, and the physics of star formation. The CCAT consortium consists
of Cornell University, the University of Cologne, and other universities and institutions in
Germany and Canada.

Featuring a 6-meter aperture with an off-axis crossed-Dragone optical design, the ob-
servatory minimizes blockage while providing a very large, unobstructed field of view,
making it ideal for wide-area surveys. The observatory is located on Cerro Chajnan-
tor in the Atacama Desert, northern Chile, at an altitude of around 5600 m, from which

1https://science.nasa.gov/mission/gusto/
2https://www.jpl.nasa.gov/missions/asthros/
3https://www.ccatobservatory.org

https://science.nasa.gov/mission/gusto/
https://www.jpl.nasa.gov/missions/asthros/
https://www.ccatobservatory.org
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the observatory benefits from the combination of high altitude and extremely dry con-
ditions, resulting in exceptional atmospheric transparency at submillimeter wavelengths
(simply where the atmospheric conditions allow observations at high frequencies). The
facility will be equipped with state-of-the-art instruments. These include the Prime-Cam,
a large-format submillimeter camera, alongside the CCAT Heterodyne Array Instrument
(CHAI), a spectroscopic heterodyne receiver. These devices will facilitate the comprehen-
sive mapping of cosmic structures and the identification of faint, distant objects.

Various scientific objectives will be pursued, such as tracing the epoch of reionization
with [C II] intensity mapping. However, most relevant to the work of this thesis is the
Galactic Ecology (GEco) project, which will map the [C I] lines as well as mid- to high-
excitation CO lines (CO 4 Ñ 3, CO 7 Ñ 6, etc., and its isotopologues) as diagnostics of
physical conditions and motions of interstellar clouds. CCAT will provide maps at 152 ˆ

λ{350µm resolution over degree scales of the Milky Way including the Galactic center and
Magellanic Clouds. This will allow us to study the mass budget of [C I], which traces the
gas temperature and mass and is the complement cooling line in PDRs. The telescope will
also help to study turbulent dissipation for which mid- to high-excitation CO and 13CO
lines will be used to study excitation conditions and shocked gas. It will also enable us to
trace variable gas flow into cores and young stars.

While [C II] extends across all interstellar medium phases, [C I] is specific to CO-dark
molecular gas, focusing on cloud edges or early molecular evolution (Clark et al., 2019).
[C II] emission also primarily originates from atomic gas and not from CO-dark molecu-
lar gas (Franeck et al., 2018). Thus, integrating CO data with [C I] as a dark gas tracer
provides a comprehensive understanding of molecular material, especially H2 gas of low
density. As these lines are narrow, they resolve distinct gas flows in velocity space. Fur-
thermore, [C I] experiences less line-of-sight confusion compared to H I. Large-scale obser-
vations of the Galactic plane in [C I] and CO are essential to statistically compare models
and data due to the randomness of turbulence. For further information, refer to the 2020
decadal review white paper Simon et al. (2019).

My research on M33, and particularly on FEEDBACK sources, is directly relevant
to the GEco program. I have developed data reduction and analysis tools, such as N -
PDFs, that are readily applicable to the scientific objectives of GEco. In particular, the
comparative analysis of [C II], [C I], and CO will be of significant importance.
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Appendix A

[C I] APEX Observations in M33

Observations of dedicated atomic and molecular line tracers of individual GMCs in local
galaxies address key questions in galaxy evolution. The six successfully observed positions
of the atomic carbon line [C I] 1 Ñ 0 along the cuts of the southern arm in M33 (Fig. A.1,
APEX Proposal 109.23FN, with me as the PI via ESO1 time) will be combined with ex-
isting [C II] and CO data, and thereby help to obtain information on the carbon budget
and the fraction of CO-dark gas, which differs for GMCs in M33’s lower metallicity en-
vironment relative to the Milky Way. Comparison of the spectral line shape of [C I] with
existing CO and [C II] data may help determine the relative impact of stellar feedback and
cloud–cloud collisions on gas dynamics. These combined observations provide important

Figure A.1: Observed cuts of the southern arm in M33. Left: 350µm SPIRE map (Xilouris
et al., 2012) outlining the cuts in the southern arm with a red box (black cross marks the
center at RApJ2000q “ 01h33m51.02s, DecpJ2000q “ 30o39136.72). White crosses mark
the positions of the [C I] observations. Middle: PACS [C II] map (Nikola et al., in prep.)
of the southern arm region of M33 in proximity of GMCno06. Straight lines mark two
on-the-fly HIFI [C II] cuts, while circles mark the 122 beam and [C II] detections with HIFI
(cf. Fig. A.2). Contours of [C II] fluxes are overlaid on all three maps with 8, 4, 2 levels in
units of 10´18 W m´2. Right: Integrated-intensity map of CO 2 Ñ 1 of the same region.

clues regarding the origin of various lines (molecular clouds versus intercloud-medium)
and the line-of-sight structure (overlapping clouds).

M33 exhibits a particularly high star formation efficiency (Gardan et al., 2007) com-
pared to the Milky Way, yet its underlying cause remains unclear. Observations at „ 102

1European Southern Observatory

173



174 Appendix A. [C I] APEX Observations in M33

(40.7 pc) resolution resolve individual large GMCs or GMAs. We plan to study the carbon
budget and gas dynamics in the prominent inner southern, star-forming spiral arm of M33
(see Fig. A.1).

The [C II] line is primarily excited in the ionized and atomic phases of the PDR, while
[C I] is expected to originate from the layer between the ionized gas and the molecular
cloud. The [C I] (3P 1 Ñ 3P 0) transition at 492.16 GHz is assumed to be mostly optically
thin and has critical densities of „ 102 ´ 103 cm´3 for collisions with H I and H2. PDR
models and cloud-scale simulations predict that [C I] is an excellent tracer of H2 over
a wide range of densities and metallicities (Glover and Clark, 2016; Clark et al., 2019;
Papadopoulos et al., 2018).

Figure A.2: Spectra of [C II] (red), COp2 ´ 1q (blue), and H I (black) along the three
cuts through the southern arm of M33 on a 102 grid. Relative map positions are given in
arcseconds. Tmb is shown versus vLSR ranging from ´180 to ´80 km s´1. The spectra have
a common spectral resolution of ∆v “ 2.6 km s´1. H I temperatures have been divided by
500. The green boxes correspond to the 6 observed positions.

Despite its potential, there is a lack of local galaxy observations that calibrate [C I]
emissivity against parameters such as density or radiation field (e.g., Hitschfeld et al.,
2008; Kramer et al., 2020). Moreover, most studies (e.g., Crocker et al., 2019; Jiao et al.,
2017) focus on galaxy centers, and the variation of [C I] line strength across galaxies or its
dependence on the local environment remains largely unexplored.

Studying nearby galaxies using all carbon tracers (CO, [C II], and [C I]) reveal galaxy-
scale trends of the carbon cycle, particularly as a function of ISM conditions, dynamical
environment, or large-scale phenomena (e.g., galactic outflows). From [C I] data, we can
derive column densities, complementing existing observations of CO, [C II], and dust con-
tinuum data from Herschel (PACS and SPIRE) maps. Incorporating [C I] data will help
identify the contributions of different ISM phases to [C II] emission and isolate PDR emis-
sion, thereby enabling a more accurate derivation of physical conditions via PDR models.



Appendix B

CO APEX Observations in RCW79

Recent observations of the [C II] line in Galactic H II region bubbles and low-density clouds
reveal four major findings. First, [C II] was found to trace expanding shells driven mostly
by stellar winds (e.g., Pabst et al., 2019; Luisi et al., 2021; Bonne et al., 2022; Beuther
et al., 2022), although thermal expansion of the H II region may also contribute. Second,

Figure B.1: Line-integrated 12CO 3 Ñ 2 emission in RCW79. The proposed and suc-
cessfully observed areas C18O 3 Ñ 2 and 12CO 6 Ñ 5 are indicated with white boxes and
comprise the compact H II region S144 in the southeast and a PDR region in the northwest
(NW).

studies found large column densities of cold C` due to self-absorption features in the
[C II] line (Guevara et al., 2020; Kabanovic et al., 2022); one explanation is that C`

mixes with the atomic gas that envelops the molecular cloud. Investigations of [C II], CO,
and H I self-absorption in RCW120 using the two-layer radiative transfer model support
this conclusion. Third, Bonne et al. (2022) demonstrated that [C II] reveals the dispersal

175



176 Appendix B. CO APEX Observations in RCW79

of molecular clouds in the H II bubble RCW79. Fourth, [C II] appears to trace shock
dynamics (Schneider et al., 2024).

The APEX proposal (number M9502A 113 with me as the PI via Max-Planck time) has
two objectives: First, to observe an optically thin CO line in RCW79 because existing CO
data do not allow us to decide whether the observed line shapes result from self-absorption
or independent velocity components (finding a situation similar to RCW120 would strongly
support the argument that large columns of cold C` originate from extended H I envelopes
around molecular clouds). Second, to perform comprehensive modeling of the physical
conditions with radiative transfer and PDR modeling, which requires the higher excitation
mid-J CO lines as proposed and successfully observed.

Figure B.1 displays the APEX line-integrated 12CO 3 Ñ 2 map (Bonne et al., 2023).
The ring hosts young stellar objects, a compact H II region (S144) in the southeast, and an
early site of high-mass star formation in the northwest. Channel maps of [C II] emission
show that the H II region’s border is traced by an expanding [C II] shell with v « 15 km s´1

and that the small bubble is filled with [C II], marking a first detection of such a feature.
We proposed to map the 12CO 6 Ñ 5 line over the same area as the C18O 3 Ñ 2 obser-

vations (the two white boxes in Fig. B.1) and to obtain four positions in 13CO 6 Ñ 5 (at
the O star, the CO peak emission in S144 and the [C II] peak emissions in S144 and in the
northwestern region (NW), which is also the peak in CO emission in NW). This approach
will help clarify the layering of gas components — hot gas near the O star and cooler
gas in the molecular cloud. The main goal of the 12CO and 13CO 6 Ñ 5 observations in
S144 is to secure complementary data for modeling the emission of photodissociated gas
and the cooler molecular cloud. Our existing dataset includes the key cooling lines for
PDR and molecular cloud gas ([C II] 158µm, [O I] 63µm, [C I] 1 Ñ 0, CO 11 Ñ 10, 9 Ñ 8
from SOFIA; 12CO, 13CO, C18O 1 Ñ 0 from Mopra; and 12CO, 13CO 3 Ñ 2 from APEX).
To precisely determine the density, gas mass, and UV field, we need mid-J CO lines,
using the KOSMA-tau PDR model to develop a physical model with both clumpy and
non-clumpy components. Our objective is to anatomize the compact H II region — with
its complex layering of gas at varying temperatures and densities — and to gain insight
into its evolutionary state, characterized by several [C II] bubbles. We will also perform
RADEX calculations to compare with PDR modeling.

Among the high-mass star-forming regions examined in the SOFIA FEEDBACK project
(e.g., RCW120, NGC7538, and RCW49), RCW79 stands out for its three distinct bubble-
like structures at different evolutionary stages. The large-scale bubble shows clear signs
of disruption by the central OB cluster, leaving a fragmented ring of PDRs, while the
prominent southeast compact H II region contains an additional bubble. This configura-
tion offers a unique opportunity to study the compact H II region in detail and to compare
the properties of this potentially triggered star formation site with those in the remaining
PDR ring. Therefore, we proposed to use the same observational setup to also observe
the NW PDR — a high-mass star-forming site as indicated in Fig. B.1 — for a detailed
comparison.



Appendix C

H I Data with Short-Spacing Corrections
(Paper I, M33)

Keilmann et al. (2024a) (Paper I, M33) relies on H I data (Gratier et al., 2010) lacking
short-spacing corrections, whereas the subsequent study (Keilmann et al., 2024b) (Paper
II, M33) employs H I data from Koch et al. (2018), which includes those corrections.
The discussion in this section focuses on how the results of Keilmann et al. (2024a) are
impacted by using H I data with short-spacing corrections. Short-spacing corrections in
interferometric data address a fundamental issue that arises due to the limited range
of baselines (i.e., distances between pairs of antennas) in an interferometer telescope.
Interferometers, such as ALMA or VLA, only sample specific spatial frequencies, which
correspond to the baselines. The shortest baselines are responsible for capturing larger-
scale structures, while the longer baselines capture the finer details of a source. Because
interferometers lack baselines shorter than the minimum distance between the antennas,
they miss information on the large angular scales of the emission. This is the “missing
short spacings” problem, which leads to incomplete sampling of the Fourier transform
of the sky brightness distribution, resulting in the loss of extended emission in the final
image.

The H I map from Koch et al. (2018) incorporates short-spacing corrections, while that
of Gratier et al. (2010) does not. The main difference between both lies in the diffuse,
extended large-scale emission. This means that in the map of Gratier et al. (2010), the
regions beyond our detected GMCs should be the most affected by short-spacing issues,
whereas the denser regions should be fairly unaffected. We therefore, in general, can
expect that the effect with or without short-spacing corrections should be small, since we
are mainly interested in those regions, which are not diffuse. The GMCs that we detect
are not located in diffuse H2 gas (as can already be seen in Fig. 2 of the paper), nor are
they located in regions of diffuse H I. Figure C.1 shows an overlay of the detected GMCs
on the H I map of Koch et al. (2018).

In Fig. C.2 we show difference maps of both H I maps. The absolute difference is
calculated by ∆abs “ H IKoch ´ H IGratier, whereas the relative difference is determined via
∆rel “ pH IKoch ´H IGratierq{H IKoch. As can be seen, the difference is low in regions, where
CO is above its 2σ level. The difference in these regions is of the order of 10 % or lower.
In several other regions, the difference is also low. However, the deviation becomes more
pronounced in large diffuse regions, in which we do not detect GMCs. Hence, the effect
on our statistics is also low, which becomes obvious in the plots of the revised paper and
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Figure C.1: Detected GMCs overlaid on the H I map of Koch et al. (2018).

the reported mean values.
The H I data is used in two steps in the production of the hydrogen column density

map of Paper I. Now I describe briefly how I determine κ0 and NH2 in Paper I, because this
illustrates why, in addition to the discussion above, the effect should be low to negligible.
Equation 16 in Paper I is

κ0 «
I250µm

µmHNH IBνpTdq
, (C.1)

where I250µm is the SPIRE 250µm map, µ the mean molecular weight, NH I the H I column
density and BνpTdq the Planck function. Thus, due to the higher H I emission at some
regions, κ0 will become smaller in these regions. Equation 12 of Paper I uses this calibrated
κ0 in order to determine the total hydrogen column density map

NH “
Iν

κ0pλ{250µmq´β µmHBνpTdq
, (C.2)

where Iν is again the Herschel map and β the emissivity index.
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Figure C.2: H I difference maps of Koch et al. (2018) and Gratier et al. (2010). Left:
Difference in absolute values (∆abs “ H IKoch ´ H IGratier). Right: Relative difference
(∆rel “ pH IKoch ´ H IGratierq{H IKoch).

Since κ0 is smaller in some regions, the total hydrogen will be higher. However, the
effect is still low, because - in order to arrive at NH2 - we subtract the H I map again. In
the end, the increased H I in some regions leads to an increase in total hydrogen column
density, but since we subtract again the increased H I column density, the overall difference
is negligible.
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Appendix D

Varying Dendrogram Parameters (Paper
II, M33)

In the following, the impact of varying Dendrogram parameters on the results of follow-up
Paper II (Keilmann et al., 2024b) is analyzed and discussed. The parameter min value

was chosen to vary from 3σ (as used in the paper) to 5σ, while the remaining parameters
remain unchanged. In another subset, the beam factor has additionally been changed,
which controls the minimum size of the structures to be identified. Kramer et al. (1998)
investigated the effect of a beam factor of 1.1, 1.5 and 2 (see their Fig. 4). I show the
change from 1.2 (as used in the paper) to 1.5. The remaining parameters are unchanged
again. Finally, the study shows the individual effect that a parameter has on the results.
Changing the parameter min delta, which controls how much two local peaks must be
apart to be considered as two separated structures, does practically not have an effect on
the results. Therefore, I omit displaying the essentially identical plots. We denote the
choice of parameters min value “ 5σ, min delta “ 1σ and a beam factor of 1.2 as the
“standard case” used in the paper.

D.1 min value “ 5σ

Figures D.1 and D.2 show the 214 detected GMCs and their distributions of the main
parameters for a minimum threshold min value set to 5σ, respectively. As expected, the
mean values of mass and radius increase, whereas the density and surface mass density
decrease. The mass-size relations presented in the paper for the standard case indicate
that larger GMCs typically exhibit lower densities, thus explaining the decrease in (surface
mass) density. To provide a comparison, I display the results of the additional studies
referenced in the paper.

The slope of the mass-size relation (see Fig. D.3) for dust remains largely unchanged.
For CO, the slope slightly decreases to 2.0. However, the mass-size relations for both
tracers show marginal changes, taking into account the uncertainties. The CO luminosity
also does not change significantly (see Fig. D.4). The fit remains at a slope of 1.5. The
power-law slopes shown in Fig. D.5 increase for both tracers, as a result of excluding less
massive GMCs. This means that the mass range is truncated at the lower end and shifts
to higher values. This increase, however, is still low given the uncertainties.

Moreover, the dependence with the galactocentric radius Rgal exhibits a pattern com-
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Figure D.1: Detected GMCs with a beam factor of 1.5.

parable to that shown in the paper and continues to lack significant trends (refer to
Fig. D.6).

D.2 beam factor “ 1.5

Additionally, the beam factor has been varied from 1.2 to 1.5. In Fig. D.7 the detected
structures are overlaid on the NH2 map. 242 GMCs have been detected, showing a similar
distribution as in the standard case with a beam factor of 1.2.

Figure D.8 presents the distributions of the main parameters. As expected, the mean
mass and radius values increase, while the density and surface mass density decrease.
This reduction in density and surface mass density is inferred from the mass-size relation
presented in the paper for the standard case, showing that larger GMCs generally tend
to have lower densities. Here, I also present the results of other studies that I compare
against in the main analysis.



D.2. beam factor “ 1.5 183

1.0 1.5 2.0 2.5 3.0
log R [pc]

100

101

102

C
ou

nt
s

GMC Radius Distribution

R̄dust = 59 [pc]

R̄CO = 69 [pc]

R̄NL = 89 [pc]

R̄Rice = 34 [pc]

R̄Williams = 116 [pc]

R̄Corbelli = 45 [pc]

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
log ΣH2

[M� pc−2]

100

101

102

C
ou

nt
s

Surface Mass Density Σ Distribution

Σ̄H2,dust = 2.8× 101 [M� pc−2]

Σ̄H2,CO = 2.3× 101 [M� pc−2]

Σ̄H2,NL = 1.87× 102 [M� pc−2]

Σ̄H2,R = 3.8× 101 [M� pc−2]

Σ̄H2,W = 7.5× 100 [M� pc−2]

Σ̄H2,C = 4.4× 101 [M� pc−2]

4 5 6 7 8
log M [M�]

100

101

102

C
ou

nt
s

GMC Mass Distribution

M̄H2,dust = 3.5× 105 [M�]

M̄H2,CO = 4.0× 105 [M�]

M̄H2,NL = 6.8× 106 [M�]

M̄H2,R = 2.4× 105 [M�]

M̄H2,W = 3.7× 105 [M�]

M̄H2,C = 2.6× 105 [M�]

−1 0 1 2 3 4
log n [cm−3]

100

101

102

C
ou

nt
s

GMC Density Distribution

n̄H2,dust = 7 [cm−3]

n̄H2,CO = 4 [cm−3]

n̄H2,NL = 29 [cm−3]

n̄H2,R = 18 [cm−3]

n̄H2,W = 1 [cm−3]

n̄H2,C = 17 [cm−3]

Figure D.2: Distributions of main GMC parameters with a min value of 5σ.
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Figure D.3: Mass-size relation of GMCs detected with a min value of 5σ.

The CO luminosity also does not change significantly (see Fig. D.9). The fit changes
from 1.5 to 1.8, suggesting that this parameter choice leads to a larger number of pixels
on the outskirts of a GMC, which show CO emission that is less saturated. This means
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Figure D.4: CO luminosity of GMCs detected with a min value of 5σ.

105 106 107 108

Mass [M�]

10−10

10−9

10−8

10−7

10−6

10−5

P
ro

b
ab

ili
ty

GMC Mass Spectra

Fit αdust = 2.38 +/- 0.13

Fit αCO = 2.03 +/- 0.12

Fit αGratier = 2.12 +/- 0.08 (M33)

Fit αCMZ = 2.35 +/- 0.24 (Nguyen-Luong, MW)

Fit α = 2.58 +/- 0.28 (Nguyen-Luong, MW)

105 106 107

Mass [M�]

10−9

10−8

10−7

10−6

10−5

P
ro

b
ab

ili
ty

GMC Mass Spectra

Fit αdisk = 2.38 +/- 0.13

Fit αCenter = 2.29 +/- 0.21

Fit αSpiralArms = 2.48 +/- 0.22

Fit αOutskirts = 2.59 +/- 0.26

Figure D.5: Power-law mass spectra of GMC detected with a min value of 5σ.

that the emission in the inner region of a GMC is even less able to show a CO emission
level as at the edge of a GMC. In this manner, we increase the effect of the CO-dark H2

gas. However, given the uncertainty, this increase is not significant.
The mass-size relations for both tracers also show no significant changes considering the

given uncertainties. The power-law slopes increase in both cases, as a result of excluding
smaller GMCs. This means that the mass range is truncated at the lower end and shifts
to higher values. This increase, however, is still insignificant given the uncertainties. Also,
the dependence with the galactocentric radius Rgal shows a similar characteristic and still
does not show any significant trend (see Fig. D.12).

Overall, we conclude that our choice of parameters used in the paper is robust and
varying the parameters does not significantly change the overall results and conclusions.
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Figure D.6: Dependence with Rgal of main GMC parameters with a min value of 5σ.
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Figure D.7: Detected GMCs with a beam factor of 1.5.
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Figure D.9: CO luminosity of GMCs detected with a beam factor of 1.5.
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Figure D.10: Mass-size relation of GMCs detected with a beam factor of 1.5.
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Figure D.12: Dependence with Rgal of main GMC parameters with a beam factor of 1.5.
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Appendix E

Spiral Arm Definition in Paper II, M33

To demonstrate that the visually defined region employed in Paper II (Keilmann et al.,
2024b) to differentiate between the two spiral arms and the outskirts of M33 is reliable and
does not influence the statistics obtained or the conclusions drawn from them, I present
a convolved version of the NH2 map that highlights the large-scale structure of the spiral
arms. I then define several thresholds for the column density and show that in each case
the visually inferred spiral arm regions do not affect the final results and conclusions.
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Figure E.1: Smoothed version of the original NH2 map with different minimum thresholds.
Left: Threshold of 2 ˆ 1020 cm´2. Right: Threshold of 4 ˆ 1020 cm´2. In both cases,
the fitted log-spirals and the visually defined spiral arms as in the paper are shown for
guidance.

Figure E.1 left shows a convoluted NH2 map with an angular resolution (912 angular
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resolution) five times larger than the original beam size. I establish a map threshold of
2 ˆ 1020 cm´2, which effectively demonstrates the clear recovery of the spiral arms. For
comparison, I show in brown the region I use in the paper. I run an analysis that applies
this threshold to quantitatively define the borders of the spiral arms. The results of this
re-analysis are shown in Fig. E.2. An additional analysis was conducted using a different
threshold of 4 ˆ 1020 cm´2 (Fig. E.1 right), and its results are presented in Fig. E.3.

In both cases, the results remain relatively close to the results presented in the paper.
This clearly shows that my choice of the spiral arm region is not sensitive to the overall
results. The main reason for that is the significant contrast between the H2 gas within
the spiral arms and that outside of them. Hence, a sharp border can already be easily
defined by eye. Even if an alternate border results in some GMCs being classified as part
of the spiral arms in one instance and as part of the outskirts in another, it will not affect
the overall statistics or alter the conclusions we have drawn. Thus, I conclude that there
is always some ambiguity and, whatever threshold I use, this does not provide a better
criterion. Hence, determining a width in a more automatic, quantitative way does not
improve our outcome.
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Figure E.2: Box plots of the determined dust-derived parameters categorized based on
galactic environments. A threshold of 2 ˆ 1020 cm´2 has been used. The lower and
upper whiskers of the box plot represent the lowest and maximum values of the dataset,
respectively. The colored box shows the distribution’s interquartile spread, or the range
from the 25th to the 75th percentile; the median is indicated by the solid beige line inside
the box. The distributions’ outliers are shown as circles.
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Figure E.3: Box plots of the determined dust-derived parameters categorized based on
galactic environments. A threshold of 4 ˆ 1020 cm´2 has been used.
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E. F., Alcalá, J. M., Myers, P. C., Stapelfeldt, K. R., Huard, T. L., Allen, L. E., Harvey,
P. M., van Kempen, T., Blake, G. A., Koerner, D. W., Mundy, L. G., Padgett, D. L.,
and Sargent, A. I. (2009). The Spitzer c2d Legacy Results: Star-Formation Rates and
Efficiencies; Evolution and Lifetimes. ApJS, 181(2):321–350.

Federman, S. R., Glassgold, A. E., and Kwan, J. (1979). Atomic to molecular hydrogen
transition in interstellar clouds. ApJ, 227:466–473.

Federrath, C. and Klessen, R. S. (2013). On the Star Formation Efficiency of Turbulent
Magnetized Clouds. ApJ, 763(1):51.



Bibliography 201

Federrath, C., Klessen, R. S., and Schmidt, W. (2008). The Density Probability Distri-
bution in Compressible Isothermal Turbulence: Solenoidal versus Compressive Forcing.
ApJ, 688(2):L79.

Fielding, D. B., Ostriker, E. C., Bryan, G. L., and Jermyn, A. S. (2020). Multiphase Gas
and the Fractal Nature of Radiative Turbulent Mixing Layers. ApJ, 894(2):L24.

Fierlinger, K. M., Burkert, A., Ntormousi, E., Fierlinger, P., Schartmann, M., Ballone,
A., Krause, M. G. H., and Diehl, R. (2016). Stellar feedback efficiencies: supernovae
versus stellar winds. MNRAS, 456(1):710–730.

Franeck, A., Walch, S., Seifried, D., Clarke, S. D., Ossenkopf-Okada, V., Glover, S. C. O.,
Klessen, R. S., Girichidis, P., Naab, T., Wünsch, R., Clark, P. C., Pellegrini, E., and
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J., Simon, R., Buchbender, C., Anderson, L., Bonne, L., Guevara, C., Higgins, R.,
Koribalski, B., Luisi, M., Mertens, M., Okada, Y., Röllig, M., Seifried, D., Tiwari, M.,
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Men’shchikov, A., André, P., Didelon, P., Motte, F., Hennemann, M., and Schneider, N.
(2012). A multi-scale, multi-wavelength source extraction method: getsources. A&A,
542:A81.

Molina, F. Z., Glover, S. C. O., Federrath, C., and Klessen, R. S. (2012). The density
variance-Mach number relation in supersonic turbulence - I. Isothermal, magnetized gas.
MNRAS, 423(3):2680–2689.

Mookerjea, B., Kramer, C., Buchbender, C., Boquien, M., Verley, S., Relaño, M.,
Quintana-Lacaci, G., Aalto, S., Braine, J., Calzetti, D., Combes, F., Garcia-Burillo,
S., Gratier, P., Henkel, C., Israel, F., Lord, S., Nikola, T., Röllig, M., Stacey, G.,
Tabatabaei, F. S., van der Tak, F., and van der Werf, P. (2011). The Herschel M 33
extended survey (HerM33es): PACS spectroscopy of the star-forming region BCLMP
302. A&A, 532:A152.



210 Bibliography

Muraoka, K., Konishi, A., Tokuda, K., Kondo, H., Miura, R. E., Tosaki, T., Onodera, S.,
Kuno, N., Kobayashi, M. I. N., Tsuge, K., Sano, H., Kitano, N., Fujita, S., Nishimura,
A., Onishi, T., Saigo, K., Yamada, R. I., Demachi, F., Tachihara, K., Fukui, Y., Kawa-
mura, A., and AAS Journals Data Editors (2023). ACA CO(J = 2-1) Mapping of the
Nearest Spiral Galaxy M33. I. Initial Results and Identification of Molecular Clouds.
ApJ, 953(2):164.

Murray, N. and Rahman, M. (2010). Star Formation in Massive Clusters Via the Wilkinson
Microwave Anisotropy Probe and the Spitzer Glimpse Survey. ApJ, 709(1):424–435.

Naab, T. and Ostriker, J. P. (2017). Theoretical Challenges in Galaxy Formation. ARA&A,
55(1):59–109.

Neufeld, D. A. and Dalgarno, A. (1989). Fast Molecular Shocks. II. Emission from Fast
Dissociative Shocks. ApJ, 344:251.

Nguyen-Luong, Q., Nguyen, H. V. V., Motte, F., Schneider, N., Fujii, M., Louvet, F., Hill,
T., Sanhueza, P., Chibueze, J. O., and Didelon, P. (2016). The Scaling Relations and
Star Formation Laws of Mini-starburst Complexes. ApJ, 833(1):23.

Offner, S. S. R. and Chaban, J. (2017). Impact of Protostellar Outflows on Turbulence
and Star Formation Efficiency in Magnetized Dense Cores. ApJ, 847(2):104.

Oliver, B. M. (1965). Thermal and quantum noise. IEEE Proceedings, 53(5):436–454.

Oort, J. H. and Spitzer, Jr., L. (1955). Acceleration of Interstellar Clouds by O-Type
Stars. ApJ, 121:6.
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Relaño, M., Verley, S., Pérez, I., Kramer, C., Calzetti, D., Xilouris, E. M., Boquien, M.,
Abreu-Vicente, J., Combes, F., Israel, F., Tabatabaei, F. S., Braine, J., Buchbender,
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