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1 Iron-based Superconductors

Contents
1.1 Crystal and Magnetic Structure . . . . . . . . . . . . . . . . 1
1.2 Nematicity in Iron-based Superconductors . . . . . . . . . . 4
1.3 Superconductivity and Spin Resonance Mode in FeSCs . . . 7

1.1 Crystal and Magnetic Structure
Iron-based superconductors (FeSCs) are a fertile ground to study the interplay
between structure, magnetism and superconductivity in a novel class of materials.
Correspondingly, this is the fourth big material class, next to the cuprate (CuSCs)
[1–4], heavy fermion (HFSCs) [5–8] and organic superconductors (OrgSC) [9–11],
where the mediation of superconductivity is not based on phonons [12]. In order
to cultivate that ground many new materials, since their initial discovery [13, 14]
in 2006 respectively 2008, were synthesised. Chemically, the common build-
ing blocks are always FePn1 or FeCH2 layers which are more or less separated
by an additional spacer layer, c.f. Fig.: 1.1. According to their stoichiometry
four main material classes are formed; the 1111 REFePnO3 [15–18], the 122
AEFe2As2

4 [19–23], the 111 AMFeAs5 [24–27] and the 11 FeCH [28,29]. In this
thesis compounds belonging to three of these four classes are investigated, in par-
ticular Ba1−xNaxFe2As2 in Chap. 2 and Ba(Fe1−xCox)2As2 in Chap. 3 of the 122 s,
LiFeAs in Chap. 4 of the 111 s and NdFeAsO1−xFx in Chap. 5 of the 1111 s.
Superconductivity in FeSCs can be induced by adding or removing charges via dop-
ing [19,22,23,30–32], by isovalent substitution [33–35] or by applying external pres-
sure [36–38]. Thereby, the orthorhombic and antiferromagnetic (o-AFM) phase
becomes suppressed while the tetragonal paramagnetic (t-PM) one is restored.
However, there is a regime in the phase diagram, called orthorhombic supercon-
ducting (o-SC), where it microscopically coexists with AFM order [39–43], c.f. the
schematic phase diagram for charge doping in Fig.: 1.2. In that context the highest

1Pn = pnictogen e.g. P or As
2CH = chalcogenide e.g. S, Se, Te
3RE = rare earth e.g. La, Nd, Sm, Gd
4AE = alkaline earth metal e.g. Ba, Sr, Ca
5AM = alkali metal e.g. Li, Na
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1.1 Crystal and Magnetic Structure

Figure 1.1: Room temperature crystal structures of FeSC families. The
commonality of FeSCs are the edge-sharing FeAs-tetrahedrons, which are sep-
arated by a spacer-layer or by no spacer-layer at all, as in iron-chalcogenides
(CH = Se, Te). From left to right the spacer-layer thickness decreases and is
either composed of a rare earth (RE = La, Ce, Pr, Nd), an alkaline earth (AE
= Ba, Sr, Ca), or an alkaline metal (AM = Na, Li).

Tc values are found close to the end-point of the o-AFM phase [19, 22, 23, 30–32],
where the FeAs4 tetrahedra are most regular [30,51,52], and the three t2g orbitals
(dxy, dzy, dxz) are most degenerate due to the crystal field.
Furthermore, this observation inspired two different explanations for the pairing
mechanism, whereas the first is based on spin fluctuations [53–64] and the second
on phonon assisted orbital fluctuations [65–70]. This underlines the triangular
relation between structure, magnetism and superconductivity, which are mani-
festations of the same mechanism in the spin-driven nematic scenario c.f. Sec. 1.2.
Additionally, details of the SC pairing mechanism are outlined in Sec. 1.3.
In the o-AFM phase, magnetic moments of ∼ 1 µB

6 point along the a axis and are
ferromagnetically aligned along b and antiferromagnetical along c and a [26,72,73],
c.f. Fig.: 1.2 for a sketch. Consequently, magnetic Bragg peaks in neutron scat-
tering are observed at Q = (1,0,L)ort = (0.5,0.5,L)tet in the orthorhombic or tet-
ragonal notation, which both will by employed in this thesis. Iron-based super-
conductors are layered magnets, due to their order, and the fact that they mech-
anically cleave easily along the c axis.

6c.f. Lumsden et al. [71] and references therein
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Figure 1.2: Generic phase diagrams of FeSCs. Solid lines denote first or-
der phase transitions and dotted lines second order. Note that according
to Kim et al. [44] the nature of TN changes from first to second order in
Ba(Fe1−xCox)2As2. The phase diagram is based on various reports in the lit-
erature [31, 45–47] and the Fermi surfaces are reproduced from Ref. [48–50].

Moreover, in the phase diagram, the TN transition line is coupled closely to the Ts
one, signalling the orthorhombic distortion due to strong magneto-elastic coupling
(MEC) [74]. With increasing hole doping both transition temperatures are always
identical, first order in nature and never split [30, 46, 75]. On the opposite, with
increasing electron doping, the TN -Ts transition-lines are still coupled, but begin
to split and thus give place to the so-called nematic phase, which is described in
more detail in Sec. 1.2. Furthermore, the TN transition character changes from
first to second order before SC emerges [44]. In any case, for underdoped FeSCs su-
perconductivity develops from an orthorhombic and antiferromagnetically ordered
state. This means that the SC gap opens on an already reconstructed and par-
tially gapped Fermi surface with an orbital polarisation [48–50,76,77]. The orbital
polarisation arises below Ts, as the degeneracy of the dzy and dxz orbitals is lifted
by the orthorhombic distortion [49]. A sketch of the FS in the t-PM and o-AFM
phase is given in the inset of Fig.: 1.2. Once more, this highlights the intimate
relation between lattice structure, magnetic order and superconductivity. In par-
ticular, this indicates that a complete description of the SC state needs to take

3



1.2 Nematicity in Iron-based Superconductors

the details of an orbital-dependent band structure into account. The consequences
when superconductivity emerges in the presence of strong AFM gaps are explored
in Sec. 3.2.

Another aspect was highlighted by polarised inelastic neutron (pINS) scatter-
ing, where an intriguing spin-space-anisotropy was found, which indicates the
importance of spin-orbit coupling (SOC). Although FeSCs are layered magnets
the magnetic anisotropy gap for out-of-FeAs-layer excitations is smaller than the
one for in-layer excitations [78–80]. In a recent theoretical calculation including
the effect of SOC the gap anisotropy could be reproduced [81]. Moreover, the
c polarised low-energy excitations can condense via a spin reorientation for at
the AE-site hole doped 122s, while the associated c-AFM phase occupies a small
fraction in the o-AFM dome in the corresponding phase diagram [45–47, 82–84].
This spin reorientation, where magnetic moments realign from their in FeAs-layer
alignment towards the c axis via a first order phase transition, documents the role
of SOC, again. Consequently, the transition will reconstruct the reconstructed
Fermi surface and thus forms a new basis from which superconductivity emerges
ultimately. Notably, hole-doping at the Fe-site in the 122 family also yields to a
magnetic order with moments pointing along the c axis, but superconductivity is
not induced [85–89]. However, the spin reorientation transition does not inflict a
major penalty on the Tc values. This transition and the associated implications
for superconductivity are explored in more detail in Chap. 2.

1.2 Nematicity in Iron-based Superconductors
The crystal and magnetic structure of FeSCs, i.e. the t-PM, o-AFM or c-AFM
phase, form the basis from which superconductivity emerges, eventually, and as
a consequence, understanding of these normal state properties is paramount to
comprehend the SC one. From the advent of FeSC, a strong coupling between
magnetic order and orthorhombic lattice distortion is observed, as the associ-
ated (Ts,TN) transition lines follow each other in the (T − x) phase diagram,
c.f. Fig.: 1.2. Thereby, early theoretical works proposed that the orthorhombic
phase is not driven by the lattice degrees of freedom, i.e. phonons, but by elec-
tronic ones [90,91]. In this context, large anisotropies along the two directions of
the FeAs-layers were observed experimentally, e.g. in resistivity measurements in
Ba(Fe1−xCox)2As2, where it reaches a factor of two [92–94], in ARPES measure-
ments dzy/dxz orbitals split at temperature far above Ts [49], susceptibility [95]
and magnetic torque measurements [96] and in polarised inelastic neutron scat-
tering (pINS) where the magnetic signal in the spin flip (SF) channels y and
z split at 70 K > TS = 33 K in Ba(Fe0.952Ni0.048)2As2 [97]. Note that the or-
thorhombic distortion causes real crystals to form twin domains, whereas the

4



Figure 1.3: Schematic sketch of the spin-nematic and magnetic trans-
ition. The rotational symmetry of the lattice and the time-reversal sym-
metry can be broken in two consecutive steps. First, only the C4 lattice sym-
metry is broken, no static magnetic order develops 〈Mi〉 = 0, but directed
spin-fluctuations are formed 〈M2

1 〉 6= 〈M2
2 〉 6= 0. Second, static magnetic or-

der sets in and time-reversal symmetry is broken, 〈M1〉 6= 0, 〈M2〉 = 0 and
〈M2

1 〉 6= 〈M2
2 〉 6= 0. This picture is reproduced from Fernandes et al. [99].

above listed experiments were predominantly conducted on detwinned samples
realised by applying a small pressure, a few MPa, along one axis. Nonetheless,
an orthorhombic distortion, where the corresponding a and b lattice constants
deviate by just ∼ 0.5 % from each other, can hardly explain the observed aniso-
tropies, in particular their doping dependence, as e.g. the resistivity anisotropy
in Ba(Fe1−xCox)2As2 is largest at x ∼ 4.5 % Co doping and not at 0 %, where the
orthorhombic distortion is largest [92,98].
The observed anisotropies are associated to an (electronic) order parameter, which
breaks the rotational symmetry, but preserves the time-reversal symmetry [91,99].
By construction, this order parameter is similar to the one in liquid crystals, when
rod-like molecules all point in one direction, and is hence termed by analogy as
nematic [91]. Since the orthorhombic distortion in FeSCs force the order para-
meter to point in one direction, a or b, it becomes Ising-like and associated phase
is thus called Ising-nematic order [91, 99].
Theoretical calculations emphasise that the origin of the nematic phase and the
SC pairing symmetry are consequences of the same scenario [91]. This implies
that a detailed knowledge of the normal state properties has direct consequences

5



1.2 Nematicity in Iron-based Superconductors

on the superconducting one. However, the nematic transition can be driven by
two electronic degrees of freedom, either charge/orbital or spin fluctuations. As a
consequence, the charge/orbital scenario provides an SC state whose gap function
preserve its sign on the hole and electron Fermi surface pockets, i.e. a s++-wave,
while the magnetic scenario induces a sign change of the gap on the corresponding
pockets and thus yields a s±-wave, c.f. next section for the SC pairing symmetry.
Although, both electronic degrees of freedom are strongly coupled to each other,
meaning the divergence of one susceptibility causes the other’s also diverge, i.e.
magnetic order triggers orbital order and vice versa, a recent renormalisation
group (RG) analysis could demonstrate that nematic order is caused by spin fluc-
tuations [53].

In the following, the interplay between nematic and magnetic order is elucidated.
The o-AFM phase is doubly degenerate as spins can order in parallel stripes along
the b axis, yielding a propagation vector Q1 = (π, 0), or in parallel stripes along
the a axis with Q2 = (0, π). Correspondingly, the magnetic orders are labelled as
〈M1〉 and 〈M2〉, and either breaks the time-reversal symmetry and the rotational
one of the lattice below TN . However, (spin) fluctuations, labelled as 〈M2

i 〉, can
separate both symmetry-breaks such that the rotational C4 lattice symmetry is
broken to C2 at a higher temperature, than the time-reversal symmetry. Accord-
ingly, as stated above, the nematic phase is characterised by broken C4 lattice
symmetry due to directed spin fluctuations 〈M2

1 〉 6= 〈M2
2 〉 6= 0, while no static

order is developed 〈Mi〉 = 0, yet. Moreover, at a lower temperature static mag-
netic order sets in, e.g. 〈M1〉 6= 0 and 〈M2〉 = 0. The split transitions from the
t-PM phase via the nematic one to the o-AFM state are summariesed in Fig.: 1.3.

Due to its direct connection to SC, nematicity in FeSCs is a hotly debated topic
[98–102], while the most recent discussions are focussed on FeSe [28,29,103–108].
This compound displays the largest nematic region in FeSCs is observed so far,
as there is a structural phase transition at ∼ 90 K but no static magnetic order is
realised down to lowest temperatures, while SC emerges at ∼ 8 K. Additionally,
electronic nematicity is proposed to be realised in CuSCs [109] and HFSCs [110],
as well, hence it seems to be a more general property of high-temperature super-
conductors [111]. In this context a nematic SC state was recently discovered in
the topological superconductor CuxBi2Se3 [112].
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1.3 Superconductivity and Spin Resonance Mode in
FeSCs

Superconductivity is one of the most mesmerising phenomena in solids. In
this phase, electrons bind to Cooper pairs, and within BCS-theory this binding is
based on an attractive interaction, which is mediated by an exchange boson [113].
In the early days before the advent of heavy fermion (HFSCs) and cuprate super-
conductors (CuSCs) this exchange boson is a phonon, which naturally provides
an easy explanation for the isotope effect

(
Tc ∼ m−

1
2

)
. Moreover, BCS theory as

an electron-phonon weak-coupling approach yielded two fundamental equations
to calculate the critical temperature Tc and the corresponding energy gap ∆SC ,
which can be interpreted as the Cooper pair’s binding energy

kBTc = 1.13~ωD · exp
(
−1
λ

)
, (1.1)

2∆SC = 3.52kBTc. (1.2)

ωD is the Debye frequency and λ the electron-phonon coupling parameter. By
this reason the Tc value of today’s record holder H3S with Tc(200 GPa) ∼ 200 K
can easily be understood [114].
On the other hand and today not fully resolved is the emergence of superconduct-
ivity in HFSCs, CuSCs, OrgSCs and FeSCs [3,11,60,115,116] where the interaction
is mediated without phonons [117, 118]. In particular it was theoretically shown
by density-functional perturbation theory that λ in LaFeAsO1-xFx is 5-6 times too
small to account for the observed Tc values [12]. Moreover, the change in mag-
netic exchange energy between the normal (NS) and the superconducting (SC)
state in the CuSC compound YBa2Cu3O6.95 and the HFSC compound CeCu2Si2
is respectively 15 or 20 times larger than the corresponding SC condensation en-
ergy [119,120]. Consequently, this observation supports the argument that super-
conductivity is driven by (residual) spin-spin interactions [5–7]. In view of BCS
theory the associated exchange-boson to mediate the electron-electron interaction
will be called paramagnon [121]; whereas in recent literature the rather unspe-
cific term spin fluctuation is mostly propagated. The importance of paramagnos
is demonstrated by time-of-flight (TOF) and resonant inelastic X-ray scattering
(RIXS) experiments, where their dispersions and spectral weights in the non-
magnetic and doped compounds resemble those of magnons in the corresponding
host compounds [4, 122–124]. This observation connects the FeSCs to the CuSCs
and possibly to the HFSCs [125] as well. Furthermore, investigation of the spin
excitation spectra in the NS and SC state can provide information on the pair-
ing mechanism. Although, the pairing symmetry in CuSCs is dx2−y2 [126, 127],
in FeSCs it is broadly agreed on s± [55–59, 128] and is still unsettled in HF-
SCs [115,129]; all these compounds share another experimental feature - the spin

7



1.3 Superconductivity and Spin Resonance Mode in FeSCs

resonance mode [120,130–135].

The spin resonance mode (SRM) is characterised by a divergence in the imagin-
ary part of the dynamical susceptibility, which is observable in INS. Theoretically
within an random-phase approximation (RPA) the dynamical spin susceptibility
is given by

χ (Q, E) =
[
Î − Ûχ0 (Q, E)

]−1
χ0 (Q, E) , (1.3)

with unit and interaction7 matrices Î and Û respectively and the bare spin suscept-
ibility χ0 (Q, E) [8,56,57,59,116,118]. The emergence of a resonance (divergence)
in this term is related to the BCS coherence factor for flipping the spin of a
quasiparticle scattered from k to k +Q which is given by

Fcoh = 1
2

(
1− ∆ (k) ∆ (k +Q)

E (k)E (k +Q)

)
(1.4)

on which χ0 (Q, E) depends. Thereby, E(k) =
√
ε2(k) + ∆2 (k) is the SC qua-

siparticle energy, ε(k) denotes the quasiparticle dispersion and ∆ (k) is the SC
gap function. If the gap function possesses the same sign at ∆(k) and ∆(k +Q)
the coherence factor vanishes and causes a smooth increase of the magnetic re-
sponse above the threshold value Ωc = min (|∆(k)|+ |∆(k +Q)|), i.e. there is no
resonance while a shift and accumulation of spectral weight could experimentally
still be observable. On the other hand if sgn (∆(k)) = −sgn (∆(k +Q)) there is
a divergence in χ′′(Q, E) and the corresponding resonance peak is to be found at
ESRM , pushed below Ωc by an amount which scales with Û [116]. Consequently,
the SRM is deeply related to the pairing symmetry and its exploration provides
vital information on the corresponding mechanism. While the d-wave gap sym-
metry in CuSCs [9,127,136] and HFSCs [8,120,137] naturally displays the required
sign change for the SRM to appear, the situation is more challenging in FeSCs,
due to their multi-band and -orbital Fermi surface. Phase-sensitive measurements
showed that the gap symmetry in FeSCs is a s-wave [128,138–140], which can only
be reconciled with the SRM when the gap function changes its sign on distinct
pockets of the Fermi surface connected by Q. Accordingly, the SC gap symmetry
is called s±. At the Fermi surface of FeSCs the hole pockets located at the Γ-point
and the electron pockets at the M -point fulfil that condition [77, 141–145], c.f.
Fig.: 1.4 (a).
Although this points to the potential importance of nesting, and indeed in the par-
ent compounds AFM order is observed at Q, magnetic moments are neither fully
itinerant nor local, but instead, a hybrid picture holds, c.f. Ref. [146] Chap. 10

7note that the interaction leading to s± superconductivity is repulsive, while the one leading
to s++ superconductivity is attractive
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Pairing symmetry and spin resonance
mode. (a) Typical FS in FeSCs when ∆SC
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and references therein. Moreover, the nesting condition is not crucial for supercon-
ductivity to emerge as one of the electron bands e.g. sinks below the Fermi surface
in Ba0.1K0.9Fe2As2 (Tc ∼ 9 K) [147], is badly nested in LiFeAs [148] (Tc ∼ 18 K)
or is even absent in K0.8Fe1.7Se2 (Tc ∼ 30 K) [149]. Although there is a broad
consensus that superconductivity is driven by paramagnons [53–64] an alternative
model based on para-orbitons8 is proposed [65–70]. In this model, there is no
sign change on the hole and electron pockets of the Fermi surface and the cor-
responding SC gap symmetry is labelled as s++, c.f. Fig.: 1.4 (b). Consequently,
there is no divergence in χ′′(Q, E) and thus no SRM in the INS spectra. How-
ever, a resonance-like mode can be mimicked as the spectral weight of low-energy
excitations is shifted and accumulated above 2∆SC . Therefore, the SRM can func-
tion as means to distinguish between both pairing symmetries, i.e. in particular
Eres < 2∆⇒ s± indicates s± pairing symmetry, while the opposite case Eres > 2∆
points towards s++ symmetry, c.f. Fig.: 1.4 (a’), (b’).
Recently Korshunov et al. [58] elaborated this condition in the case of two un-
equal SC gaps and attached an extensive list of compounds found in the lit-
erature. In short, the overwhelming majority of all listed compounds adhere
to this condition and corroborate the s± pairing symmetry mediated by para-
magnons. Therefore, the SRM includes information on which low-energy para-
magnons (spin-fluctuations) can contribute to the pairing, especially when super-
conductivity emerges from an antiferromagnetically ordered state like in under-
doped Ba(Fe1−xCox)2As2, c.f. Chap. 3. Additionally, it also contains information
on the paramagnon’s polarisation, in particular, when the ordered moments, and
thus in a naive picture, the associated fluctuations concomitantly rotate from
an alignment within the FeAs-layers to a perpendicular one, as it is the case in
Ba1−xNaxFe2As2, c.f. Chap. 2. Since the SRM is based on the quasiparticle scat-
tering processes at the Fermi surface, which is predominantly composed of the

8in view of BCS theory the para-orbiton is the associated boson to phonon assisted charge
fluctuations in the t2g and dz2 orbital occupation to mediate SC
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1.3 Superconductivity and Spin Resonance Mode in FeSCs

three t2g (dxy, dxz and dzy) orbitals [49, 50, 76, 150], it also retains information on
the orbital dependence of the pairing mechanism itself. Notably an orbital and
band selective pairing mechanism [151] is proposed to explain the split or double
SRM in several FeSCs [61, 152–155]. Thereby the part at low energies is aniso-
tropic in spin space while the one at higher energies is still isotropic [152,153,155],
which already indicates the relevance of spin-orbit coupling (SOC). However, the
energy at which the isotropic part of the SRM peaks scales with the corresponding
Tc like in CuSCs [152,156–158] yielding

Eres
kBTc

≈

{
5.3 for CuSCs,
4.3 for FeSCs.

(1.5)

Until today there is still no overall theory on superconductivity in FeSCs, which
includes SOC, orbital selectivity, considers MEC effects, states how SC can emerge
from an AFM ordered state, and what happened when the underlying magnetic
ordering direction is changed. Accordingly, the study of magnetic excitations, in
particular, the SRM continues to contribute vital information to aid our under-
standing of superconductivity.
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2 Spin Reorientation Transitions
and Magnetic Excitations in
Ba1−xNaxFe2As2

Abstract
In iron-based superconductors the lattice degrees of freedom, magnetic order and
superconductivity are strongly coupled. This particular interplay is investigated
by X-ray, elastic and inelastic neutron scattering in Ba1−xNaxFe2As2. Over a
broad doping range 0.25 ≤ x ≤ 0.39 the magnetic moments undergo a second
transition and realign themselves from the ab plane along the c axis, before any
magnetic order terminates at 0.4 ≤ x. The spin reorientation documents the
importance of spin-orbit coupling in theses materials and defines an altered mag-
netic ground state from which superconductivity eventually emerges. The intuitive
picture of concomitantly rotated low-energy spin fluctuations (paramagnons) to
mediate superconductivity is not confirmed as these are equally polarised as in
the electron doped compound without a spin reorientation. Consequently, low-
energy spin fluctuations are decoupled from the underlying static order which puts
further constrains on a band and orbital selective pairing mechanism. Another
experimental fingerprint of the superconducting pairing mechanism is the spin
resonance mode. In Ba1−xNaxFe2As2 this mode is split and, as shown by absolute
unit calculation, the intensity of the low-energy part is the recaptured amount of
the suppressed static magnetic moment below Tc. This provides a simple explan-
ation of the recently observed double spin resonance modes in various compounds
and should be reconsidered in the band and orbital selective pairing mechanism.
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2.1 Spin Reorientation Transitions
Info
The data presented in this section are already published in Waßer et al.., physica
status solidi (b), 254, 1600181 (2017) [159] and partially in Waßer et al.., Phys.
Rev B, 91, 060505(R) (2015) [82]. This section is based on these publications.
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Section Abstract
Hole doping on the alkaline earth metal side in 122 iron-based superconductors
induces a second magnetic phase within but at the end of the o-AFM dome. In
this phase, the moments are rotated from their previous alignment within the
FeAs-layers towards the c, and thus perpendicular to the layers concomitantly
with a reversion of the orthorhombic distortion. Accordingly, this novel mag-
netic phase is labelled as c-AFM and the properties of a prototypical compound
Ba1−xNaxFe2As2 with 25 % ≤ x ≤ 40 % are presented. Increasing the Na doping
from 25 % to 39 % reduces TN from 120 K to 61 K, while the transition temper-
ature for the c-AFM phase Treo remains rather stable between 35 K and 46 K,
while any magnetic order vanishes abruptly at x = 40 %. The second magnetic
transition is exclusively attributed to the reorientation and first order in nature,
while it is only complete at x ∼ 35 %. Moreover, in the superconducting and AFM
coexistence phase, the ordered magnetic moment’s suppression increases with Tc.
In particular, when both magnetic configurations coexist the c-AFM alignment
is stronger suppressed than the o-AFM one, indicating that the former is less
compatible with superconductivity than the latter.
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2.1 Spin Reorientation Transitions

Ba(Na)

Fe

As

t-PM

o-AFM c-AFM

Figure 2.1: Schematic phase diagram of Ba1−xNaxFe2As2. Ba1−xNaxFe2As2
hosts at least six different phases like tetragonal paramagnetic (t-PM), or-
thorhombic antiferromagnetic (o-AFM), orthorhombic antiferromagnetic and
superconducting (o-SC), a spin reoriented phase with moments along the c
axis (c-AFM), c-AFM with superconductivity (SC+M) and a purely super-
conducting tetragonal phase (t-SC). The corresponding crystal and magnetic
structure for the t-PM, o-AFM and c-AFM are shown on the right-hand side.

2.1.1 Section Introduction
Doping holes on the AE (Alkaline Earth metal) in AEFe2As2 stabilises a pe-
culiar second magnetic phase within the o-AFM dome [45, 46, 83]. It emerges
at intermediate doping levels and is a phase, where the moments reorient from
their alignment within the FeAs-layers towards a perpendicular orientation [82].
Consequently this magnetic phase is labelled c-AFM and a schematic phase dia-
gram of Ba1−xNaxFe2As2 and the corresponding crystal/magnetic structures are
presented in Fig.: 2.1. The spin reorientation is in line with the low-T AFM gap
anisotropy of the host compound BaFe2As2. There pINS experiments showed that
it is easier to rotate the spins out of the FeAs-layers than within, counter-intuitive
to a layered magnet [78]. A similar spin space anisotropy is reported for the 111
system NaFeAs [80,160], however a spin reorientation has not been observed since
it is impossible to hole-dope this system on the Na-site, most likely. In the 1111
FeSC compounds the spin space anisotropy is uncharted territory as it is a chem-
ical non-bested challenge to synthesise large single crystals. However, spin space
anisotropy indicates the importance of spin-orbit coupling (SOC) as it is the nat-
ural origin to pin magnetic moments along certain crystallographic axes, i.e. here
along [1, 1, 0]tet (tetragonal notation) or equivalent along [1, 0, 0]ort (orthorhombic
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notation). A recent theoretical study explores the influence of SOC on the mag-
netic anisotropy and can reproduce the experimental observations albeit neglected
magneto-elastic coupling (MEC) [81].
Due to strong MEC, the spin reorientation leads to a reduction of the orthorhombic
phase with C2 symmetry and thus to a recovery of the tetragonal phase with C4
symmetry. Since the reorientation can be viewed as a spin-flop, it is necessarily a
first-order transition, which allows phase coexistence of both magnetic orders. An
early study on Ba1−xNaxFe2As2 reported the recovery of C4 symmetry coexisting
with a doping dependent orthorhombic C2 fraction, reaching up to 40 % [45]. In
the related compound Ba1−xKxFe2As2, thermal expansion measurements observed
a full recovery of C4 symmetry in the c-AFM1 phase [46], in contrast to X-ray and
neutron diffraction studies on polycrystalline samples where a phase fraction of
only ∼ 10 % is reported [84]. Note, the c-AFM phase in Ba1−xKxFe2As2 occupies
a much smaller volume in the phase diagram than in Ba1−xNaxFe2As2, but it can
be expanded under hydrostatic pressure [161, 162]. In a simple hard-ball model
of atoms, the smaller ionic radius of Na in comparison to K induces chemical,
equivalent to external, pressure and thus enlarges the c-AFM phase.

Single- vs. Double-Q Structure
Although, neutron scattering can unambiguously determine the spin reorienta-
tion it cannot distinguish between a single- and a double-Q structure. In the
former, moments simply rotate out of the FeAs-layers, but the overall lattice
symmetry is still orthorhombic; while in the latter a superposition of the two or-
dering vectors (π, 0) (horizontal AFM stripes) and (0, π) (vertical AFM stripes)
is observed, which results in tetragonal lattice symmetry with half of the Fe-sites
carrying a doubled magnetic moment while the rest is non-magnetic. The double-
Q structure is compatible with the thermal expansion measurements [46] and has
been confirmed by infra-red spectroscopy [163,164], muon spin rotation [164,165]
and Mößbauer spectroscopy [166]. However, a recent pair distribution function
(PDF) analysis indicated that the short-range local symmetry around 20 Å ∼ 5
lattice constants, is still orthorhombic while on larger length scales the system is
tetragonal [167]. To reconcile this observation with the highly local results from
Mößbauer [166] the authors concluded that the orthorhombic regions in the c-AFM
phase are fluctuating on time-scales between 10−7s to 10−13s [167]. Since Mößbauer
can sense phenomena on time-scales up 10−7 s, the overall magnetic/lattice struc-
ture appears to be double-Q/tetragonal in this technique. On the other side, the
deviation from the data for the tetragonal model is only slightly larger than for
the orthorhombic one and a phase coexistence of c-AFM and o-AFM regions is

1due to their macroscopic measurement the authors labelled this phase C4 phase, contrary
to the notation here. Moreover, the label C4 for this phase is more widespread than c-AFM in
the literature.
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2.1 Spin Reorientation Transitions

not discussed [167]. Here, by using large single crystals of Ba1−xNaxFe2As2, it
will be shown that the spin reorientation is only complete in the middle of the
c-AFM dome and that otherwise a mixture of c-AFM and o-AFM can be found,
as consequence of the first order phase transition.

2.1.2 Temperature Dependence of Elastic Bragg Scattering
The structural and magnetic transition temperatures, Ts, TN and Treo, can be eas-
ily identified by neutron scattering. Therefore, the intensity at fixed Q-positions
was traced as a function of temperature. In particular, since the orthorhombic
distortion is expected to be small in the doping range 25 % ≤ x, the tetragonal
notation is employed meaning the magnetic Bragg peaks are found at (half-integer,
half-integer, odd integer) as HKL values. Ba1−xNaxFe2As2 samples are referred
according to their EDX-determined Na composition, e.g. Ba0.61Na0.39Fe2As2 is
Na39. Figure 2.2 summarises the data at the nuclear Bragg peaks for Na25,
Na31, Na35a, Na39 and Na40 in (a)-(e), respectively, while the data for the mag-
netic Bragg peaks are shown in (a’)-(e’). Furthermore, the extracted transition
temperatures are listed in Tab.: 2.1. Note that there are two 35 % Na-doped
samples labelled as Na35a and Na35b, while the former is used exclusively in
this section, the latter is employed for the inelastic studies in Sec. 2.2 due to its
bigger mass. Although they should be stoichiometrically identical within EDX
error, Na35b displays a slightly higher TN of 79 K than Na35a as can be seen
in Fig.: 2.14(e). However, the (normalised) temperature vs. intensity curves of
the (0.5, 0.5, 1) magnetic Bragg peaks fall on top of each other at T & 60 K and
display an identical Treo as well as the intensity suppression below Tc. Since the
slope of the TN -transition line in this region of the phase diagram is steep, c.f.
Fig.: 2.1 and Ref. [45], even a very small variation of x will cause this shift of TN
but will leave Treo and Tc unaffected, as the corresponding slopes of the transition
lines are gradual to flat. A comparison of the temperature dependence for both
samples is given in Fig.: A.1.1 of the appendix.
Identically to Ba1−xKxFe2As2 the Ts-TN -transition line does not split with doping
throughout the phase diagram and is always first order in nature [30, 46, 47, 75].
Even small orthorhombic distortions have a strong impact on the nuclear Bragg
peaks, as the resulting (twin) domain formation drastically reduces extinction and
multiple scattering events. Therefore, the structural transition at Ts can be easily
observed as an intensity increase for all studied samples, except for Na40 which
shows no structural/magnetic transition down to 3 K2. When the system enters
the c-AFM phase the magnetic moments rotate out of the FeAs-layers [82] reducing
the orthorhombic splitting and hence recovering the extinction and multiple scat-

2most likely there is no magnetic order below that temperature, as it would realise a very
rare scenario: magnetic order develops deep in the superconducting phase.
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Figure 2.2: Temperature dependence of the nuclear and magnetic Bragg
peaks in Ba1−xNaxFe2As2. In order to define the two magnetic transition
temperatures the nuclear (a)-(e) and magnetic (a’)-(e’) Bragg peak intensit-
ies were scanned, respectively for Na25, Na31, Na35a, Na39 and Na40. Open
symbols in (a’) result from a polarised neutron scattering at 4F1 spectrometer
and are rescaled. In particular, the spin reorientation transition in Na25 and
Na31 is incomplete as the intensity at L = 3 is stronger or only slightly weaker
than at L = 1. The coloured areas correspond to the phases defined in Fig.: 2.1
and the presented data are published in [159].

tering events, which ultimately lead to an intensity decrease of the nuclear Bragg
peaks. By this reason the nuclear Bragg peak intensity for Na35a and Na39 drops

Table 2.1: Transition temperatures of the Ba1−xNaxFe2As2 samples.
The structural and magnetic transitions temperatures rely on the data from
Fig.: 2.2, while Tc results from magnetisation measurements conducted at the
IFW.

Name xEDX (%) Ts (K) Treo (K) Tc (K)
Na25 25 120 35 10
Na31 31 110 43 ∼ 15
Na35a 35 70 46 26
Na35b 35 79 46 26
Na39 39 61 44.5 29
Na40 40 – – 34
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2.1 Spin Reorientation Transitions

to the continuously extrapolated3 values of the t-PM phase. For Na25 and Na31
the temperature dependence is a bit more complicated, as the intensity originates
from a composite effect of the orthorhombic splitting. On the one hand side, the
intensity increases below Ts due to the formation of orthorhombic domains; on the
other hand, with decreasing temperature the orthorhombic splitting increases, the
fixed Q-position is not the centre anymore, and intensity decreases. Clearly, the
latter effect overcompensates the former in Na25. When Na25 and Na31 enter the
c-AFM phase, the orthorhombicity is reduced due to the spin reorientation, and
the peak intensity increases again. This can be reconciled with the behaviour of
Na35a and Na39 by looking at the magnetic Bragg peak intensity of Na25/Na31.
In Na25 the intensity at (0.5, 0.5, 3) is always higher than at (0.5, 0.5, 1), which
clearly demonstrates that the spin reorientation is only realised in a small fraction
of the sample. Therefore, the intensity reduction of the orthorhombic splitting is
compensated by reducing the orthorhombicity itself, while a residual fraction re-
mains and thus prevents the recovery of extinction and multiple scattering events.
Ultimately this is the reason for an intensity increase instead of a decrease at Treo.
In Na31 the situation is similar. Here the (0.5, 0.5, 1) magnetic Bragg peak is
only marginally more intense than (0.5, 0.5, 3), which demonstrates an incomplete
spin reorientation, although the c-AFM volume fraction is larger than in Na25.
A complete spin reorientation would render (0.5, 0.5, 1) ∼ 2.7 times more intense
than the (0.5, 0.5, 3). However, the most progressed spin reorientation is observed
in Na35a, where only a small fraction of 13 % of the o-AFM phase remains [82].
Measuring the temperature dependence of the magnetic Bragg peaks by neutron
scattering cannot resolve the issue whether there is a phase separation of o-AFM
and c-AFM or the magnetic moments rotate by an arbitrary angle towards the
c direction. The latter scenario seems unlikely as a mixture o-AFM and c-AFM
phases were directly observed in powder experiments [45, 84] and by symmetry
considerations4. A magnetic configuration where the rotated moments point at
an intermediate direction corresponds to a lower symmetry as in either the c-AFM
and o-AFM phases. Moreover, in Ba1−xKxFe2As2 the spin reorientation induces an
elongation of the FeAs-tetrahedra [46] similar to a martensitic transition5. Again
this fact highlights the strength of MEC and is further the natural explanation of
the c-AFM and o-AFM phase separation. In a local picture, the FeAs-tetrahedra
elongation causes a shear force on the Fe-Fe-planes, which will stabilise the o-AFM
phase. This is evidenced by strain experiments on BaFe2As2 where Ts shifts to
higher temperatures [168]. Therefore, this picture helps to understand why the
spin reorientation is only complete in the middle of the c-AFM dome, where the

3constant extrapolation at (1, 1, 2) and linear at (0, 0, 2)
4the phase with moments along the c axis cannot be a subgroup of a phase where the

moments are aligned within the plane
5first order structural transition. Most famous example is the transition in Fe from non-

magnetic fcc to magnetic bcc.
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Figure 2.3: Lattice constants of the Ba1−xNaxFe2As2 samples investig-
ated in this thesis. Room temperature lattice constants a and c obtained
by neutron or X-ray scattering in comparison to the values reported by Avci
et al. [75] and Cortes-Gil et al. [169], in (a) and (b) respectively. Lines are
polynomial fits and serve as guides for the eye, while the data is published
in [159].

difference in free energy to the o-AFM phase is largest and hence phase coexist-
ence is suppressed, supposedly. Starting from low Na-doping levels the o-AFM
phase is the magnetic ground state and is slowly excelled by the c-AFM phase
with increasing Na doping; however, it is stabilised by the induced strain as long
as the difference in free energy between both phases is not yet large enough. To-
wards optimal doping, the free energy gain of magnetic order is reduced, generally.
Moreover, the absence of a subgroup relation imposes the spin reorientation to be
a first order phase transition, allowing phase coexistence of both magnetic align-
ments.

Comparison to other Phase diagrams
Today there are three phase diagrams of Ba1−xNaxFe2As2 published by three dif-
ferent experimental groups. In an early work, Cortes-Gil et al. set-up a rather
rough phase diagram based on powder samples without the c-AFM phase [169];
Avci et al. refined the phase diagram also by studying powder samples [75], and
most recently Wang et al. published the most detailed phase diagram with nine
different phases based on small single-crystals [47]. The phase diagrams of Avci
et al. [75] and Wang et al. [47] agree in the low doping regime but deviate slightly
for higher doping as the magnetic phase is more extended in the work of Wang
than in the one of Avci. The c-AFM phase in both cases ends at x ∼ 30 % while
the corresponding phase boundary towards high doping levels coincide with the
boundary of the o-AFM phase in Avci et al. [45], those transition lines are split in
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2.1 Spin Reorientation Transitions

Wang et al., and the o-AFM phase ends at x ∼ 37.5 % [47]. Wang et al. labelled
the reappearing o-AFM phase C ′2, however, their many phases cannot be repro-
duced with the samples used in this thesis. Instead, both magnetic phases are
observed up to the critical concentration 39 % < x < 40 % where magnetic order
terminates in general. Entering the c-AFM is conceived by crossing a first-order
phase transition line, which allows o-AFM/c-AFM phase coexistence below Treo.
Moreover, the system rapidly fluctuates between the orthorhombic domains, and
the corresponding very small lattice distortion in the slightly underdoped regime
could provide an explanation why the reorientation transition could be missed,
despite the relatively high resolution of capacitative dilatometry. Additionally,
the phase mixture of o-AFM and c-AFM can explain why the overall sample
seems to be in C ′2 state.
The observed magnetic behaviour resembles the phase diagram of Avci et al., but
shifted by x ∼ 10 %, which is also confirmed by comparing the lattice constants
at room-temperature of their work [75] with the data from Cortes-Gil et al. [169]
and the results within this thesis, c.f. Fig.: 2.3. Although Na is highly volatile
and the synthesis of comparable large single crystal is chemically challenging, a
10 % shift of the Na concentration will be clearly resolvable by energy dispers-
ive X-ray (EDX) analysis. The corresponding EDX analysis yielded deviations
of ∆x ≤ 0.01 [32], which documents the high quality of the samples. Moreover,
the magnetic transitions are all sharp6, and thus a broad distribution of Na over
the sample can be excluded. However, a comparison of the various studies is
facilitated by looking at the a and c lattice constants in Fig.: 2.3.

2.1.3 Suppression of Magnetic Intensity Below Tc

Below Tc SC and AFM order compete for the same electronic states, which eventu-
ally leads to a suppression of the ordered magnetic moment. Consequently, strong
MEC reduces the orthorhombic splitting as a feedback effect [31]. When the sys-
tem undergoes the spin reorientation the Tc values drop by a few Kelvin [46, 47],
indicating that the c-AFM phase is less compatible with SC than the o-AFM
one. The SC+M phase is investigated further by normalising the magnetic Bragg
peak intensity temperature-dependence from Fig.: 2.2 on their corresponding max-
imum, c.f. Fig.: 2.4. Thereby, a uniform intensity reduction of ∼ 9 % below Tc in
Na35a can be observed, meaning that o-AFM and c-AFM are suppressed equally.
Moreover, the intensities at (0.5, 0.5, 1) and (0.5, 0.5, 3) coincide up to Treo, but at
elevated temperatures, this simple scaling cannot hold due to the change of the
geometric projection of scattering vector Q and magnetic moment µ. However,
the fact that both magnetic Bragg peaks scale that perfectly below Treo documents
that a single magnetic phase must be realised, in particular, the spin reorienta-

6compare with Sr1−xNaxFe2As2 powder samples in Taddei et al. [83]
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Figure 2.4: Suppression of magnetic Bragg peak intensity in SC
state. (a)(b) normalised magnetic Bragg peak intensities at (0.5, 0.5, 1) and
(0.5, 0.5, 3) for Na35a, and additionally (0.5, 0.5, 7) for Na39. For Na35a the
magnetic moment is uniformly suppressed, while for Na39 the suppression is
non-uniform and stronger for the c-AFM phase than for the o-AFM. (c) Fit
of the L dependence in Na39 according to Eq.: (2.1) in the o-AFM phase at
45 K, in the c-AFM +M phase lightly below Tc at 26 K and deep in the SC
phase at 3.5 K. The extracted polarisations document that the c-AFM phase
competes stronger with SC than the o-AFM. The data points are published
in [159].

tion is complete. The absence of this simple scaling behaviour in Na31 evidences
an incomplete spin reorientation and highlights the phase mixture of c-AFM and
o-AFM caused by the first order phase transition.
In Na39 the normalised magnetic Bragg peak intensity also does not follow this
simple scaling relation, hence documenting an incomplete spin reorientation close
to optimal doping. The puzzling observation that the maximum intensity at
(0.5, 0.5, 1) is reached at a lower temperature than at (0.5, 0.5, 3) is not an ex-
perimental artefact of too rapid cooling and bad thermal coupling, rather it is an
intrinsic effect as it has been observed on a different spectrometer with a stabilised
temperature. An initial explanation could be that the c-AFM and o-AFM phases
display intrinsically different Tc values, which would be in stark contrast to the
SQUID measurement, where only one SC transition is observed. Alternatively,
the c oriented magnetic moment still increases below Tc, before SC suppresses
the magnetic phase. Another fact is the non-uniform reduction in the SC state;
while the magnetic Bragg peak at (0.5, 0.5, 1) is reduced by almost 50 % the one at
(0.5, 0.5, 3) is reduced by ∼ 30 % and the one at (0.5, 0.5, 7) by just ∼ 20 %. This
non-equal reduction points to a different compatibility of magnetic orders with
SC, as the c-AFM phase competes stronger than the o-AFM one. Particularly,
the (0.5, 0.5, 1) magnetic Bragg peak is most sensitive for the c-AFM phase, while
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2.1 Spin Reorientation Transitions

the (0.5, 0.5, 7) magnetic Bragg peak is the one for the o-AFM phase. Further-
more, the fraction of c-AFM and o-AFM phases can be extracted by fitting the L
dependence with

I = S · f 2(Q) ·
(
(1− p) · cos2 (α) + p · sin2 (α)

)
, (2.1)

where S is a scaling factor, f(Q) the Fe2+ magnetic form factor, α is the angle
between the [1, 1, 0], i.e. o-AFM, ordering direction and scattering vector Q while
p denotes the o-AFM fraction. The data points in Fig.: 2.4(c) are corrected for
their corresponding Lorentz-factor7 and at 45 K this fit yields p = 0.86(16) mean-
ing that within error the moments are aligned in the FeAs-layers as it is expected.
At 26 K this fit states that the c-AFM phase is realised in three-quarter and the
o-AFM phase in one quarter of the sample; documenting again that the spin reori-
entation is not complete. Since the intensity suppression below Tc is non-uniform
the (relative) fraction of the o-AFM phase is increased to 36 %, documenting again
it is more compatible with SC than the c-AFM phase, in agreement with [46,47,83].
The same conclusion also holds for Na31 where the incomplete spin reorientation
generates a c-AFM/o-AFM phase mixture, whereas the c-AFM phase competes
stronger with SC as the (0.5, 0.5, 1) magnetic Bragg peak is the most affected,
again.

2.1.4 Polarisation Analysis
The rapid intensity decline with increasing L in Fig.: 2.4 proved a sizable c com-
ponent of the magnetic moment. However, this analysis also incorporates, if there
is, any b8 component, which drives the value of p towards 0.5 obfuscating the po-
larisation in the ac-plane. Avci et al. [45] also observed the spin reorientation but
initially misinterpreted it as the condensation of two nematic order parameters
leading to a hedgehog-like alignment of the magnetic moments within the FeAs-
layers, c.f. Fig.: 2.5(d”). Theoretically, the third option of a magnetic order could
be realised below Treo where the moments are arranged in a loop-like fashion [170].
In order to explore the spin reorientation further a polarisation analysis for the
(0.5, 0.5, 1) magnetic Bragg peak in Na25 was conducted. The results are identical
to the observation in Na35a [82] where the moments reorient in the ac-plane ex-
clusively. In Figure 2.5 the frame of reference is shown, while a more detailed
explanation is given in the methods section 6.5. This is summarised as: the spin
flip (SF) x channel measures the sum of SF y and z and is thus sensitive to com-
ponents along a, b and c, while SFz is only sensitive for the a and c component and
SFy for the b component exclusively. Note: the spin-flip channel only measures
the component perpendicular to scattering vector Q and polarisation P , while

7= 1/ sin(2Θ) and describes how the Bragg peak is rotated through the Ewald sphere
8b is parallel to [0, 1, 0]ort = [1, 1, 0]tet
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Figure 2.5: Polarisation analysis of the magnetic signal in Na25. Mag-
netic Bragg peak intensity at L = 1 for various temperatures in the three spin
flip (SF) channels x, y and z in (a)-(c) respectively. (d) At T > Treo in
the o-AFM phase magnetic intensity, i.e. the (squared) product of magnetic
structure and geometry factor is exclusively in SFz. Below Treo three different
magnetic structures are possible. (d′) In the c-AFM configuration the geo-
metry factor boots the SFz intensity at L = 1, while SFy remains zero. (d′′)
For the hedgehog configuration SFy remains also zero but the SFz intensity is
reduced, while in (d′′′) the loop alignment yields a non-zero SFy and a van-
ishing SFz. Both cases are incompatible with the data in (b). (e) Frame of
reference for the polarisation analysis, same as in Fig.: 6.2. The data points
are published in [159].

the non-spin flip (NSF) channel measures the component perpendicular to Q and
parallel to P .
Down to lowest temperature the SFy channel exhibits only background, while the
entire signal can be found in the SFz channel. Therefore, the spins realign in the
ac plane exclusively and in total agreement with the observation in Na35a [82].
The missing signal in the SFy channel is consequently found in the NSFy channel,
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2.1 Spin Reorientation Transitions

and the data at 5 K in SFx, SFz and NSFy are fitted globally by a Gaußian. For
the other temperatures, the same fitting procedure was conducted for SFx and
SFz. Moreover, Fig.: 2.4(d)-(d′′′) shows the calculated (squared) magnetic struc-
ture factors multiplied by their geometric projection at L = 1 for the SFy and SFz
channels, normalised on their values in the o-AFM phase for the c-AFM (d′), the
hedgehog (d′′) and the loop (d′′′) alignment. Only the c-AFM phase can explain
the intensity gain at L = 1 below Treo, while SFy remains zero. In the hedgehog
arrangement, the SFy channel is also zero, but the intensity at SFz drops to 50 %
when a mono-domain sample is assumed. However, the o-AFM phase transition
at TN will cause the development of orthorhombic twins from which one twin will
not contribute to the measured scattering intensity, but whose contribution, yield-
ing a factor two, is captured below Treo. Therefore, the hedgehog configuration
will have only a marginal effect on the scattering intensity which is incompatible
with the data in Fig.: 2.2. On the other hand, a hedgehog magnetic structure
is proposed to be realised in electron-doped (Co,Ni) CaKFe4As4 [171] based on
symmetry analysis and NMR data and was later confirmed by neutron scatter-
ing [172].
The proposed loop-like magnetic structure would yield an intensity shift from SFz
to SFy, but since SFy is always zero and SFz is always finite this structure can
clearly be excluded. Concluding, the experimental data is only consistent with
the c-AFM phase, whose first-order phase transition generates a c-AFM/o-AFM
phase mixture.

2.1.5 Profile Analysis of Magnetic Bragg Reflection
An incommensuration of the magnetic structure has been reported for (Co,Ni)
doped Ba122 in a small vicinity of the phase diagram below the critical concen-
tration xc at which the magnetic dome ends [173–175]. Moreover, the incom-
mensurate order evolves along the b, (1, 1, 0), i.e. transversal9 direction and thus
reflecting the incommensurate magnetic excitations at high doping levels [160]. On
the other hand, for hole-overdoped samples like Ba1−xKxFe2As2, a longitudinal in-
commensuration is observed for higher doping levels [176–178]. However, Wang et
al. observed a change in the curvature of the o-AFM transition line in the phase
diagrams of Ba1−xNaxFe2As2 and Ba1−xKxFe2As2 and proposed that at this point
an incommensurate order like in the electron-doped compounds will develop [47].
Additionally, an incommensurate phase has also been discussed in a theoretical
work [179]. Therefore, the magnetic Bragg-peak’s width in Na35a was checked
on 3T1 spectrometer, via rocking scans over (0.5, 0.5, 1) and (0.5, 0.5, 3) at 50 K
above Treo and at 3 K below Tc, c.f. Fig.: 2.6. The first scan is rather a (0, 0, L)
scan while the second covers a sizeable (h, h, 0) component as well. A very good

9 with respect to the o-AFM ordering direction
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Figure 2.6: Line-shape of the magnetic Bragg peaks in Na35a, Na39
and Na40. (a) (b) Rocking scans over the magnetic Bragg peaks at L =
1 and L = 3 at 5 K and 50 K respectively. the instrumental resolution of
3T1 diffractometer is estimated by the width of the nuclear Bragg peaks at
(1, 1, 2) and (1 1 6), which is equal to the magnetic ones and thus no indication
on an potential incommensurate ordering is given. (c) (d) Scans along the
(h, h, 0) and (0, 0, L) direction at various temperatures at the high resolution
G4-3 cold TAS for the (0.5, 0.5, 1) magnetic Bragg peak in Na39 displays only
commensurate scattering as well; in agreement with the scans at the thermal
TAS PUMA in (e). (f) For Na40 there is no magnetic order present. The
data points are published in [159].

estimation of the instrumental resolution can be obtained by conducting rocking
scans over nuclear Bragg peaks, here (1, 1, 2) and (1, 1, 6), whose width is only
resolution limited. Comparing these scans with the magnetic ones at (0.5, 0.5, 1)
and (0.5, 0.5, 3), shows that a potential incommensuration of the magnetic order
cannot be resolved within the instrumental resolution, c.f. Fig.: 2.6(a)(b), respect-
ively.
Inspired by the electron-doped counterparts the incommensuration is increasing
towards xc; giving thus reason to conduct (h, h, 0) and (0, 0, L) scans in Na39 at
PUMA and G4-3 spectrometer, c.f. Fig.: 2.6(c)-(e). The G4-3 spectrometer was
operated with 10′ collimators, which provided a very high resolution. Thereby,
peak widths of FWHMab ∼ 0.006 Å−1 and FWHMc ∼ 0.052 Å−1 were obtained
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Figure 2.7:
Orthorhombicity in Na35a. (a)
Temperature dependence of the
(2, 2, 0) Bragg-peak width indicating
the orthorhombic distortion. The
reduction below Treo shows that the
C4 symmetry is the c-AFM phase is
going to be restored. In the inset
the (2, 2, 0) peak obtained by X-ray
diffraction with D5000 diffractometer
is displayed. For reasons of clarity
each scan is given an offset. (b)(c)
display the temperature dependence
of the a and c lattice constant respect-
ively. The data points are published
in [159].

based on Gaußian or asymmetric10 Gaußian fits in Fig.: 2.6(c)(d), respectively.
For (Co,Ni) doped BaFe2As2 an incommensuration δab = 0.023 Å−1 was repor-
ted [173,174], which should be clearly resolvable. This is not the case. If there is
any incommensuration of the static magnetic signal, it is smaller than the repor-
ted FWHM values here. In this context, an incommensurate magnetic ordering
in Sr1−xNaxFe2As2 could also not be resolved within the experimental resolution,
as reported in the literature [83].
Finally, in Na40 no magnetic ordering can be observed down to 5 K, c.f. Fig.: 2.6(f).

2.1.6 Temperature Dependence of the Orthorhombic
Distortion in Ba0.65Na0.35Fe2As2

The iron-iron distance will be affected by the spin reorientation transition due to
strong magnetoelastic coupling. In macroscopic measurements like capacitative
dilatometry [46, 47] the recovery of C4 symmetry is observed, while microscopic
techniques, like neutron scattering and X-ray/neutron PDF analysis either found
a c-AFM/ o-AFM phase mixture [45] or rapidly oscillating orthorhombic domains,
whose time-average mimic C4 symmetry [167]. However, the signature of the spin
reorientation will be visible in the line-shape of a X-ray experiment. Therefore,
the temperature dependence of the (2, 2, 0) Bragg-peak width is measured by the
custom-designed D5000 diffractometer in Bragg-Brentano geometry at Cologne
University. X-rays are generated by Cr-tube with λ = 2.289 760 Å, in order to

10the asymmetry results from the analyser crystal and is an experimental artefact
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facilitate a higher resolution compared to a Cu-tube. Figure 2.7(a) displays the
obtained (2, 2, 0) peak width by Gaußian fitting, while the inset shows the corres-
ponding raw data. There is a remarkable peak-broadening already in the temper-
ature regime between Ts and 300 K, which must be attributed to orthorhombic
precursor correlations [73, 180]. Furthermore, the peak strongly broadens at Ts
when the orthorhombic order sets in. Below Treo the width decreases again due
to the spin reorientation and the associated strong MEC. At 25 K the peak is
as broad as at 80 K in the t-PM phase but significantly broader than at room
temperature. Since the recorded peaks contain the time-average value of the local
structure, no conclusion about rapidly fluctuating orthorhombic domains can be
drawn, but the restored peak width is in agreement with the neutron scattering
data [82] that only a marginal o-AFM fraction remains in the c-AFM phase. An
increasing orthorhombicity from room temperature, i.e. far above Ts, down to
Ts can be interpreted as the impact of nematic fluctuations or as a local strain
effect [180].
The temperature dependence of the a and c lattice constant is respectively depic-
ted in Fig.: 2.7(b)(c). Despite the relatively high resolution, jumps of the lattice
constants at Ts or Treo are not resolvable. Nonetheless, anomalies in the order of
2× 10−5 relative units have been reported by capacitative dilatometry in (K,Na)
doped Ba122 [46, 47]. In particular, there is an elongation at Treo of the c lat-
tice constant [46], which documents the strong MEC in these materials and is
consistent with the spin reorientation where the moments align along this axis.

2.1.7 Section Summary
In the studied Ba1−xNaxFe2As2 compounds a spin reorientation transition is found
at Treo < TN in the broad range of 0.25 ≤ x ≤ 0.39, while any magnetic order is
abruptly suppressed at x = 0.40. The magnetic moments realign themselves from
the FeAs-layers in the ab-plane along the c axis exclusively, and thus hedgehog
or loop-like orders can be excluded. Moreover, the reorientation transition tem-
perature Treo itself is rather stable throughout the studied doping regime, ranging
between 35 K and 46 K, whereas TN is strongly reduced from 120 K to 61 K. Pre-
sumably, the saving in free energy associated with the c-AFM phase is increasing
with doping, while simultaneously the total saving in free energy by magnetic or-
dering is reduced. Consequently, this explains a decreasing o-AFM and a stable
c-AFM transition line, which points to a large volume in configuration space be-
ing available for spin fluctuation, and thus for strong paramagnons in order to
promote superconductivity.
Furthermore, the spin reorientation is a first-order transition and only complete
around x ∼ 0.35 in the sense that otherwise a mesoscopic c-AFM/ o-AFM phase
mixture is observed. When the spins realign, the c lattice parameter discontinu-
ously enlarges due to strong magneto-elastic coupling, hence generating a strain in
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the sample which stabilises the o-AFM phase similar to a martensitic transition.
Therefore, the magnetic phase mixture must be considered as an intrinsic property
of Ba1−xNaxFe2As2 as well as in at the AE-site hole doped 122 FeSCs in general.
Beyond that, the spin reorientation highlights the importance of SOC combined
with some lifting of orbital degeneracy in these materials, and in extension in all
FeSCs. Additionally, the spin reorientation follows the spin-space anisotropy of
BaFe2As2, as a is the ordering direction and c the one in which the moments can
be rotated easiest.
Moreover, the prodigious interplay between SC and AFM order is highlighted
towards the end-point of AFM order as the (0.5, 0.5, 1) magnetic Bragg peak in-
tensity is reduced by ∼ 50 % below Tc. This suppression is not uniform, and
c-AFM order competes more severe with SC than o-AFM order does. An en-
hanced compatibility of an in-FeAs-layer anisotropy is observed another time in
6 % doped Ba(Fe1−xCox)2As2, c.f. Chap. 3, where low-energy spin excitations are
suppressed below Tc along the b direction, although the lattice remains tetragonal.
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

Section Abstract
The mediation of superconductivity in iron-based superconductors based on spin
fluctuations, or paramagnons, is nowadays broadly accepted. In this regard, the
polarisation of these low-energy fluctuations may play a crucial role and is ex-
pected to be coupled to the underlying magnetic order. Ba1−xNaxFe2As2 in the
regime of 0.25 ≤ x ≤ 0.39 undergoes two successive magnetic phase transitions,
whereas the second transition is a spin reorientation which rotates the ordered
moments from the ab plane towards the c axis. Consequently, superconductivity
emerges from a different magnetic state, is mediated by differently polarised low-
energy paramagnons as these intuitively follow the rotation of the static moments.
Inelastic neutron scattering experiments were performed to investigate the impact
of the spin reorientation on the low-energy excitation spectra and its polarisation.
For x = 0.25 and 0.31, the spin reorientation affects the normal state response
only slightly before faint resonance modes emerge in the superconducting state.
At x ≥ 0.35 it becomes apparent that the spin resonance mode in the supercon-
ducting state consists of two contributions peaking at ESRM−1 and ESRM−2; but
while the intensity of SRM-1 strongly increases towards and vanishes beyond the
magnetic end-point at = 0.40 in the phase diagram, it increases continuously for
SRM-2. Moreover, by absolute unit calculation, it can be shown that the intens-
ity of SRM-1 originates from the suppressed ordered magnetic moment and is the
most intense resonance mode observed until today for x = 0.39. Furthermore, the
polarisation analysis of SRM-1 shows that it is predominately polarised along c
and partially along a which is identical to the electron-doped counterparts where
there is no spin reorientation. Therefore the spin reorientation does not change
the polarisation of the paramagnons, and the mediation of superconductivity is
decoupled from the underlying magnetic order.

2.2.1 Section Introduction
Iron-based superconductors display an intricate interplay between the lattice struc-
ture, orbital degrees of freedom, magnetic order and superconductivity [91, 116,
181]. This is best exemplified in the electronic phase diagram of Ba(Fe1−xCox)2As2,
c.f. Fig.: 1.2, where there is a regime of microscopic phase coexisting magnetic
and superconducting order [39–43]. Moreover, orthorhombic lattice distortion and
magnetic order are strongly coupled and become both reverted when the latter
competes with SC for the same electronic states [31,182]. In that particular regime
of the phase diagram, SC emerges from a state where the orthorhombic distortion
reconstructs and orbitally polarises the Fermi surface while magnetic order gaps
parts of it [48–50, 76, 183]. Consequently, the spin resonance mode (SRM) as the
fingerprint of the SC pairing mechanism will be affected thereof. Especially, when
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the magnetic gap is larger than twice the SC one, as it is the case for the longit-
udinal gap in Ba(Fe0.955Co0.045)2As2 (BaCo45), the associated SRM appears only
in the two remaining transversal directions and thus anisotropic, Ref. [153] and
Chap. 3. This means that longitudinal low-energy spin fluctuation cannot con-
tribute to the pairing, which may explain the lower Tc values on the underdoped
site of the phase diagram. Furthermore, the two transversal contributions peak at
different energies, whereby the mode polarised along b peaks at a higher energy
than the one polarised along c, which is perpendicular to the FeAs-layers [153]. In
this context, c polarised low-energy excitations were reported for many FeSCs like
NaFe1−xCoxAs [184], FeSe [185] and overdoped Ba1−xKxFe2As2 [186, 187], hence
indicating their importance for SC to be realised. Since the SC pairing interaction
is mediated by paramagnons, these should be coupled to the magnetic ordering
direction, in a naive view.
The emergence of superconductivity in hole underdoped11 compounds of the 122
family puts this simple view to a test as it is formed from the o-AFM as well as the
c-AFM phase. Tracing the SC dome from its onset in the o-AFM phase toward
optimal doping, Tc monotonically increases except for a marginal discontinuous
reduction at the border which delineates the o-SC from the SC+M phase [46,47].
Moreover, the Tc values in these compounds even exceed those in the electron
doped counterparts [31, 35, 46, 47, 83, 188]. For example in Na35 where the spin
reorientation is (almost) complete the corresponding Tc value is higher than in
Ba(Fe0.94Co0.06)2As2 (BaCo60) which is optimally Co-doped. Apparently, the spin
reorientation associated with a reconstruction of the reconstructed Fermi surface
while gapping further, additional or new parts of it, does not impede the emer-
gence of SC. Additionally, the (possible) change of the low-energy paramagnon’s
polarisation mediates the pairing interaction equally well if not better. As a con-
sequence, the SRM must also change its polarisation, and since it is the fingerprint
of the pairing mechanism, the associated inter and intra-orbital scattering rates
would be altered as well. Inelastic neutron scattering studies on Ba1−xNaxFe2As2,
covering a broad doping range from 0.25 ≤ x ≤ 0.40, were conducted to probe the
impact of the spin reorientation on the excitation spectra.

2.2.2 Results and Analysis
Magnetic excitations in Ba1−xNaxFe2As2 are investigated by severalE-scans, which
are shown first. Additionally, Q-scans were performed as a consistency check and
to explore the corresponding (h,h)-width. In the second step, the L dispersion of
the SRM is traced, as ESRM at odd L peaks at a lower energy as the one at even L.
Third, the polarisation of the SRMs at 4 meV and 10 meV in Na39 are probed by
means of pINS. Fourth, the presented spectra at fixed temperatures are connected

11at the AE site
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by tracing the temperature evolution of excitations at specific energies. Finally,
all obtained information is summarised in a phenomenological model which allows
comparing the gained spectral weight in the SC state to the intensity loss of the
static, ordered magnetic moment.

The spin excitation spectra for Na35b, Na39 and Na40 were examined by INS in all
phases given by the corresponding phase diagram in Fig.: 2.1. For consistency two
symmetry equivalent positions QAFM,1 = (0.5, 0.5, 1) and QAFM,3 = (0.5, 0.5, 3)
were probed by a series of E-scans in the SC state and at least once in the NS.
In order to facilitate a direct comparison of the scattering intensities these were
transformed to an absolute scale by normalising on phonon12 scattering which,
however, still contains the instrumental resolution and the geometry factor g(Q).
The normalisation process itself was conducted by Reslib, a Matlab routine,
which estimates the instrumental resolution within the Cooper-Nathans approxim-
ation [189–191]. Moreover, it convolutes the resolution with a model for χ′′(Q, E)
and fits it to the observed intensities, for details see Sec. 6.4. Furthermore, the
background was estimated appropriately away from QAFM , subtracted from the
spectra which were subsequently corrected for the Bose factor and higher order
contaminations in the monitor. Eventually, the results are depicted in Fig.: 2.8.
The spectra in the superconducting state at L = 1 and 3 for Na35b, Na39 and
Na40 are shown in Fig.: 2.8 (a)-(f). Remarkably, the SRM is split into two parts,
one peaking at ESRM−1 ≈ 4 meV the other at ESRM−2 ≈ 10 meV. Although the
doping range is quite narrow 0.35 ≤ x ≤ 0.4 SRM-1 displays a dramatic evolution;
starting from a notable feature in Na35b over to the dominating one in Na39 and
finishing as a less significant shoulder in Na40. Keeping the phase diagram in mind,
the intensity of this mode massively increases towards the magnetic end-point and
thus displays an intimate relation to static AFM order. The shape of the SRM in
Na39 resembles the one in NaFe0.985Co0.015As [192] since both display an intensity
ratio between SRM-1 and SRM-2 of 2:1. However, the doping evolution of SRM-1
in NaFe0.985Co0.015As is in opposition to the one in Ba1−xNaxFe2As2 as its intens-
ity is continuously suppressed and vanishes when static AFM order terminates
in the associated phase diagram [152]. On the other hand, the doping evolution
of SRM-2 is identical in both compounds where its intensity increases towards
optimal doping [152]. Since the split SRM in NaFe1−xCoxAs can be explained by
an orbital selective pairing mechanism with different intra- (dzy-dzy) and inter-
orbital (dzy-dxy/dxz) scattering rates [151, 193] a similar mechanism must be at
play in Ba1−xNaxFe2As2 as well. Furthermore, the identical behaviour of SRM-2
in NaFe1−xCoxAs and Ba1−xNaxFe2As2 indicates that it resides on the same or-
bitals. Split SRMs in Ba(Fe1−xCox)2As2 [47, 153, 155], NaFe1−xCoxAs [152, 192]

12the corresponding phonons and the resulting fit vie Reslib are given in Fig.: A.2.4(a)(b)(c)
for Na35b, Na39 and Na40, respectively
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Figure 2.8: Excitation spectra for Na35b, Na39 and Na40 in their various
phases and the corresponding Reslib fits based on a phenomenolo-
gical model. (a)-(f) The SC state at Q = (0.5,0.5,L) with L = 1 and 3
displays a split SRM for Na35b, Na39 and Na40, respectively. Two log-normal
functions provide a phenomenological model, whereas the low-energy mode,
SRM-1, increases in intensity towards the AFM end-point and vanishes bey-
ond. Consequently, SRM-1 in Na39 is the most intense SRM ever measured
so far. (g)-(r) Summary of all excitation spectra in the SC and normal state,
while data points at L = 1 and 3 were weighted averaged (w.a.), if available.
The normal state, i.e. the c-AFM, o-AFM and t-PM phase, is always described
by a single relaxor. Data points in (p) are the weighted average of two spectra
taken at slightly different temperatures, 38.6 K and 40.5 K.
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Figure 2.9: Excitation spectra of Na31. (a) The intensity difference of
χ′′(Q, E) at 3.5 K and 20 K for L = 1, 3 and 5 defines the SRM, which is
modelled by a log-normal function, fitted with the Reslib routine and conver-
ted to an absolute scale. An offset of respectively 110 µ2

B/eV · f.u. is introduced
for clarity. (b) Same as in (a) for L = 2. (c) Excitation spectra at 3.5 K
and 20 K at Q = (0.5,0.5L) with L = 1, 3 and 5. The lines correspond to a
relaxor plus log-normal function fit with global parameters, the SRM is added
for χ′′(Q, E) at 3.5 K, and serve as guides for the eye. Again an offset is in-
troduced for sake of clarity. (d) Same as in (c) for L = 2. (e) The excitation
spectrum at 50 K is described in the same fashion as in (c), while the one at
120 K is fitted only by a single relaxor. In both cases serve the lines as guides
to the eye. (f) Same as in (e) for L = 2.

and Ba1−xNaxFe2As2 bear one commonality: they are most pronounced in the
underdoped regime where static AFM order reconstructs the Fermi surface and
gaps parts of it. An extreme case is BaCo45 where the SRM is fully anisotropic,
c.f. Chap. 3. By ARPES studies it was shown that the gapped density of states
(DOS) at the Fermi surface by AFM order is orbital-dependent [76] and thus, in
view of BCS theory, are the associated gaps ∆SC , i.e. ∆xy 6= ∆yz 6= ∆xz. In oppos-
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

ite to the Co and thus electron-doped compounds Ba1−xNaxFe2As2 undergoes a
spin reorientation which will re-reconstruct the Fermi surface, consequently alters
the DOS and thus the intra-and inter-orbital scattering rates. This may provide
an explanation for the opposite doping dependence of SRM-1. For the further
analysis of the spin excitation spectra the data at L = 1 and 3 in Fig.: 2.8 (a)-(f)
are weighted averaged and shown in (g), (k) and (o) for Na35b, Na39 and Na40
respectively. If available also the spectra in the normal state were weighted aver-
aged and given in (h)-(j) for Na35b, in (l)-(n) for Na39 and in (p)-(r) for Na40,
respectively. All spectra were transformed on an absolute scale, whereby the phe-
nomenological model for the SC state consists of two log-normal functions and the
normal state is described by single relaxors. Details for both models are listed in
Sec. 2.4.2.
The normal state responses, i.e. in the t-PM, o-AFM and c-AFM phases, display
only subtle changes in their amplitude and damping constants Γ, but otherwise,
show no impact of the various phase transitions. Only for Na40 the NS intensity
is more rapidly suppressed with increasing temperature than in Na35b and Na39,
but compared at a temperature slightly above Tc their intensities are almost the
same, c.f. Fig.: 2.8 (h), (l) and (p), respectively.

The remarkable doping evolution of the SRM between 0.35 ≤ x ≤ 0.40 is exten-
ded further towards lower Na-doping concentrations, by exploring the spin excita-
tions in Na31 and Na25 respectively. For Na31 the difference spectra χ′′(3.5 K)−
χ′′(20 K) at L = 1, 3 and 5 display a SRM, which can be modelled by a single log-
normal function within the Reslib routine, c.f. Fig.: 2.9(a). Whether this is the
correct line-shape or just the envelope of two separate modes with distinct polar-
isation can only be differentiated by pINS. Like in underdoped Ba(Fe1−xCox)2As2
un-polarised neutrons observed a single SRM [194], which could later be correctly
resolved as two separate lines with different polarisations, c.f. Ref. [153] and
Chap. 3. In Na31 the single SRM fit yielded an ESRM = 2.8(3) meV, which is one
of the lowest value reported until today. Additionally, the same difference spectra
was obtained at the BZ boundary at L = 2, where the fit with the same model
yields a ESRM−even = 5.4(7) meV. This documents the L dispersion of the SRM
and will be discussed later.
Comparing the resonance intensities shows that the SRM in Na31 is ten to 20
times weaker than those in Na35b, Na39 and Na40 although the corresponding
Tc is only two to three times less. This massive and non-monotonic reduction
of the SRM’s intensity and Tc indicates that the magnetic phase dominates and
only a few states are available for SC. As a consequence, χ′′(Q, E) at 3.5 K and
20 K in Fig.: 2.9(c)(d) are globally described, while an extra log-normal function
is added in the SC spectra to account for the SRM. The underlying model for the
magnetic states are purely phenomenological and consist of a single relaxor and a
log-normal to serve as guides for the eye. In this way, the spectra at 50 K for odd
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Figure 2.10: Excitation spectra of Na25 at Q = (0.5,0.5,3). (a) The in-
tensity difference of χ′′(Q, E) at 3.5 K and 12 K defines the SRM, which is
modelled by a log-normal function, fitted with the Reslib routine and conver-
ted to an absolute scale. (b) Excitation spectra at 3.5 K and 12 K. The lines
correspond to a relaxor plus log-normal function fit with global parameters,
the SRM is added for χ′′(Q, E) at 3.5 K, and serve as guides for the eye. (c)
The excitation spectrum at 45 K is described in the same fashion as in (b),
while the one at 130 K is fitted only by a single relaxor. In both cases serve
the lines as guides to the eye.

and even L in Fig.: 2.9(e)(f) are described respectively, while those at 130 K are
given by a single relaxor only.
For Na25 with x = 0.25 the corresponding data are presented in Fig.: 2.10 and
identically described as for Na31. Again, the difference spectrum χ′′(3.5 K) −
χ′′(12 K) reveal a very faint SRM, whose existence can best be visualised by the
correspondingQ-scan Fig.: 2.11(n). Furthermore, the SRM intensity can be trans-
formed on an absolute scale (which still contains the instrumental resolution)
by the Reslib routine, whereas χ′′(Q, E) is modelled by a log-normal function,
again. Similar to Na31 the obtained intensity does not scale monotonically with
the reduction of Tc. Once more, χ′′(Q, E) at 3.5 K and 12 K are globally and
phenomenologically described by a single relaxor and a log-normal function, while
an additional log-normal is added to account for the SRM in the SC state, c.f
Fig.: 2.10(b). In the same fashion, the spectrum in Fig.: 2.10(c) at 45 K in the
o-AFM phase is described, whereas the one at 130 K in the t-PM phase is given
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

by a single relaxor only.
For both compounds, Na25 and Na31, there is a discernible shoulder at low-
energies in the excitation spectrum above Treo, i.e. in the o-AFM phase. This
feature is not recognisable in the c-AFM phase, which indicates that the spin re-
orientation redistributes some spectral weight. In this view, recent Raman stud-
ies on the related compound Sr1-xNaxFe2As2 with x ∼ 0.34 suggested an addi-
tional gap opening associated with the spin reorientation, however at much higher
260 cm−1 ≈ 32 meV [195]. Most likely, the reported electronic gap opening cor-
responds to a two-magnon process, whereat in INS the gap would be observable
at ∼ 16 meV. Whether there is such an additional gap opening in the presented
spectra for Ba1−xNaxFe2As2 cannot be deduced without ambiguity.

In order to confirm the observed signal and to explore the associated (h,h) width,
or the a width in orthorhombic notation, several Q-scans at selected energies were
conducted and are presented in Fig.: 2.11. For Na35b this includes Q-scans at
L = 3 and 4 meV, 8 meV and 12 meV (a)(b)(c) for the SC+M phase at 3.5 K, the
c-AFM phase at 38.4 K and in the t-PM one at 84.2 K, respectively. In the case
of Na39 the scans were conducted at L = 1 at 4 meV, 7 meV and 11 meV (d)(e)(f)
in all phases of the corresponding phase diagram. For Na40, Q-scans at 2 meV
and 11 meV were performed below Tc at 3.5 K and above it at 38.6 K, c.f. (g)(i).
Additionally, Q-scans at 6 meV at various temperatures were done (h), while the
fit values of the amplitudes are added in Fig.: 2.14(l). Furthermore, Q-scans at
L = 1 and 3 meV in Na31 in the SC+M, c-AFM and o-AFM phase are shown in
(m). The same is done for Na25 at 3 meV (n) and 8 meV (o).
All presented scans were fitted by Gaußians on a constant to quadratic back-
ground, while the obtained widths are summarised in (j) (k) (l) for Na35b, Na39
and Na40, respectively. Low-energy excitations at 3 meV or 4 meV for 0.25 ≤
x ≤ 0.39 tend to sharpen below Tc as it is also observed in CuSCs [196, 197]
and Ba1−xKxFe2As2 [198]. Theoretically, this effect is simply explained by the
SC gap opening which enhances the quasiparticle lifetime due to a reduced inter-
/intra-band scattering rate [199, 200]. On the other hand, such a behaviour is
not observed for Na40 at 6 meV, where the obtained peak widths remain rather
constant for all probed temperatures within error bars. In regard to the absolute
unit calculation, the Reslib routine requires a model, which defines the (H,K)
dependence. Consequently, each Q-scan of the samples Na35b, Na39 and Na40
were fitted accordingly by assuming a Gaußian line shape. For simplicity, the
energy and temperature dependence of the peak width will be ignored, and the
obtained values are averaged to a global value of wHK = 0.023 rlu. In the sub-
sequent analysis, it is assumed that wHK is isotropic in the (H,K)-plane.

The L dispersion of the SRM is explored by investigating the difference spectra
between SC and NS state at odd (BZ centre) and even (BZ boundary) L values,
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Figure 2.11: Q-scans along the (h,h) direction at various temperatures
for Na25, Na31, Na35b, Na39 and Na40. (a)-(c) Q-scans in the SC+M,
c-AFM and t-PM phase at 4 meV, 8 meV and 12 meV for Na35b. (d)-(f) Same
as in (a)-(c) for Na39 in all its phases at 4 meV, 7 meV and 11 meV. (g)-(i)
Same as in (a)-(c) for Na40 in all its phases at 2 meV, 6 meV and 11 meV.
The scan at 6 meV is conducted at additionally temperatures, in the t-SC
as well as in the t-PM phase. All lines are Gaußian fits to the data on a
linear or quadratic background. The obtained amplitudes values in (h) were
added in the temperature dependence in Fig.: 2.14(l). (j)-(l) Summary of
the obtained fit values for the peak widths as a function of temperature. Low-
energy excitations, i.e. at 4 meV seems to sharpen below Tc. (m) For Na31 the
Q-scan at 3 meV also displays a sharpening and increase in amplitude below
Tc. (n)(o) Same as in (m) for Na25 at 3 meV and 8 meV, while the sharpening
with a slight increase of the amplitude can be observed for the former energy,
excitations are unaffected by SC in the latter. Note that some scans are given
an offset for clarity.

38



which are shown for Na35b, Na39 and Na40 in Fig.: 2.12(a)(b)(c), respectively.
A comparison of the (raw) data is facilitated by correcting them for the corres-
ponding Fe2+ magnetic form factor and normalising on Φscale

13 obtained from the
absolute unit transformation process. While SRM-2 displays a weakly upward
bending dispersion with no intensity loss, SRM-1 is absent at the BZ boundary.
Accordingly, SRM-1 is a three-dimensional excitation in opposite to SRM-2 which
is only weakly 3D. Moreover, the dispersion of SRM-1 is traced further by meas-
uring at intermediate L values, i.e. at 1 ≤ L ≤ 2 for Na39 in Fig.: 2.12(d) and at
0 ≤ L ≤ 1 for Na35b in Fig.: 2.12(e) while the resulting ESRM−1 (L) values are
summarised in Fig.: 2.12(f). The dispersion of the split SRM is modelled by

ERes−j(L) = EBZC
Res−j + 3.23(13) ·

√
cos2

(
π
L

2

)
, (2.2)

where the bandwidth BW = 3.23(13) meV is a global fit parameter, Eres−j are a
common for Na35b and Na39 but individual for Na40. Note that line colour of
ESRM−1 (L) mimics its intensity variation between BZ centre (BZC) and bound-
ary and is given by Eq.: (2.9).
However, the L dispersion of the SRM display the residual interlayer spin cor-
relations although the associated magnetic coupling constant Jc is the smallest
one in the parent compound [79, 201]. Intriguingly, the bandwidths in BaCo60
with BW ∼ 2.8 meV and Na(31, 35b, 39, 40) with 3.23 meV are similar and agree
both to an universal plot presented in Ref. [202]. In this plot, there is a linear
relationship of BW/kBT and x/xm, whereas xm denotes the end-point of AFM
order in the phase diagram. With increasing x the bandwidth decreases and is
expected to have vanished when xm is exceeded by ∼ 40 % [202]. Consequently,
three-dimensional AFM correlations extend far beyond the critical end-point and
thus support the view that SC in FeSCs is a s±-wave mediated by paramagnons.
On the other hand, if the relation Eres/2∆SC ≈ 0.64 [157] also holds for the
L dependence then ∆SC should increase towards the BZ boundary. However,
ARPES data treating this issue is only scarcely available, but in Ba0.6K0.4Fe2As2,
the closely related compound to Na40, such an experiment was conducted, and
the opposite dependency was reported [203]. While the gap is constant on the
electron pocket (γ, δ-band at the M -point) it varies on the hole-pocket (α-band)
and displays a maximum of 12 meV at the Γ-point but a minimum of 9 meV at the
Z-point, BZ boundary. This would imply a downward bending dispersion, which
is at odds with the corresponding L independent SRM [198] and in extent with
Na40. Apparently this scaling relation Eres/2∆SC ≈ 0.64 [157] is too simple to
link the dispersions of the SRM and ∆SC .

13the corresponding values are listed in Tab.: A.2.1
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Figure 2.12: Dispersion of resonance modes in Na35b, Na39 and Na40.
(a),(b),(c) Superconducting-normal-state-difference spectrum corrected for
the Fe2+ magnetic form factor and normalised on phonon scattering for Na35b,
Na39 and Na40 at odd and even L values, respectively. The resulting maxima
are used to define ESRM−1, ESRM−2 and ESRM−even. (d) Energy scans at vari-
ous L values between 1 and 2 on Na39 to define the c dispersion of SRM-1.
(e) Same as in (d) but for Na35b between L = 1 and L = 0. (f) Fit of the
dispersion as described in the main-text in which the data points for SRM-1
of Na35b and Na39 were combined. The corresponding colour strength should
indicate the intensity dependence.

40



x

a

b

c

z

y

Q
α

Figure 2.13: Polarisation of SRM-1 and SRM-2 in Na39. L-dependence at
1.5 K in all three spin-flip (SF) channels x, y and z at 4 meV and 10 meV in (a),
(b) respectively. Note that the background was estimated via BG = SFy + SFz
- SFx and was subtracted from the data. Lines are fits according to Eq.: (2.1).
The inset of (b) displays the L dependence if an isotropic model (p fixed at 0.5)
is assumed. Open symbols were ignored in the fit. (c) schematically shows
the L-dependence for polarisation along c (p = 0), a (p = 1) and the f(Q)
dependence alone (p = 0.5).

Polarisation analysis of excitations in Na39
Contrary to their electron-doped counterparts like Ba(Fe1−xCox)2As2 from the
122 family and NaFe1−xCoxAs from the 111 family, the superconducting state in
Na35b and Na39 emerges from a magnetic phase with rotated moments. Naively
this would cause concomitantly rotated low-energy spin fluctuation and thus a
change in the paramagnons polarisation. When in Ba(Fe1−xCox)2As2 [153, 155]
and NaFe1−xCoxAs [184] low-energy excitations are predominantly t-out and thus
c polarised they should be rotated in the ab plane in underdoped Ba1−xNaxFe2As2.
In order to attack this issue polarised inelastic neutron (pINS) experiments at
SRM-1 and SRM-2 in Na39 were performed.
The frame of reference for the polarisation analysis is the same as in Sec. 2.1.4,
while a more detailed description is given in Sec. 6.5. Briefly: Q is always parallel
to x and lies in the [1, 1, 0]/[0, 0, 1] scattering plane as well as y which is perpen-
dicular to x while z is normal to the scattering plane. With the help of Tab.: 6.2
the contributions along the three magnetic axis a, b and c, corresponding to long,
t-in and t-out can be extracted.
Due to the small sample masses and the resulting long counting times the polar-
isation analysis is restricted to the two resonance energies SRM-1 at 4 meV and
SRM-2 at 10 meV. To extract the contributions along the three magnetic principal
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

axes the L dependence was explored and the results14 are presented in Fig.: 2.13.
The analysis with Eq.: (2.1) is identical to the one conducted for BaCo45 in Sec. 3.2
and given in Fig.: 3.4, i.e. the simultaneous fit of the three polarisation channels
considers the boundary condition SFx = SFy + SFz. As guidelines the (squared)
Fe2+ magnetic form factor times the geometry factor g(Q) are given in Fig.: 2.13(c)
for three different polarisations. Since the SFy channel and thus the contribution
along the magnetic b axis does not depend on the scattering geometry p is by con-
struction fixed at 0.5. At 4 meV there is only a minor contribution polarised along
this axis, while the majority remains in the ac plane despite the spin reorientation.
The analysis yields that ∼ 21 % are polarised along a and the remaining ∼ 79 %
along c. This predominantly c polarised low-energy part of split SRMs is in line
with those observed in BaCo60 [153, 155] (c.f. Chap. 3), in NaFe1−xCoxAs [184]
and even in overdoped Ba1−xKxFe2As2 [186, 187]. Despite the rotated magnetic
order, the associated low-energy fluctuations do not follow suit. Apparently, c
polarised low-energy fluctuations are a crucial ingredient for superconductivity to
emerge in FeSCs as they were observed in many compounds [153,155,184,186,187]
and even in FeSe [185,204]. Moreover, at 10 meV and thus for SRM-2 the situation
is somehow unclear. Fitting the L dependence in Fig.: 2.13(b) yields p = 0.90(9)
for the SFz channel, which means that SRM-2 is a purely in-FeAs-layer mode and
thus excitations at 10 meV are perpendicularly polarised to those at 4 meV. This
would be an astonishing and unprecedented observation in FeSCs, as SRM-2 is re-
ported to be isotropic in spin space in NaFe1−xCoxAs [184,205], BaCo60 [153,155]
and Ba1−xKxFe2As2 [186,187]. However, the result of this analysis must be taken
with care as it crucially depends on the data points at L = 1. If the splitting at L
= 1 originates from an artefact, the entire analysis is flawed and left as an undis-
closed subject. Nonetheless, inset in Fig.: 2.13(b) indicates the L dependence in
case of an isotropic SRM-2, like in all the other FeSCs. Apart from this, another
question concerns the temperature evolution of the excitation spectra when the
various phases in Ba1−xNaxFe2As2 are transited.

The temperature dependence at selected energies in Na25, Na31, Na35b,
Na39 and Na40 is summarised in Fig.: 2.14. For comparison, the temperature
dependence of the corresponding magnetic Bragg peaks, from Fig.: 2.2, are also
shown. In Na25 and Na31 the temperature dependence of low-energy excitations
at 3 meV can be described as follows: both peak at TN , become suppressed upon
decreasing temperature as the magnetic gaps start to open, display no further
gapping at Treo and eventually increase below Tc due to the SRM formation. In-
tensity peaking of low-energy excitations at the critical temperature for a phase
transition is a well-known behaviour. Since Na25 and Na31 transit into the c-AFM
phase without showing that peaking of intensity, the o-AFM order is their leading

14after the background BG = SFy + SFz - SFx was subtracted
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Figure 2.14: Temperature dependence of Ba1−xNaxFe2As2.
(a),(c),(g),(k) non-normalised magnetic Bragg peak intensity of Na25,
Na31, Na 39 and Na40, respectively, but otherwise same data as in Fig.: 2.2
and in Ref. [159] in order to facilitate a comparison with the inelastic response.
(e) the temperature dependence of the (0.5, 0.5, 1) magnetic Bragg peak
intensity of Na35b is identical to the one in Na35a except that the former
displays a slightly higher TN of 79 K instead of 70 K. (b),(d),(f),(h),(l)
display the inelastic response where low-energy excitations become gapped
below TN for Na25 and Na31, or below Treo for NA35 and Na39 or below Tc
for Na40, respectively Additionally, an intensity uptake below Tc signals the
SRM formation. (i),(j) display the intensity dependence in the three spin-flip
channels SFx, SFy and SFz at 4 meV and 10 meV for Na39. All lines are guides
to the eye.
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

instability; meaning these samples enter a state whose free energy is close to the
overall minimum already at TN . In accordance, the spin reorientation is incom-
plete and the majority of the magnetic moments remain aligned in the FeAs-layers
as can be seen in Fig.: 2.2(a’)(b’). Whether there is any further gapping of low-
energy excitations below Tc cannot be resolved due to the broad energy resolution
(∼ 1 meV) and the appearance of the SRM.
On the other hand, low-energy excitations in Na35b and Na39, i.e. at 2 meV, reveal
that peaking in intensity at Treo and thus the spin reorientation is their leading
magnetic instability which minimises their free energy. Again, this is in agreement
with the complete (major) realignment of the magnetic moments in Na35b (Na39),
c.f. Sec. 2.1. In Na40 there is no magnetic order, and the leading instability is
the SC phase transition at Tc where the corresponding low-energy excitations at
2 meV peak. A similar intensity peaking of low-energy fluctuations at Tc were
reported for the CuSCs La1.86Sr0.14CuO4 [196] and other FeSCs [131, 178, 192].
Furthermore, the temperature dependence at the corresponding resonance ener-
gies SRM-1 and SRM-2 for Na35b15, Na39 and Na40 are respectively shown in
Fig.: 2.14(f)(h)(l) and display the characteristic strong intensity uptake at Tc. The
temperature dependence at 6 meV for Na40 is taken from the fits of the associated
Q-scans given in Fig.: 2.11(h).
Moreover, the temperature dependence of Na39 in the three spin flip channels at
4 meV and 10 meV are shown in Fig.: 2.14(i)(j), respectively. At 4 meV intensity in
the SFy channel remains rather constant in all four phases. The SFz channels tend
to be slightly more intense than the SFy one in the NS phases, which corresponds
to the two magnetically soft directions a and c. Like the unpolarised data, there is
no sizeable change neither in intensity nor polarisation when the system develops
AFM order or rotates the moments. However, below Tc when SRM-1 emerges the
intensity gain is exclusively found in the SFz channel. At 10 meV the temperature
dependence in the NS phases is unaffected by the various phase transitions while
excitations are isotropic in spin space. Due to a programming error, additional
data points in the SC phase were missed which brings back the situation, where
the analysis depends on a single data point. Changes in the spin space anisotropy,
i.e. the suppression of intensity in the SFy channel or the increase in SFz are
reported for several FeSCs in Ref. [184,187,205,206] and in Fig.: 3.8(c).

Analysis of the SRM intensity
The presented data well characterises the (split) SRMs regarding intensity, polar-
isation, Q-width and dispersion, which is summarised by the phenomenological
model given in Sec. 2.4.2. Furthermore, the SRM itself must originate from a
shift of spectral weight which displays a striking doping dependence for SRM-1

15 5 meV and 12 meV are a bit off from SRM-1 and SRM-2 defined in Fig.: 2.12(a) but fairly
close to them
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in particular, c.f. Fig.: 2.8(t). Upon approaching the end-point of static AFM
order in the x − T phase diagram, the intensity of SRM-1 strongly increases at
the expense of the ordered magnetic moment, which indicates a shift of spectral
weight from the one to the other. Accordingly, at (0.5, 0.5, 1) the magnetic Bragg
peak intensity reduction, normalised on phonon scattering, is twice as large for
Na39 than in Na35b. To quantify this idea the magnetic moment and the spectral
weight of SRM-1 in the first BZ are calculated within the Reslib routine. Based
on the model in Sec. 2.4.2 the spectral weight, associated with SRM-1, can be
obtained via the sum rule

∫
χ
′′Na39
SRM-1 = 1

N

20 meV∫
0

2∫
0

1∫
−1

2∫
0
χ
′′Na39
SRM-1

(2π)3

V
dEdHdKdL

2∫
0

1∫
−1

2∫
0

(2π)3

V
dHdKdL

= 0.0124 µ2
B/Fe,

(2.3)

whereas the integration runs over the orthorhombic unit cell with volume V , and
N is a normalisation factor to obtain the result in µ2

B/Fe. Moreover, SRM-1 is
assumed to be completely t-out polarised, and the corresponding geometric de-
pendence is corrected by a factor of 2.
The ordered magnetic moment in Na39 and thus its reduction is calculated from
the magnetic Bragg peaks. Therefore, the data was corrected for higher order
counts in the monitor, while the geometry factor16 g(Q), determined in the pre-
vious section c.f. Fig.: 2.4(c), was treated appropriately. Correspondingly, the
cross-section is given by Eq.: (6.7), where the delta functions are approximated by
sharp Lorentzians. During the fit there are only two free parameters to describe
the peak, its position and amplitude, whereas Fig.: A.2.5 depicts the results. Note
that the amplitude contains the overall scaling factor Φscale obtained from the pho-
non fit and the squared magnetic moment µ2. Accordingly the ordered magnetic
moment at 3.5 K in the SC state is determined as µNa39(3.5 K) = 0.1549 µB. The
maximal ordered magnetic moment is obtained at 26 K, which is slightly below Tc,
but where the magnetic Bragg peaks are most intense. Pursuing the same analysis,
simply by taking the corresponding amplitudes values from Fig.: 2.2(d’) and g(Q)
from Fig.: 2.4(c) yields µNa39(26 K) = 0.1887 µB. For comparison the same analysis
is conducted at 30 K and provides a magnetic moment of µNa39(30 K) = 0.1844 µB.
For Na35b the same analysis can be conducted, although there were no HK or
rocking scans over the magnetic Bragg peaks performed in that particular ex-
periment at PUMA spectrometer. Nonetheless, the temperature dependence of
the (0.5, 0.5, 1) magnetic Bragg peak was traced and by assuming that the peak
profile is identical to the one in Na39 and g(Q) does not change between SC

16the observed intensity is proportional to the perpendicular projection of µ with respect to
Q, c.f. Eq.: (6.7). The c-AFM/o-AFM phase mixture is captured in the obtained p value.
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

and NS phase as outlined before, the ordered magnetic moment is estimated as
µNa35b(3.5 K) = 0.2083 µB and µNa35b(20 K) = 0.2220 µB. Again, the maximal
magnetic Bragg peak intensity is found at a slightly lower temperature than Tc.
The results for both compounds are summarised in Tab.: 2.2. A detailed error
estimation is not conducted since the systematic error of this method is in the
range of 20-30 % [207].
The suppressed spectral weight associated with the ordered magnetic moment is
fully recaptured in SRM-1 as both values fully agree with each other within the
estimated systematic error of this method. Consequently, the reduction of static
magnetic order is the motor of SRM-1, which highlights the intimate relation
between AFM and SC. Whether this is a universal behaviour in FeSCs or a con-
sequence of the spin reorientation in this compound is an open issue, since no
data for comparison is reported in the literature. In particular, this would mean
that for NaFe1−xCoxAs where SRM-1 decreases in intensity towards the AFM
end-point [152] the suppressed magnetic moment would decrease concomitantly.
Intriguingly SRM-1 in Ba(Fe1−xCox)2As2, NaFe1−xCoxAs and Ba1−xNaxFe2As2
is predominantly c polarised, although the magnetic moments are aligned in
the FeAs-layer for the two former compounds and out of them in the latter

Table 2.2: Calculated values of µ,
∫
χ′′SRM-1 and

∫
∆χ′′. For Na35b and

Na39 the ordered magnetic moment, its reduction below Tc and the spectral
weight associated with SRM-1 are summarised. The static, ordered magnetic
moment is calculated at 3.5 K and at 20 K . Tc = 26 K for Na35b and at
26 K . Tc = 29 K for Na39. In the calculation the c-AFM/o-AFM phase
mixture is captured in the obtained p value from the analysis in Fig.: 2.4(c).
Furthermore, the net gain of spectral weight in the SC state in comparison to
the NS for Na25, Na31, Na35b, Na39 and Na40 are listed.

quantity Na35b Na39
µ(3.5 K) (µB) 0.2083 0.1549
µ(T . Tc) (µB) 0.2220 0.1887

∆µ2 (µ2
B) -0.0058 -0.0116∫

χ′′SRM-1 (µ2
B/Fe) 0.0037 0.0124

sample
∫

∆χ′′ (10−3µ2
B/Fe)

Na25 0.4709
Na31 0.4998
Na35b 16.0
Na39 23.5
Na40 22.3
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one [26, 72, 82, 153, 155, 184]. With respect to the magnetic ordering direction
SRM-1 in the two electron-doped compounds is a transversal mode while it is
a longitudinal one for hole doping. Apparently, the shifted spectral weight re-
emerges in the channel where the AFM gap is lowest [78, 80, 153, 160]. Moreover,
SRM-1 must also contain some orbital-dependent character (anisotropy due to
SOC) as otherwise, it is hard to explain the lack of b polarised spectral weight in
the absence of strong or any magnetic gaps, c.f. BaCo60 in Sec. 3.3. Apart from
this, there are reports stating that at ESRM−1 a small but a polarised fraction of
spectral weight is found [153, 184]. Consequently, at SRM-1 c polarised excita-
tions are strongly enhanced, b polarised ones become suppressed and a polarised
excitations are hardly affected (if these were not gapped by AFM order before).
In the same fashion as in Eq.: (2.3) the net intensity gain of the SC state in
comparison to the NS one can be calculated via

∫
∆χ′′ = 1

N

20 meV∫
0

2∫
0

1∫
−1

2∫
0

(χ′′SC − χ′′NS) (2π)3

V
dEdHdKdL

2∫
0

1∫
−1

2∫
0

(2π)3

V
dHdKdL

. (2.4)

Thereby, SRM-2 was treated as isotropic, and the geometric dependence is cor-
rected by a factor 3/2. Note, that

∫
∆χ′′ refers only to the model for the inelastic

response without any contribution of the elastic, and static moment, although the
integration starts at 0 meV. The obtained results are listed in Tab.: 2.2 as well.
Furthermore, Tc values for Na35b (26 K) and Ba(Fe0.925Co0.075)2As2 (25 K) [131]
like their

∫
∆χ′′ values are almost identical. Comparing to the CuSC YBa2Cu3O7-δ

where Tc ranges from 52 K to 87 K the spectral weight of the SRM is also factor
2-4.5 larger than here [133], which underlines again the theoretical prediction
that it is proportional to the SC change in exchange-energy and thus to Tc as
well [118,208,209].

2.2.3 Section Summary
Inelastic neutron scattering experiments were conducted over a broad doping range
0.25 ≤ x ≤ 0.40 in Ba1−xNaxFe2As2. The excitation spectrum in the SC state
revealed a split SRM for Na35b, Na39 and Na40, while the splitting cannot be
resolved in Na25 and Na31. Moreover, the low-energy part SRM-1 displays an
intriguing doping dependence, as its intensity drastically increases towards the
AFM end-point in the phase diagram and is abruptly suppressed to a small
shoulder beyond that point. This behaviour is unprecedented in electron-doped
FeSCs like NaFe1−xCoxAs and Ba(Fe1−xCox)2As2, which also display a split SRM,
where SRM-1 is continuously suppressed towards the corresponding AFM end-
point [152, 210]. In this regard, absolute unit calculation showed that SRM-1 in
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2.2 Magnetic Excitations in Ba1−xNaxFe2As2

Na39 is the most intense SRM in FeSCs ever observed until today. Furthermore, it
could be proven that the spectral weight of SRM-1 originates from the suppressed
static magnetic moment in the SC state. The amount of suppressed static moment
below Tc increases with increasing doping, despite the ordered moment’s reduction
in general. In contrast to SRM-1, SRM-2 evolves gradually, and its intensity in-
creases with increasing Tc values. This dependence is summarised in Fig.: 2.15 for
both modes, as well as the scaling behaviour of ESRM−1, ESRM−2 and ESRM−even
with Tc. Note that the resonance energies were defined according to the difference
spectra in the SC and NS. For Na25 and Na31, the split parts of SRM cannot be
resolved, hence SRM-1 and SRM-2 coincide. Additionally, universal scaling values
of ESRM/kBT (∼ 4.3 for FeSCs and ∼ 5.3 for CuSCs [152]) are inserted as lines for
comparison. However, a clear trend in the doping evolution is hardly discernible,
since the interpretation is hampered by the very faint SRMs in Na25 and Na31. In
particular, the SRM in Na31 could consist of two modes, whereas the second peaks
at ∼ 5 meV. When this is the case, ESRM−2/kBTc approaches the universal scaling
value for FeSCs with increasing doping. Especially, the universal scaling ratio is
only fulfilled close to optimal, but not for under-doped compounds. Furthermore,
ESRM−1/kBTc follows a much smaller scaling ratio, while ESRM−even/kBTc scales
with a larger value, due to its upwards bending L dispersion. The universal scaling
ratio of ESRM/kBTc is a means from the early days in FeSC-research to facilitate
a comparison between different compounds and their families, before split SRMs
were discovered and much attention was paid to the L dispersion. Consequently,
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Figure 2.15:
Comparison of the resonance
energies and intensities. (a)
Ratio of ESRM/kBT as a func-
tion of Tc to indicate the compli-
ance with universal scaling value
of ∼ 4.3 for FeSCs and ∼ 5.3
for CuSCs [152]. (b) Peak values
of SRM-1 and SRM-2 as a func-
tion of Tc. While SRM-2 gradu-
ally increases with increasing Tc,
SRM-1 displays a non-monotonic
behaviour as it peaks at (close to)
the AFM end-point and vanishes
abruptly beyond. For Na25 and
Na31 SRM-1 and SRM-2 cannot
be separated and thus coincide al-
ways in the plot.
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this means is too rough to account for the details of the pairing mechanism with
anisotropic and orbital-dependent ∆SC [143,211–214], which ultimately determine
the SRM.
Moreover, finite out of FeAs-layer spin correlations are still persistent as the SRM
disperses upwards from the BZ centre to the BZ boundary, thereby displaying
a bandwidth of ∼ 3 meV in agreement with the universal behaviour reported in
Ref. [202]. Apart from that, SRM-1 and SRM-2 display different dimensionalities;
while the former is 3D with strong intensity variations along the L direction, the
latter is 2D and constant. In particular, SRM-1 is sensitive to the positions in Q
space where magnetic order appears and vanishes at the BZ boundary which again
underscores its deep relation to AFM order. Furthermore, the polarisation analysis
at 4 meV in Na39 showed that this mode is also c polarised and thus longitudinal
with respect to the reoriented moment. This is in clear opposition with electron-
doped FeSC, where the spins remain aligned in the FeAs-layers and low-energy
excitations in the SC state are t-out polarised [153, 155, 184]. Consequently, the
polarisation of low-energy excitations are decoupled from the underlying magnetic
order and do not follow the spin reorientation. In summary with other FeSCs, c
polarised low-energy excitations seem to play a crucial role for the mediation of
SC [153,155,184–187,204] Although, the moments orientation can be determined
without any doubt in the c-AFM phase, c.f. Sec. 2.1 and Ref. [82,84,163,165], the
magnetic structure bears some uncertainty. Particularly, neutron scattering can-
not distinguish between a single and a doubleQ structure. Due to its strong MEC,
the spin reorientation is associated with a re-entrant phase, hence to a double Q
structure which would cause half of the Fe sites to be non-magnetic. While µSR
and infra-red spectroscopy studies [163, 165, 166] indeed observed/deduced that
structure, recent pair distribution function (PDF) analysis revealed rapidly fluc-
tuating orthorhombic domains on small length scales, approximately five unit
cells. Consequently, if strong MEC effects prevail then the magnetic moments are
also wildly fluctuating, which could ultimately explain why c polarised low-energy
excitations are still observed despite the reorientation of the static and ordered
part.
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2.3 Discussion
X-ray, elastic and inelastic neutron scattering experiments were performed to
study the magnetic structure, its coupling to the crystal lattice and the corres-
ponding excitations. Thereby various single crystals of Ba1−xNaxFe2As2 with x
= 0.25, 0.31, 0.35, 0.39 and 0.40 were probed which cover a broad range in the
corresponding phase diagram. All samples become superconducting and display
two consecutive magnetic phase transitions, except Na40. In the first magnetic
phase (o-AFM) the moments are aligned within the FeAs-layers, as it was observed
in many FeSCs [26, 72, 73, 215, 216], while in the second phase (c-AFM) they re-
align themselves along the c axis and thus perpendicular to the FeAs-layers. A
spin reorientation of the Fe2+ moments has been observed before in the parent to
under-doped compounds of the 1111 family, which is associated to the ordering
of the RE moments at TRE ∼ 10 K [217–220], and thus due to a different origin.
In the 122 family the spin reorientation occurs at Treo ∼ 5 · TRE and originates
from SOC interactions (λSOC ∼ 10 meV [221]), most likely.
Intriguingly a spin reorientation followed by a SC transition at lower temperat-
ures is only observed for hole doping at the AE-site [46,47,82,83,163,165] and not
on the Fe-site [85–89] as one could naively expect from simple electron counting.
Nonetheless, with increasing substitution of Cr or Mn on the Fe-site the o-AFM
phase is suppressed, while at advanced doping a novel AFM phase with G-type
order, tetragonal lattice symmetry and moments along the c is stabilised [85–89].
However, there is no spin reorientation transition in the sense that the moments
order first according to one scheme and then at a lower temperature according to
a second. The substitution of Cr/Mn induces an entirely new magnetic order, but
never SC. In this context, the local moments of Mn prevent SC to emerge [89],
while it also yields to charge localisation as the end-compound BaMn2As2 is an
insulator [222,223].

The spin reorientation transition in AE1−xAMxFe2As2 documents the strong MEC
in FeSCs as the orthorhombic distortion is reverted below Treo. Moreover, it is
necessarily of first order as there is no magnetic group-subgroup relation. Con-
sequently, a phase mixture of o-AFM and c-AFM orders can form, whereby the
o-AFM fraction is minimised in Ba1−xNaxFe2As2 around x ∼ 0.35, where the spin
reorientation is complete, similar to a martensitic transition. Note in this regard,
that neutron scattering alone cannot distinguish between a phase mixture and
moments pointing in an intermediate but arbitrary direction as only the overall
moment (moment’s direction) is sensed. However, such a continuous rotation of
all moments seems unlikely as a o-AFM and c-AFM phase fractionalisation is
also observed in diffraction experiments based on powder samples [45, 84] and by
symmetry considerations. In that respect, c-AFM phase fractions from ∼ 10 % in
Ba0.76K0.24Fe2As2 [84] to ∼ 60 % in Ba0.76Na0.24Fe2As2 [45] were reported in the
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literature. In opposite to the here presented results and the literature, dilatometry
measurements reported a complete reversion of the orthorhombic distortion and
thus a complete spin reorientation with ∼ 100 % c-AFM phase [46,47]. There are
two options to resolve this discrepancy. First and utmost unlikely is the chance
that the investigated samples display a broad doping level variation, which is
in stark contradiction with the characterisation measurements and the observed
sharp magnetic transitions. Second and also unlikely, the small pressure (a few
MPa) exerted on the sample, which is required to measure thermal expansion
with a capacitative dilatometer, massively boosts the c-AFM phase. Hassinger
et al. [161, 162] could show that the c-AFM phase is stabilised when hydrostatic
pressure of a few GPa is applied, which, however, is orders of magnitudes larger
than the pressure reached in capacitative dilatometry.
Another particularity is the competition between c-AFM/o-AFM order and SC
for the same electronic states. In Na39 the magnetic Bragg peak intensity at
(0.5, 0.5, 1) is reduced by roughly 50 % below Tc, while the penalty at L = 3 is
30 % and at L = 7 it is just 20 %. This anisotropic suppression indicates that
the c-AFM phase is less compatible, or interacts more severe, with SC than the
o-AFM phase, as the former is predominately sensed at L = 1 and the latter at L
= 7. Consequently, the release of free energy between the c-AFM phases and SC
is in close competition with each other, which is also evidenced by specific heat
measurements [46,47].

The reversion of the orthorhombic distortion below Treo documents once more the
strong coupling between magnetic order and the lattice. In this regard, several
studies reported on a complete (or fractional complete) restoration of C4 sym-
metry [46, 47, 163, 165, 166], which imposes salient consequences on the magnetic
structure, with moments along the c direction. Accordingly, half of the Fe-site
become non-magnetic, while the other half carries the doubled moment. Indeed
IR [163, 164], µSR [164, 165] and Mößbauer spectroscopy [166] interpreted their
results in favour of a double-Q structure. Note, that the presented neutron scat-
tering data measures only the averaged ordered moment hence cannot distinguish
between a single-Q and a double-Q structure. However, in a recent pair distri-
bution function (PDF) analysis, which allows investigating the local structure,
rapidly fluctuating orthorhombic domains on the length scale of ∼ 20 Å ≈ 5 unit
cells were deduced, while the overall system appears tetragonal on mesoscopic
length scales [167]. In particular, the orthorhombic model provides a slightly
better fit to the data than the tetragonal one, basing on their goodness-of-fit val-
ues17, which are 1.27 and 1.4018, respectively [167]. Apart from that, the potential

17defined as gof =
∑

(Gobs−Gcal)2∑
(Gobs)2

18although the two values seem to be exchanged in the original supplementary material, which
denotes the tetragonal model with the smaller value.
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influence of mesoscopic phase separated c-AFM and o-AFM domains in the spe-
cimen is dropped in the discussion, because in a previous report dealing with
the same composition no such separation was observed [83]. Since the Mößbauer
experiment and PDF analysis partially contains the same authors, they tried to
reconcile their observations by focussing on the different characteristic measure-
ment time scales. As PDF data cannot distinguish between local and dynamic
orthorhombic regions and Mößbauer is sensitive to times scales of ∼ 10−7 s, they
concluded that the orthorhombic regions fluctuate on a time scale between 10−7 s
and 10−13 s [167]. Furthermore, IR spectroscopy and µSR would be insensitive
to such small and rapidly oscillating orthorhombic domains [163–165], as the first
technique lacks the spatial and the latter the time resolution. Accordingly, rapidly
fluctuating orthorhombic domains relax the C4 symmetry condition and by strong
MEC would thus generate a rapidly fluctuating ordered moment in the ac plane,
i.e. the two soft magnetic directions. In addition, this must also somehow affect
the elastic constants, e.g. the Young’s modulus, which hardens below Treo as the
orthorhombic distortion and the associated softening is reverted [102]. Nonethe-
less, the impact of rapidly fluctuating orthorhombic domains in the c-AFM, in
particular on Young’s modulus, requires a thorough theoretical model, which is
not yet established.

Another consequence of magnetic ordering is the reconstruction, or re-reconstruc-
tion, of the Fermi surface [48–50,224] forming the basis from which SC will emerge
eventually. In that context Yi et al. [49] observed a splitting of the dzy and dxz or-
bitals [49] while Shimojima et al. [76] reported a change in the DOS at the FS which
can be attributed to the dxz orbital almost exclusively below TN in BaFe2As2. In
that context, ARPES measurements on BaFe2As2 observed a splitting of the de-
generate dzy and dxz orbitals below TN , while only the dxz orbital preserves some
residual electronic DOS [49,76]. Of course, these effects become washed out with
increasing doping, but it highlights the highly orbital selective character of the
Fermi surface which again is the basis from which superconductivity emerges (in
the region of phase coexistence). This particularity is well exemplified by the
SRM in BaCo45, where it is highly anisotropic and low-energy long spin fluctu-
ations/paramagnons cannot contribute to the pairing, as the associated magnetic
order gaps them, c.f. Chap. 3 and Ref. [153]. Regarding Ba1−xNaxFe2As2, the
situation is more intricate as the spin reorientation will reconstruct the recon-
structed Fermi surface, but so far no detailed ARPES experiments to elaborate
this issue have been conducted. Presumably, these experiments would be very
hard to interpret in case of a c-AFM/o-AFM phase coexistence and the corres-
ponding superposition of both structures in the spectra. Changes in the electronic
structure were recently corroborated by Raman scattering experiments, where an
additional electronic feature is formed below Treo at 32 meV [195], which is most
likely a two-magnon excitation.
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2.3 Discussion

Table 2.3: Summary of the doping levels, sample masses, transition tem-
peratures and gain of spectral weight in the superconducting state
of the investigated Ba1−xNaxFe2As2 samples.

Na25 Na31 Na35a Na35b Na39 Na40
xEDX (%) 25 31 35 35 39 40
m (mg) 66 125 90 294 172 42
Tn (K) 120 110 70 79 61 –
Treo (K) 35 43 46 46 44.5 –
Tc (K) 10 ∼ 15 26 26 29 34∫

∆χ′′ (10−3µ2
B/Fe) 0.4709 0.4998 – 16.0 23.5 22.3

Moreover, the two parts of the split SRM in Ba1−xNaxFe2As2 display a distinct
doping dependence. The part at higher energies SRM-2 increases monotonically in
intensity with advanced doping, i.e. concomitantly with Tc. On the other hand,
the low-energy part SRM-1 displays a non-monotonic doping dependence, as it
intensifies massively towards the AFM end-point and vanishes abruptly beyond
it. In the related but electron-doped compounds, which do not display a spin
reorientation but still a split SRM, the opposite trend for the doping intensity
evolution of SRM-1 is observed [152, 210]. Nonetheless, the intensity of SRM-2
is increasing with advanced doping, or concomitantly with Tc, which is a general
feature in FeSCs [152, 178, 210]. Furthermore, the abrupt vanishing of SRM-1,
within a very narrow doping range between Na39 (TN = 61 K) and Na40, con-
comitantly with static AFM order shows that it is strongly coupled to it. This
relationship is elaborated further by absolute unit calculation within the Reslib
routine, which proves that the suppressed spectral weight from static AFM order,
below Tc, is recaptured by SRM-1. Despite the reduction of the ordered moment
with increasing doping the amount suppressed by SC is also increasing; an obser-
vation which, due to strong MEC, resembles the suppression of orthorhombicity in
Ba(Fe1−xCox)2As2 with increasing x [31]. If both quantities are directly propor-
tional to each other, then a similar and yet to be confirmed behaviour of SRM-1
in Ba(Fe1−xCox)2As2 should be observable.
There is another particularity in the relation between magnetic order and its as-
sociated low-energy fluctuations for mediating the Cooper-pair formation. As
the spins rotate in hole-doped FeSCs, their low-energy fluctuations should fol-
low this rotation and thus be differently polarised in comparison to the electron-
doped compounds. However, this is not the case as for both magnetic orders
from which SC emerges SRM-1 remains predominantly c and partially a polar-
ised [97, 153, 155, 184]. Consequently, low-energy spin excitations are decoupled
from the underlying magnetic order, which still resembles the AFM gap anisotropy
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of the non-SC parent compound. Note in that context, that the ordered moment
itself is already strongly reduced and is of the order of ∼ 0.2 µB in Na35b and
Na39.
Intriguingly, the shifted spectral weight associated with the suppressed magnetic
moment in BaCo45 is purely a polarised (ordering direction) and reappears in
the c (t-out) and b (t-in) channel, c.f. Chap. 3 and Ref. [153]. Consequently the
suppressed spectral weight changes its polarisation. When there is a one-to-one
correspondence between certain orbitals and the crystallographic axes, the shift of
spectral weight must also happen between orbitals. However, in Ba1−xNaxFe2As2
the spectral weight is shifted on the same orbitals, just to higher energies, as the
moments and low-energy spin excitations are in parallel alignment. Apparently,
c polarised low-energy fluctuations are crucial for SC to emerge, disregarding the
underlying magnetic order and putting interesting constraints on orbital-selective
pairing mechanism which, however, needs to be derived theoretically. Moreover,
the strong MEC effects need to be considered as well as the rapidly fluctuating
orthorhombic domains in the c-AFM phase. Once more, the properties of the
investigated Ba1−xNaxFe2As2 samples are summarised in Tab.: 2.3.

2.4 Methods
The investigated samples in this chapter were all synthesised via the self-flux
method which is in detail outlined by Aswartham et al. in Ref. [32]. To estimate
the sample quality energy-dispersive X-ray (EDX) analyses were conducted yield-
ing an accuracy of 1-2 %. Thereby single crystalline samples were obtained, and
their corresponding masses are listed in Tab.: 2.3. While Ts, TN and Treo were
easily measured by neutron scattering Tc was determined by their susceptibility
curves by a superconducting quantum interference device (SQUID) magnetometer.
All susceptibility curves showed sharp SC transitions, which documents the high
quality of the investigated samples. In order to avoid any potential deteriora-
tion of the sample quality due to air exposure, they were constantly kept under
Argon-atmosphere with an oxygen content below 5 ppm. Accordingly, the sample
alignment for the neutron scattering experiments was conducted with the aid of a
custom-designed can whose Kapton-foil window is permeable for X-rays from the
Laue camera. For all neutron scattering experiments in this chapter, the scattering
plane is [1, 1, 0]/[0, 0, 1] in tetragonal notation, corresponding to [1, 0, 0]/[0, 0, 1] in
the orthorhombis notation. The sample itself was attached to a thin L-shaped alu-
minium holder and fixed by wrapping thin aluminium wire around it. Moreover, it
was air-tightly sealed with an indium gasket in an aluminium can for the neutron
scattering experiments. On the other hand, the sample Na35a was shortly ex-
posed to air as it was transferred into the cryostat of our custom-designed X-ray
diffractometer D5000 for the temperature dependent measurements. However,
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2.4 Methods

there was no negative impact on the crystal quality. The D5000 diffractometer
operates in Bragg-Brentano geometry, while the X-rays with λ = 2.289 760 Å were
generated from a Cr-anode, which is provided by 40 kV acceleration voltage and
30 mA heating current from a high-voltage generator. Low-temperatures with a
stability of ∆T = 0.5 K were reached with a helium-flow cryostat.

The neutron scattering experiments were conducted at the LLB in Saclay, France,
at the ILL in Grenoble, France, as well as at the FRM-II in Garching, Germany.
All instruments were operated in fixed kf mode and in order to suppress higher
order contaminations either PG or cooled Be filters were installed additionally.
Table 2.4 summarises which instruments at which facility with which fixed kf ,
monochromator, analyser and filter were used. Concerning the experiments with
polarisation analysis, the corresponding polarisation quality of the set-up was es-
timated by measuring the flipping ratios (FR) on nuclear Bragg peaks. Thereby
a FR of ∼ 31 at 4F1 spectrometer in LLB and FR ∼ 14 at IN22 at ILL were
obtained. Note that the former one was operated with Helmholtz coils and the
latter with the CryoPAD.

2.4.1 M: Spin Reorientation Transitions
The temperature dependence for the magnetic and nuclear Bragg peaks in Fig.: 2.2
is obtained by constantly cooling and counting at the corresponding position.
Since the cooling rate was low and the counting time short, meaning that in
the given time frame the temperature does not change significantly, a lot of data
points were generated, which eventually were binned within certain intervals listed
in Tab.: 2.5.

Table 2.4: Instruments settings of the employed spectrometers/ dif-
fractometer.

instrument facility kf mono. ana. filter
2T LLB 2.662 Å−1 PG(002) PG(002) PG
3T1 LLB 2.662 Å−1 PG(002) PG(002) PG

4F1 (pol.) LLB 2.57 Å−1 PG(002)19 Heusler(111) PG
4F1 (unpol.) LLB 1.55 Å−1 PG(002) PG(002) cooled Be

G43 LLB 1.97 Å−1 PG(002) PG(002) PG
PANDA FRM-II 1.55 Å−1 PG(002) PG(002) cooled Be
PUMA FRM-II 2.662 Å−1 PG(002) PG(002) PG
IN22 ILL 2.662 Å−1 Heusler(111) Heusler(111) PG

19a PG filter, the polarising suppermirror and a Mezei flipper were installed between the
monochromator and the sample.
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Table 2.5: Binning intervals for the temperature dependence of magnetic
and nuclear Bragg peak intensity.

sample binning interval Instrument
Na25 2K (unpol); as measured (pol) 2T & 4F1
Na31 2K 2T
Na35a 1K PANDA
Na35b20 1K PANDA
Na39 1K PUMA
Na40 2K nuc; 5K mag 3T1 & PUMA

2.4.2 M: Magnetic Excitations in Ba1−xNaxFe2As2

The Reslib fits are based on phenomenological models for χ′′(Q, E) in the SC
and NS. For simplicity, and since a temperature, energy and sample independ-
ent (H,K)-width wHK = 0.023 rlu was assumed, χ′′(Q, E) is decomposed into two
parts, one is purely (H,K)-dependent Q (H,K) the other is purely energy de-
pendent E (E (L)). The energy-dependent part considers the L dispersion as well.
Consequently, the entire phenomenological model is summarised in Eq.: (2.5)-
(2.2):

χ′′ (Q, E) = Q (H,K) · E (E (L)) , (2.5)

Q (H,K) = 1
2πw2

HK

· exp
(
−1

2 ·
(
H − hc
wHK

)2
)
×

exp
(
−1

2 ·
(
K − kc
wHK

)2
)
,

(2.6)

ENS (E) = χ′ (Q, 0)
π

· EΓ
E2 + Γ2 , (2.7)

ESC (E (L)) =
2∑
j=1

Aj(L)√
2π · E · Γj

×

exp
(
−1

2

(
ln (ERes−j(L))− ln (E)

Γj

)2
)
,

(2.8)

A1(L) = A1 ·
(

1− 0.88(4) · cos2
(
π
L

2

))
, (2.9)

A2(L) = A2. (2.10)

20shown in Fig.: 2.14(e)
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2.4 Methods

Furthermore, the instrumental parameters of PUMA spectrometer to estimate
the resolution within the Cooper-Nathans approximation [189–191] are listed in
Tab.: 2.6.
In order to transform the experimental data to χ′′(Q, E), the background es-
timated appropriately away from QAFM was subtracted, while the results were
subsequently corrected for the Bose factor and higher order contaminations in the
monitor. Details for each sample are listed below, and the corresponding raw data
can be found in the Appendix.

2.4.2.1 Data Treatment Na25

The presented data for sample Na25 are the combination of two consecutive meas-
urements at PUMA spectrometer. It is the same sample and all instrumental
conditions, like aperture slits opening, were tried to be reproduced. Nonetheless,
the striking difference between both experiments concerns the monochromator,
whose motors to adjust the focus were broken, and thus its curvature was fixed at
a certain value in the second experiment. Note, that a focusing monochromator
needs to readjust its curvature to maintain maximum flux at every Q-position. In
order to deal with this issue, a phonon is used as a reference. Consequently, the
data could be corrected and were combined by a weighted averaged.
The background was estimated sufficiently away from the signal and fitted by
a polynomial. The phonons, E-scans and their weighted average are shown in
Fig.: A.3.1 in the appendix.

2.4.2.2 Data Treatment Na31

The data for sample Na31 are the combination of two consecutive measurements
at 2T spectrometer with the same sample. Furthermore, the spectrometer con-
figurations for both experiments Exp1 and Exp2 were identical. The raw data,
background estimation and for L = 5 the weighted average are given in Fig.: A.3.2
in the appendix.

2.4.2.3 Data Treatment Na35b

The data for sample Na35b were measured in a single experiment at PUMA spec-
trometer whereas the raw data and estimated background are given in Fig.: A.2.1
in the appendix.

2.4.2.4 Data Treatment Na39

The unpolarised neutron scattering data for sample Na39 were obtained in two
experiments on PUMA spectrometer. However, for the analysis only the E-scan
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2.4.2.5 Data Treatment Na40

at L = 1 at 3.5 K and the phonon scans overlap. In both cases the data were com-
bined, after background subtraction. Note, that the instrumental configurations
of the first experiment were restored in the second one. Nonetheless, the obtained
raw data, background estimation and phonon scans are presented in Fig.: A.2.2.

The polarised data for sample Na39 were obtained in two experiments in IN22
spectrometer at ILL, Grenoble. Combining the data of both experiments is al-
lowed, as the same sample and its setup were identical. The corresponding ex-
perimental background was estimated by BG = SFy + SFz - SFx, as given in
Tab.: 6.2.

2.4.2.5 Data Treatment Na40

The data for sample Na40 were obtained in two experiments on PUMA spectro-
meter. However, only phonon scans overlap. Note, that the instrumental con-
figurations of the first experiment were restored in the second one. Nonetheless,
the obtained raw data, background estimation and phonon scans are presented in
Fig.: A.2.3.
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2.4 Methods

Table 2.6: Reslib parameters for absolute unit calculation in Sec. 2.2
Parameters of PUMA and 2T spectrometer as well as for the samples Na25,
Na31, Na35b, Na39 and Na40 used for absolute unit calculations. All compon-
ents are treated as they would be of rectangular shape which yields to a factor
of 1/

√
12 in the square root of the variance for each dimension and is taken

into account within the Reslib routine.
Component Property Value

PUMA 2T

beam width (cm) 2.5 9
height (cm) 13 15

mono. PG(002)

width (cm) 16.2 15
height (cm) 26 12
depth (cm) 2 2.5
hor. mosaic 24′ 24′
ver. mosaic 24′ 24′
τ
(
Å−1) 1.87325 1.87325

monitor width (cm) 5 45
height (cm) 10 80

ana. PG(002)

width (cm) 15 17
height (cm) 21 11
depth (cm) 2 2.5
hor. mosaic 24′ 24′
ver. mosaic 24′ 24′
τ
(
Å−1) 1.87325 1.87325

detector width (cm) 2.53 3
height (cm) 10 10

source - mono. 120′ 60′
collimation mono. - sample 120′ 60′
horizontal & sample - ana. 120′ 120′

vertical ana. - detector 120′ 120′

distances (cm)

source - mono. 209 480
mono. - sample 215 210
sample - ana. 91.3 95
ana. - detector 76.2 65
mono. - monitor 100 120

samples

Na25 Na35b Na39 Na40 Na31
height (cm) 0.65 1.4 1.4 0.873 1.1
width (cm) 0.50 0.7 0.7 0.689 0.59
depth (cm) 0.04 0.08 0.04 0.043 0.04
hor. mosaic 100′ 60′ 60′ 60′ 60′
ver. mosaic 60′ 52′ 52′ 52′ 52′
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3 Magnetic Excitations in
Ba(Fe1−xCox)2As2

Info
The data presented in this section are already partially published in Waßer et al..,
Scientific Reports, 7, 10307 (2017) [153]. This chapter is partially based on this
publication.

Abstract
In iron-based superconductors, there are two strong arguments which favour a
paramagnon mediated Cooper-pair formation with s±-symmetry over a phonon-
assisted para-orbiton mechanism with s++-symmetry. The first argument is the
closeness of the antiferromagnetic and superconducting domes in the correspond-
ing temperature vs. doping phase diagram, while the second one is the emergence
of the spin resonance mode below Tc. Superconductivity in Ba(Fe1−xCox)2As2
emerges upon Co doping at the expense of the antiferromagnetic order, and there
is a regime where both orders coexist microscopically. Consequently, paramagnons
as the bosonic glue must stamp the virtues of the suppressed magnetic order on
the spin resonance mode. However, despite intense research, the question of how
superconductivity emerges from an antiferromagnetically ordered state is almost
unanswered. In order to attack this issue, polarised inelastic neutron scattering is
employed to identify the nature of the spin resonance mode, and thus of supercon-
ductivity in the presence of magnetic order with large moments. The excitation
spectrum in the normal state of Co underdoped Ba(Fe1−xCox)2As2 shows broad
magnetic gaps opening in all three spin directions, which reflect the spin-space
anisotropy of the parent compound BaFe2As2. Moreover, and in contrast to the
isotropic spin resonance modes observed in the optimal to overdoped regime these
modes are fully anisotropic and appear only in the two transversal channels. This
anisotropy, where longitudinal contributions to the spin resonance mode of the
magnetic excitation spectra are gapped, due to the static order, is attributed to a
band- and orbital-selective pairing mechanism. Additionally, fingerprints of this
mechanism are still retained for optimum doping, where the low-energy excitations
develop a remarkable in-FeAs-Layer spin-space anisotropy below Tc.
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3.1 Introduction
One hallmark observation of superconductivity mediated by spin fluctuations is
the emergence of the spin resonance mode (SRM) in inelastic neutron scattering
(INS) experiments [57, 59, 116, 118, 225]. The spin resonance mode itself can be
understood as a spin exciton which results from a divergence in the susceptibil-
ity. Thereby, large parts of the hole and electron pockets of the Fermi surface
(FS) sheets are connected by a wave-vector q, while the corresponding SC gap
function changes its sign in between. For this reason, the SRM is deeply con-
nected to the pairing symmetry, details of the FS, and appears as an isotropic
feature in spin-space when spin-orbit coupling (SOC) is neglected, c.f. Sec. 1.3.
On the other hand, the heavy-fermion superconductor CeCoIn5 with 4f elec-
trons has strong SOC which causes an Ising-like SRM [226]. However, iron-based
superconductors (FeSCs) display a more intricate situation due to their multi-
band, multi-orbital character of the FS plus an intermediate strength of SOC,
approximate 10 meV [221]. For example in Co underdoped NaFeAs the electron
pocket at the FS consists of dxy, dxz and dzy orbitals, yet, ∆xz,∆yz ≥ 4 meV
and ∆xy = 7 meV [143] and thus the overall gap structure is orbital dependent
and anisotropic. Moreover, in the microscopic AFM/SC phase coexistence regime
for underdoped Ba(Fe1−xCox)2As2 and NaFe1−xCoxAs alike [39–43], AFM order
reconstructs and gaps parts of the FS from which SC emerges, eventually. Ac-
cordingly, one may ask what is the difference when SC is formed out of the t-PM
or the o-AFM phase. Furthermore, the importance of SOC is documented by the
remarkable anisotropy gaps of the magnon dispersion in the AFM ordered parent
compounds [78–80,160]. For the parent compound BaFe2As2 the anisotropy gaps
at T � TN can be ordered as ∆a

long > ∆b
t−in > ∆c

t−out, whereas a is the ordering
direction1 of the magnetic moment with longitudinal (long) spin excitations, b is
the other direction in the FeAs-layers with transversal (t-in) excitations, and c is

1parallel to [1, 0, 0]ort = [1, 1, 0]tet
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perpendicular to the FeAs-layer yielding the second transversal (t-out) direction
for excitations [78]. This anisotropy means that it is easier to rotate the spins out
of the FeAs-layer than within, counter-intuitive for a layered magnet, and indic-
ative of a lifted tetragonal orbital degeneracy. Since the superconducting state is
intimately related to magnetic order reminiscent signatures of the AFM gap an-
isotropy can be found in the SRMs. In optimally Co-doped BaFe2As2, polarised
inelastic neutron scattering (pINS) experiments observed a split SRM emerging
below Tc where the lower part is sharp in energy and anisotropic in spin-space,
while the upper part is broader in energy but isotropic [155]. Furthermore, pINS
experiments on K-optimum and Ni-doped BaFe2As2 established qualitatively the
same picture; an anisotropic and sharp part is peaking at a lower energy than the
broader and isotropic one. This picture holds even for 50 % K-doping, which is
twice the value to fully suppress AFM order, which thus discards the option that
this anisotropy arises from the presence of quasi-static moments [186]. The most
extreme cases of split SRMs are found in underdoped NaFe1−xCoxAs [61,184,192]
and Ba1−xNaxFe2As2, c.f. Chap. 2, where the part at low energies (SRM-1) dom-
inates the spectra.
Theoretically, various models were proposed to explain the split of the anisotropic
part form the isotropic part of the SRM. One model is based on the idea that the
isotropic mode (SRM-2) is the usual singlet to triplet spin-exciton, while the an-
isotropic mode (SRM-1) is attributed to quasi-static correlations in the magnetic
phase [227,228]. Another model takes the orbital dependence of the SC gaps into
account by constructing an orbital and band selective pairing mechanism, which
retains some well defined orbital character in SRM-1 [151]. Based on INS data of
Ba(Fe1−xCox)2As2 a more recent study claimed that the anisotropic part of the
SRM is an overdamped magnon, which becomes undamped in the SC state and
is thus not a true SRM [210].
To test these theoretical ideas pINS experiments in the intermediate doping re-
gime of Ba(Fe1−xCox)2As2 at x = 4.5 % (abbreviated as BaCo45) where AFM
and SC microscopically coexist were conducted. Contrary to most pINS studies,
which were predominantly focussed on the optimum to the over-doped regime,
the emergence of the superconducting state from an antiferromagnetically ordered
one with sizeable moments µ ∼ 0.2µB [22,39] provides a unique platform to study
the interplay between both orders. Although many INS studies were already
performed on almost the same doping level and reported a SRM appearing at
4.5 meV [40,194,210,229–231], solely the polarisation analysis can provide details
of the SC/AFM interplay and can tell whether there is a fundamental difference
in comparison to the non-magnetic side of the SC dome in the phase diagram.
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3.2 Anisotropic Magnetic Excitations in Underdoped Ba(Fe1−xCox)2As2

Figure 3.1: Transition temperatures of BaCo45 and schematic phase
diagram of Ba(Fe1−xCox)2As2. (a) Temperature dependence on the
magnetic and nuclear Bragg peaks to define the transition temperatures as
Ts ∼ 65 K, TN ∼ 55 K and Tc ∼ 14 K. (b) Intensity increase below Tc
due to the formation of the spin resonance mode. (c) Schematic phase dia-
gram of Ba(Fe1−xCox)2As2, based on Ref. [31], displays the various phases in
Ba(Fe1−xCox)2As2, i.e. tetragonal paramagnetic (t-PM), orthorhombic AFM
(o-AFM), orthorhombic SC (o-SC) and tetragonal SC (t-SC). The inset mag-
nifies the nematic region in (a) and shows anisotropic diffuse scattering in the
spin flip (SF) y and z-channel. Lines are guide to the eyes and data points are
published in [153].

3.2 Anisotropic Magnetic Excitations in
Underdoped Ba(Fe1−xCox)2As2

Polarised inelastic neutron scattering is employed to elucidate the nature of the
SRMs, whereby the corresponding frame of reference for the polarisation analysis
is defined in Sec. 6.5. In short, x is parallel to Q, y stands perpendicular to x
but lies within the scattering plane and z points along its normal. Varying the L
component of Q alters the long/t-out contribution in the SFz channel, with t-out
being dominant for small L values and long for large. In this way, long and t-out
contributions can be disentangled, while the t-in component appears in the SFy
channel exclusively. Although long, t-in and t-out, respectively a, b and c, are the
natural directions to describe the spin-space anisotropy, the actual Q positions,
where the spectra were taken, are labelled within the tetragonal notation. Figure
3.2(a)(b) links the different notations in real and reciprocal space.
The various phase transitions in BaCo45 were determined by tracing the tem-
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perature dependence of Bragg peak’s intensity and are summarised in Fig.: 3.1.
Entering the orthorhombic phase causes the domain formation and yields a lower
crystal quality which reduces the extinction effects. Consequently, this is observ-
able as an intensity increase of the nuclear Bragg peaks. Accordingly, the intensity
uptake of the (1, 1, 2) nuclear Bragg peak at 65 K defines Ts. Similarly, the sharp
rise of intensity at the magnetic Bragg peaks (0.5, 0.5, 3) and (0.5, 0.5, 5) is attrib-
uted to the formation of long range order, hence TN = 55 K, while the ordered
moment in BaCo45 is µ ∼ 0.2µB [22,40]. Magnetic scattering at (0.5, 0.5, 5) in the
nematic regime is magnified in the inset of Fig.: 3.1(c) and shows that an aniso-
tropy between the SFy and SFz channel is formed below Ts. The nematic phase is
characterised by a broken four-fold rotation but a preserved translation symmetry
in spin-space. Consequently, the magnetic diffuse scattering in the SFz channel
corresponds to long magnetic correlations consistent with the ordering direction
below TN . This is also consistent with the spin-space anisotropy which the par-
ent compound BaFe2As2 develops above Ts [232]. Moreover, the superconducting
phase transition is determined by tracing the neutron beam depolarisation in the
SFz channel of the (1, 1, 2) nuclear Bragg peak. Since a Helmholtz-coil set-up
was used to generate the neutron’s polarisation at the sample position via a small
magnetic field, this field can be trapped within the sample by cooling below Tc
and will be released by heating above. When in this case the polarisation of the
incident neutrons is perpendicular to the trapped field direction, experimentally
realised by rotating the field below Tc, there will be a abrupt field change and
the neutron beam will de-polarise. Therefore, nuclear Bragg peak intensity in the
forbidden SF channel can be detected, and the sudden intensity drop upon heat-
ing defines Tc = 14 K. Furthermore the competition between o-SC and o-AFM
order for the same electronic state is visualised by the ∼ 26 % reduction of intens-
ity at the (0.5, 0.5, 3) magnetic Bragg peak, while on the other side the SRM at
5 meV emerges below Tc, c.f. Fig.: 3.1(b). Despite the AFM/SC competition, both
phases coexist on a microscopic scale [39–41]. Figure 3.1(c) displays the phase dia-
gram of Ba(Fe1−xCox)2As2, based on the data from Nandi et al. [31], whereat here
all defined transition temperatures, the suppression of AFM order and the SRM
emergence are all in perfect agreement with the literature [31,40,60,116,194,233].

The long, t-in and t-out contributions of the magnetic excitation spectra were
separated by neutron-polarisation analysis. Within the given frame of reference,
the t-in contributions are exclusively found in the SFy channel. To disentangle
the long and t-out contributions which are both found in the SFz channel, scans at
(0.5, 0.5,L) with L = 1, 3 and 5 were conducted, c.f. Fig.: 3.2. These Q-positions
correspond all to the AFM Brillouin zone (BZ) centre, while the variation of L
changes the projection of scattering vector Q on a and c, and thus respectively
promotes(discriminate) the long (t-out) component due to the geometry factor
sin2(α)(cos2(α)). Note that in a pINS experiment only the perpendicular part
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Figure 3.2: Spectra of magnetic excitations in the normal and supercon-
ducting state at various L values. Frame of reference in real space (a)
to define χ′′long, χ′′t−in and χ′′t−out, and in reciprocal space (b) to show how the
susceptibilities can be extracted via pINS. (c)-(e) The imaginary part of the
dynamical susceptibility at 15K is fitted by three log-normal functions, which
take the corresponding geometry factors at (0.5,0.5,L) with L = 1, 3 and 5
into account, respectively. For comparison a single relaxor function is added in
(c) to show that this function describes the spectra improperly. (f) Summary
of the extracted anisotropic AFM gap values following a simple 1/E relation.
(g)-(i) Same scans as in (c)-(e), respectively, in the SC phase at 1.5 K where
only two additional components in χ′′t−in and χ′′t−out are required to consistently
describe the data. The SRM as well as the AFM gaps (dashed lines and same
as in (f)) are presented in (j). The data points are published in [153].
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of Q and neutron polarisation P contributes to the SF channel, c.f. Tab.: 6.2.
Therefore, the spectrum in the SFz channel at (0.5, 0.5, 1) is dominated by the
t-out component and at (0.5, 0.5, 5) by the long one. A direct measure for the
background is given by SFy + SFz - SFx, which was fitted by a polynomial and
subtracted from the data. Furthermore, the data were corrected for the Fe2+

magnetic form factor2, the Bose factor and for higher-order contaminations in
the monitor. Consequently, the data corresponding to the imaginary part of the
dynamical susceptibility, however in arbitrary units, multiplied by the geometry
factor sin2(α). The spectra at 15 K contain only the response of the AFM gaps and
were self-consistently fitted by the three susceptibilities χ′′long, χ′′t−in, and χ′′t−out,
while the response in the SFx channel is always the sum of SFy and SFz. Thereby,
each anisotropy gap is phenomenologically well described by a log-normal function

LN(E) = Ae−
1
2( ln(Ec)−ln(E)

w )2

, (3.1)

whereas each function has only three free parameters. Additionally, the intrinsic
asymmetric line-shape of the log-normal function takes the distortion due to the
convolution process with the instrumental resolution3 as well as a disorder induced
broadening of the spectra into account. Moreover, there is a crossover from spin-
waves to diffusive spin excitations when the AFM gap closes towards optimal
doping [234]. In the latter scenario, spin excitations would be described by the
relaxor function, which is illustratively fitted to the SFx channel in Fig.: 3.2(c),
black dashed line. As there are still sizeable AFM gaps present, the relaxor model
inappropriate to describe the data. Therefore, the spectra in the o-AFM phase
of BaCo45 can be well understood as a spin-wave-like response with disorder
[40,78,234].
The fit-results of the anisotropy gaps are summarised in Fig.: 3.2(f) and their
intensity follow a 1/E-relation, which is expected for simple magnons. In the
two transversal directions, χ′′t−out and χ′′t−in, the well-defined anisotropy gaps of
the parent compound at 11.6 meV and 18.9 meV are renormalised to 7 meV and
13.9 meV, respectively [78]. Furthermore, there is a sizeable amount of signal
in the long channel, and the corresponding gap is determined at ∼ 16 meV. The
anisotropy gaps of BaCo45 and BaFe2As2 are listed in Tab.: 3.1. Here the estimate
from Qureshi et al. [78] for ∆long is given and not the 24 meV reported by Wang et
al. [79] as there is still some uncertainty. For the two transversal gaps, both reports
are consistent with each other. However, the intensity relation with 1/E for simple
magnons not fulfilled for ∆long compared to ∆t−out and ∆t−in in BaFe2As2 [78,79].

2numerically approximated by three Gaußians, whereas the corresponding values are tab-
ulated at https://www.ill.eu/sites/ccsl/ffacts/ffachtml.html, or in the International
Tables of Crystallography C, Chap. 4, J. P. Brown (3rd edition, 2004)

3the finite volume of the resolution ellipsoid captures the beginning of the steep spin-wave
dispersion and thus the partial integration of many symmetric curves appears as an asymmetric
feature at energies above the AFM gap [230,234]
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Table 3.1: AFM gaps of BaCo45
and BaFe2As2.

Gap BaCo45 BaFe2As2 [78]
∆t−out 7 meV 11.6 meV
∆t−in 13.9 meV 18.9 meV
∆long ∼ 16 meV & 35 meV

Consequently, χ′′long misses spectral
weight and thus the gap must extend to
energies & 35 meV according to [78] and
density functional theory (DFT) stud-
ies [235, 236]. The signal observed at
∼ 24 meV in the long channel is altern-
atively interpreted as a two-magnon pro-
cess [237], whose polarisation is always

longitudinal but with much less intensity. Nonetheless, in BaCo45 ∆long does not
miss intensity, since it increases with increasing L, as expected. Consequently,
there is a large renormalisation of the longitudinal gap and it, like the two trans-
versal ones, follows a 1/E relation.
The structural phase transition at 65 K in BaCo45 leads to the formation of or-
thorhombic twin domains, which are measured simultaneously. As a result, the
observed spectra are the superposition of the responses from the BZ centre of
the one twin and the BZ boundary of the other twin. False signals from the
”wrong” twin domain can be excluded in the probed energy regime, since the steep
magnon dispersion could only lead to contributions around 200 meV [201, 234],
which is further supported by recent measurements on detwinned samples of
Ba(Fe1.935Ni0.065)2As2 [238]. For this reason, the presented data do not incor-
porate false signal from the second twin, whose response can thus be ignored
safely.

The response in the SC phase and its corresponding analysis is presented in
Fig.: 3.2(g)(h)(i). Assuming that the AFM anisotropy gaps are unaffected by
the SC transition, the nine spectra at the three probed scattering vectors are de-
scribed identically by the susceptibilities at 15 K, while all additional intensity is
attributed to the SRMs, solely. The presence of two distinct SRMs in the SFz and
SFy channel can be best visualised in Fig.: 3.3. In the SFy channel, only χ′′t−in
can contribute with full geometry factor. Accordingly, the data at L = 1, 3, and 5
were (weighted) averaged and the emerging SRM is fitted by a Gaußian peaking at
5.9 meV. On the other hand, χ′′long and χ′′t−out contribute both to the SFz channel
according to their geometry factors, c.f. Tab.: 6.2. However, concerning the SRM
the χ′′long component can be ignored since longitudinal fluctuations are suppressed
below 8 meV, c.f. Fig.: 3.2. Thus the SRM in the SFz channel is t-out polarised,
which is further corroborated by the L dependence in Fig.: 3.4. Therefore, the
spectra at (0.5,0.5,L) with L = 1, 3 and 5 in the SFz channel were fitted by those
log-normal function, obtained from the normal state at 15 K, and a Gaußian res-
onance mode whose geometry factor corresponds to the t-out polarisation. Figure
3.3(c) shows that the SRM in χ′′t−out at L = 1 peaks at 4.7 meV, while the SRM
in SFy channel is given in Fig.: 3.3(d). Although both resonance modes display
a different polarisation and peak at different energies, their sum perfectly agrees
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Figure 3.3: Two anisotropic resonance modes below Tc. (a) Summary of
the SFz data at 1.5 K and 15 K with the corresponding fits from Fig.: 3.2. (b)
The SFy channel at L = 1, 3 and 5 in Fig.: 3.2 contains only χ′′t−in contributions
allowing all L values to be averaged and to be described as one, respectively
for 1.5 K and 15 K. (c)(d) The intensity difference between 1.5 K and 15 K
reveal that the SRMs peak at different energies; for SFz at 4.7 meV (χ′′t−out)
and for SFy at 5.9 meV (χ′′t−in), respectively. The data points are published
in [153].

with the unpolarised data from Christianson et al. [194], c.f. Fig.: 3.3, and other
reports in the literature [40,229,230,239]. The polarisation analysis of the SRMs of
χ′′t−out and χ′′t−in can be further corroborated by inspecting the L-dependence, c.f.
Fig.: 3.4. Again, the given frame of reference promotes χ′′t−out and discriminates
χ′′long for small L values in the SFz channel, while promotion and discrimination
are reversed at large L values. Therefore, the fraction of χ′′long can be determined
via

I (α(L)) = S · f 2(Q)
(
(1− p) cos2 (α(L)) + p sin2 (α(L))

)
,

p =
χ′′long

χ′′long + χ′′t−out
,

with scaling factor S, Fe2+ magnetic form factor f(Q) and α(L) the angle between
Q and a as defined in Fig.: 3.2(b). The L dependence in the SFy channel can
be described by the same formula, but p is always fixed to 0.5 as there is no
geometrical dependence next to the magnetic form factor. In the orthorhombic
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Figure 3.4: Polarisation analysis of the spin resonance modes in BaCo45
and BaCo60. The polarisation of the SRMs is extracted by analysing the L
dependence via Eq.: (2.1), whereas p describes the χ′′long contribution. (a)(b)
Analysis of the L dependence for BaCo60 at 4 meV and 8 meV, respectively.
While the lower mode contains 28 % of χ′′long and a negligible fraction of χ′′t−in,
the upper mode is isotropic. (c)-(k) Same analysis for BaCo45 in the SC phase
at 3 meV, 5 meV and 7.5 meV, when not labelled differently, at 1.5 K, above Tc
but with in the o-AFM phase at 15 K and above TN at 58 K. The data points
are published in [153].

state at TN < T = 58 K this fit yields p = 0.5 within errorbars at 2.5 meV, 5 meV
and 7.5 meV. Although there is no χ′′long/χ′′t−out anisotropy χ′′t−in has 50 % less
intensity at 2.5 meV, which documents the accumulation of spectral weight in the
two magnetically soft directions before the actual AFM order sets in. The lack of
χ′′long/χ′′t−out anisotropy just 3 K above TN indicate how close o-AFM and c-AFM
order in configuration-space are. In addition to that, spectra at (0.5, 0.5, 1) were
taken in the ”nematic” regime at 58 K > TN and at 70 K > Ts in the t-PM phase,
which are presented in Fig.: 3.5. All SF and NSF channels were fitted simultan-
eously and compliant with Tab.: 6.2 by a single relaxor. Above Ts in the t-PM
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Normal state response in
BaCo45. (a) The spectra at 58 K
in the SFy and SFz channel is de-
scribed by a relaxor function, which
shows an anisotropic response. (b)
Above Ts at 70 K the response
becomes isotropic.

phase (SFy/NSFz) and (SFz/NSFy) display identical relaxation energies Γ and in-
tensities, which documents that the spin-space anisotropy has vanished. Below Ts,
Γ is unaffected in the (SFy/NSFz) channel, while it shifts to lower energies in the
(SFz/NSFy) channel indicating the AFM ordering direction. However, at 15 K in
the o-AFM and at 1.5 K in the o-SC phase there is only a negligible long compon-
ent, which is consistent with the interpretation that longitudinal low-energy spin
excitations are gapped below TN due to the ordering of sizeable magnetic moments,
c.f. Fig.: 3.4(c)-(j). Accordingly, p ∼ 0 and the SRM in SFz channel appears only
in χ′′t−out. Furthermore, the same analysis of the L dependence is conducted for
the two resonance energies of BaCo60, i.e. at ERes-1 = 4 meV and ERes-2 = 8 meV,
c.f. Fig.: 3.4(a)(b). At ESRM−1 χ

′′
t−in is almost zero, while the slower decay of

intensity with increasing L in SFz channel reveals a long contribution of 28 %.
Similar results are reported in optimum doped Ba(Fe1−xNix)2As2 [97], overdoped
Ba1−xKxFe2As2 [186] and underdoped NaFe1−xCoxAs [184]. On the other hand
at ESRM−2, SFy and SFz are almost equal in intensity and p = 0.5, which proves
that the resonance mode is fully isotropic in spin-space as it is expected from
theory [57].
The SRM in BaCo60 is explored in more details in the next section.

3.3 Spin Resonance Mode in Ba(Fe0.94Co0.06)2As2
In order to explore details of the spin resonance mode in BaCo60 further, the
same sample was used as in the report of Steffens et al. [155], where the split and
anisotropic SRM in Ba(Fe0.94Co0.06)2As2 was observed for the first time. BaCo60
is the optimal Co-doped Ba(Fe1−xCox)2As2 compound and directly located at the
quantum critical point (QCP) in the phase diagram, c.f. Fig.: 3.1(c). Upon de-
creasing temperature, at this doping level in the phase diagram, the transition
lines delineating the nematic regime and the t-SC phase are crossed. A partic-
ularity of the Ts transition line is its back-bending below Tc, i.e. SC suppresses
magnetic fluctuations, which cause the orthorhombic distortion due to strong mag-
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netoelastic coupling (MEC). Accordingly, the intensity on a nuclear Bragg peak
increases towards Tc as the orthorhombic distortion reduces multiple scattering
and extinction effects, and decreases below Tc when the orthorhombic distortion
is reverted. Therefore, Tc can easily be determined by tracing the (1, 1, 2) nuclear
Bragg peak intensity, c.f. Fig.: 3.8. The line is a Gaußian fit to the data which
yields Tc = 23.85(10) K in agreement with its previous value [155]. Although the
Tc value is unaffected by time, the 2.88 g heavy single crystal is cracked into (pre-
sumably) three pieces, as the rocking scan over the (1, 1, 0) nuclear Bragg peak in
Fig.: 3.6 clearly shows. On the one hand side, the sample is wrapped tightly in
aluminium foil, which makes an easy realignment more complicated. On the other
hand, this wrapping keeps all pieces together especially if the sample is cracked
multiple times instead of three. This cracking can also be observed in the phonon
scan in Fig.: 3.7(a) as there are three peaks instead of one, which would be the
normal case, c.f. phonon scans in LiFe1−xCoxAs (Chap. 4) and in Ba1−xNaxFe2As2
(Fig.: A.2.4). Nonetheless, the phonon at (0.2, 0.2, 8) in BaCo60 is fitted via the
Reslib routine by assuming the acoustic limit, i.e. a linear dispersion. In order
to model the cracked sample, the dispersion is split into three parts by adding a
constant offset

ω1(q) = cq −∆1, ω2(q) = cq, ω3(q) = cq + ∆3 (3.2)
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Figure 3.6: Rocking
scan over (1, 1, 0) in
BaCo60.

which corresponds to a constant shift in Q
and thus accounts for the misaligned cracked
pieces. Accordingly, the dispersion is shown
in Fig.: 3.7(b), while the yellow ellipsoids are
the instrumental resolution of 2T spectrometer
within the Cooper-Nathans approximation [189–
191]. Thereby, the overall scaling factor for abso-
lute unit normalisation is determined as Φscale =
SCALE · (A1 + 1 + A3). However, magnetic ex-
citations are not affected noticeably as Reslib
fits to the Q-scans at 2 meV, 4 meV and 7.5 meV
in Fig.: 3.7(c)-(e) indicate. Two different mod-
els were employed, first the Q-width in the [H,K]-

plane is described by a single Gaußian (blue dashed line), while in the second
model, the Q-width is given by three Gaußians, whose centres are shifted from
each other according to the phonon scan (grey solid line). In the second model the
width is a global fit-parameter, and the amplitudes are weighted with respect to
the phonon scan. Despite the differences in both models, the actual Reslib-fit is
almost identical in both cases. Only at energies below ∼ 4 meV a slightly distorted
line-shape is obtained by the triple-Gaußian model. Therefore, any effect on the
inelastic spectra of magnetic excitations, due to the cracked sample can be safely
neglected.
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Figure 3.7: Phonon and Q-scans in BaCo60. (a) Fit of the convolution of
instrumental resolution and the modelled dispersion to the phonon scan via
Reslib at (0.2, 0.2, 8) and 5.1 K. Since the sample consists of three crystal-
lites the corresponding linear phonon dispersion is modelled as three linear
functions with equal slope but off-setted against each other. (b) Modelled
phonon dispersion and the resolution ellipsoid of 2T spectrometer. (c)(d)(e)
Q-scans at 24.5 K and at 2 meV, 4 meV and 7.5 meV, respectively. In each case
the model for the Reslib fit is either a simple Gaußian (blue dashed line), or
three Gaußians where each centre is shifted according to the phonon scan in
(a) (solid grey line).

Transport experiments, like susceptibility measurements in a SQUID, observed
the SC transition at 24 K. To check by neutron scattering, whether this value
has changed with time, the temperature dependence of the (1, 1, 2) nuclear Bragg
peak is traced, c.f. Fig.: 3.8(a). In a previous experiment on the same sample,
Steffens et al. [155] observed an increase of intensity, which is reverted at Tc and
is thus easily observable as a maximum. The dependence can be understood as
extinction effects4, which are reduced when orthorhombic domains are formed and

4a measure for multiple scattering
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Figure 3.8:
Temperature dependence in
BaCo60. (a) The SC transition
can be seen as an extinction effect
on the nuclear Bragg peak (1, 1, 2),
due to residual fluctuating magnetic
order and it’s suppression below Tc.
(b) SC gap opening and SRM form-
ation yields a reduction low-energy
magnetic excitations, 2 meV, while
there is a promotion of scattering
intensity at 4 meV and 5.5 meV below
Tc. (c) At 4 meV pINS shows that
excitations are rather isotropic above
Tc while a remarkable anisotropy
develops below; χ′′t−in becomes almost
completely suppressed.

consequently yield an intensity increase. In that context, Nandi et al. [31] showed
that the orthorhombic distortion is reverted below Tc, i.e. the extinction coeffi-
cient increases, the nuclear Bragg peak intensity decreases and a maximum at Tc
= 23.90(10) K is formed. Below Tc the SRM in BaCo60 is formed at the expense of
low-energy spin fluctuations. Consequently, excitations at 2 meV become gapped
and additional spectral weight is accumulated at higher energies, c.f. Fig.: 3.8(b).
Moreover, a particular spin-space anisotropy at ESRM−1 = 4 meV develops at Tc as
t-in fluctuations become almost completely suppressed and thus the signal changes
from isotropic to long/t-out polarised as shown in Fig.: 3.8(c). This is consistent
with the results from the L-dependence in Fig.: 3.4(a). However, since the SFz
channel at Q = (0.5, 0.5, 5) senses to ∼ 82 % the long component it is remark-
able that even in the absence of strong symmetry breaking fields, like magnetic
order or large orthorhombic distortions, a huge C2 anisotropy is developed in the
SC-phase, although the FeAs-layers display C4 symmetry. This anisotropy can
solely be assigned to the SC phase, as the very small orthorhombic distortion is
even reverted below Tc [31], while long-range AFM order is not realised. Figure
3.9 displays the corresponding E-scans at (0.5, 0.5, 5) in the SC and NS phase,
respectively in (a) and (b). For both scans the background was determined by
SFy + SFz - SFx, linearly fitted and subtracted from the data which were further
corrected for the Bose-factor. In the SC phase, the spin-space anisotropy extends
up to ∼ 6 meV, while it is still perceptible in the NS state at 29.9 K. Single relaxor
functions were fitted to SFy and SFz in the NS state with the boundary condition
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Figure 3.9: Energy dependence in BaCo60. (a) Anisotropic and isotropic
part of the SRM at (0.5, 0.5, 5) and 1.5 K obtained with polarised neutrons
on IN22 spectrometer. Lines are log-normal functions and serve as guides
for the eye to indicate that the low-energy spin-space anisotropy extents to
∼ 6 meV. (b) Same scan as in (a) but in the normal state at 29.9 K. Sizeable
low-energy spin-space anisotropy is absent. The lines are relaxor fits. (c) E
scans at (0.5, 0.5, 1) with unpolarised neutrons at 2T spectrometer at various
temperatures to show how the SRM evolves with temperature. Solid lines are
single relaxors fitted by the Reslib routine to the data, while the dashed lines
serve as a guide for the eye. (d) Same set-up as in (c) to show how the mode
disperses from the Brillouin zone centre to the boundary. The dashed lines
serve a guide for the eye.

of SFx = SFy + SFz. Thereby, the anisotropic behaviour of the two SF channels
is revealed, which is a precursor of the anisotropy below Tc.
Generally, the origin of the spin-space anisotropy in the SC phase must be found
at the multi-band and multi-orbital Fermi surface (FS), where the dxz and dzy or-
bitals are degenerate in the t-PM phase [50, 76]. This orbital degeneracy is lifted
in the o-AFM phase [49, 50, 76, 240] and presumably orbital dependent SC-gaps
∆dxy 6= ∆dyz 6= ∆dxz open below Tc as it is reported for the related compound
NaFe1−xCoxAs [143]. Consequently, within an orbital selective pairing mechan-
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ism [151] intra- and inter-orbital scattering is very different, thus the resonance
energies will be different, though both scatterings/resonance modes take place at
the same wave-vector Q [193]. Although, the orbital anisotropy decreases towards
optimal and over-doping [143, 145, 210, 211] this scenario can be reconciled with
the presented data here if the orbital degeneracy is still lifted to generate the an-
isotropic low-energy SRM in BaCo60.
The split SRM in BaCo60 can be best observed with polarised neutrons [155] and
has been overlooked in an initial and unpolarised study [131]. Nonetheless, SRM-1
is clearly visible Fig.: 3.9(c) as a shoulder at 4 meV in the excitation spectrum at
(0.5, 0.5, 1) even by unpolarised neutrons. The solid lines in the normal state are
Reslib-fits of the single relaxor to the data, while the dashed lines correspond
to the data below Tc and serve as guides to the eye. By normalising the nor-
mal state response to absolute units (convolution of instrumental resolution and
χ′′(Q, E)) and rescaling the SC data accordingly, identical values (within error
bars) of SRM-2 in comparison with Inosov et al. [131] are obtained. Additionally,
SRM-2 disperses along L as given in Fig.: 3.9(d) and possesses a band-width of
∼ 2.8 meV, which is consistent with the dispersion in Ba1−xNaxFe2As2 in Sec. 2.2.2
as well as the universal doping vs. band-width behaviour in Ref. [202]. On the
other hand, SRM-1 is suppressed at the BZ boundary, similar to underdoped
Ba1−xNaxFe2As2, but an identical bandwidth with SRM-2 cannot be deduced
from the data. In Appendix A.4 a more detailed analysis of the intensity de-
pendence and L dispersion is attempted, but still no dispersion of SRM-1 can
be resolved. The L dispersion of the SRM indicates that residual interlayer spin
correlations still play a role [202], which in the parent compounds cause upwards
dispersing AFM gaps [79, 201]. Although, data is scarcely available which trace
the L dependence of the SC gap an intriguing relation was reported by an ARPES
study on Ba0.6K0.4Fe2As2 [203]. While the gap is constant on the electron pocket
(γ, δ-band at the X-point) it varies on the hole-pocket (α-band) and displays a
maximum of 12 meV at the Γ-point but a minimum of 9 meV at the Z-point, BZ
boundary. In a naive picture, ESRM scales with ∆SC which consequently would
correspond to a downward dispersion of the SRM from the Γ-point (BZ centre,
odd L values) to the Z-point (BZ boundary, even L values), contrary to the exper-
imental observation in Ba0.67K0.33Fe2As2, where the SRM is L independent [198].
Therefore, the L dispersions of ESRM and ∆SC are not trivially related to each
other, which is an open issue to be explored in the future, both theoretically and
experimentally.
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3.4 Summary and Discussion
The spin resonance modes in BaCo45 and BaCo60 are fundamentally different
from each other; hence it is crucial whether superconductivity emerges from an
antiferromagnetically ordered state or from a paramagnetic one. In BaCo45 with
microscopical coexisting AFM/SC order [39–43] the SRM is fully anisotropic, while
in non-magnetic BaCo60 the SRM displays an anisotropic shoulder at low energies
next to an isotropic mode at larger energies. Particularly, in BaCo45 the SRM
emerges only in the two transversal directions and peaks in χ′′t−out at 4.7 meV
hence at a lower energy than in χ′′t−in where it peaks at 5.9 meV. The longitudin-
ally polarised signal does not contribute to the SRM. Additionally, the origin of
this spin-space anisotropy can be associated with the AFM gaps opening below
TN . Like in ”simple” Chromium [224] the onset of AFM order reconstructs Fermi
surface (FS) and gaps parts of it. Indeed ARPES experiments observed that the
FS in BaFe2As2 undergoes a massive reconstruction below TN where the degen-
eracy of the dzy and dxz orbitals are lifted [49, 50]. Consequently, the electronic
density of states (DOS) is partially gapped, while the remaining part is almost
exclusively found in the dxz orbital [76]. In Ba(Fe0.955Co0.045)2As2 the dzy and dxz
orbitals are split by ∼ 20 meV [49], which yields an orbital-polarised C2 symmet-
ric FS. This implies the observed strong magnetic anisotropy [76]. Disregarding
these details for a second, less DOS at εF causes a smaller ∆SC and thus a re-
duced Tc in BCS theory [113]. Within this simple picture, it is easy to understand
why Tc is small for underdoped Ba(Fe1−xCox)2As2 and there is no longitudinal
contribution to the SRM in BaCo45. In comparison to the parent compound
BaFe2As2 ∆long is strongly renormalised, but still much larger than the SC gap
value ∆SC = 8 meV < ∆long determined in ARPES experiments [210]. There-
fore, long fluctuations cannot interplay with SC and thus cannot contribute to
the exchange energy minimisation [118]. However, high-energy long fluctuations
still do contribute to the pairing. On the other hand, in BaCo60 long-range static
magnetic order is absent and the anisotropic part at 4 meV, SRM-1, displays 28 %
of long contribution. Accordingly, a sizeable long signal would thus be observable
at low energies in BaCo45 if AFM and SC order were mesoscopically phase sep-
arated. This is not the case, and once again the microscopic phase coexistence of
both orders is confirmed in line with NMR and µSR studies [39,41].
Table 3.2 summarises the responses of BaCo45 and BaCo60. While the spin
excitations for both compounds can be described by an in spin-space isotropic
relaxor at elevated temperatures above their prime order, they gradually turn to
be anisotropic upon approaching the ordering transition. The developing aniso-
tropy can easily be explained theoretically within a random phase approxima-
tion (RPA) which takes SOC into account [81, 241]. In the spin-triplet supercon-
ductor Sr2RuO4, which is close to an incommensurate magnetic ordering trans-
ition, but not reaching it, pINS experiments also observed such anisotropic relaxor
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3.4 Summary and Discussion

responses [242]. The FeSC-version of a compound close to but not reaching mag-
netic order, where also a spin-space anisotropy is observed is LiFeAs [243].
Here in the two Co-doped samples BaCo45 and BaCo60 the relaxor with the smal-
ler relaxation energy Γ is observed in the SFz channel, which senses long and t-out
contributions, meaning the contributions along the two magnetically soft direc-
tions a and c. Additionally, in both cases, the relaxor in the SFy channel always
displays the larger relaxation energy and thus documents that b is the magnetic-
ally hard axis. Furthermore, this spin-space anisotropy is carried forward into the
SC phase, i.e. the SRMs, as the anisotropic shoulder at low-energies in BaCo60 is
polarised in the same way. On the other hand, a sizeable signal, polarised along
the hard axis, is suppressed for low energies and peaks at 8 meV, which is precisely
the energy determined from the universal scaling ratio Eq.: (1.5). In contrast, the
SRM in BaCo45 appears only in the two transversal directions b and c, while
longitudinal fluctuations along a are missing due to the large AFM gap. Con-
sequently, the spin resonance modes in BaCo45 and BaCo60 are fundamentally
different depending on whether SC emerges from the t-PM, or from the o-AFM
phase.
In BaCo45 the magnetic anisotropy gap ∆t−out and the anisotropic SRM are un-
ambiguously determined. Therefore, a recent explanation on the origin of the
split SRM, stating that SRM-1 and ∆t−out are the same excitations, is discarded
clearly [210]. Moreover, the definitive explanation for the anisotropic SRMs, their
evolution with increasing doping/decreasing AFM order, must reconsider an or-
bitally resolved multi-band structure and the orbital-selective pairing which arises
therein. In addition to that, the SRM-2 displays a L dependence, which resembles
the one for the AFM dispersion in the parent compound and thus points to non-
negligible inter-FeAs-layer coupling. Intriguingly, SRM-1 in BaCo60 seems not to

Table 3.2: Comparison of magnetic excitations in BaCo45 and BaCo60.
The evolution of the spin-space anisotropy from the t-PM to the SC phase for
under doped BaCo45 and optimal doped BaCo60 are summarised.

superconducting normal state
Eres character T > Tc

under dop. BaCo45
4.7 meV χ′′t−out

T < TN gapped
TN . T anisotropic relaxor

5.9 meV χ′′t−in TS < T isotropic relaxor

optimum dop. BaCo60
4 meV

28 % χ′′long Tc . T anisotropic relaxor
+ 72 % χ′′t−out

8 meV isotropic Tc � T isotropic relaxor
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disperse along L, in stark contrast to SRM-2 and the SRMs in Ba1−xNaxFe2As2.
While the L bandwidth Bw ∼ 2.8 meV in BaCo60 is directly observed here, Pratt et
al. reported Bw = 3 meV and Bw < 0.8 meV for 4.7 % and 8 % Co doping respect-
ively [229]. Apparently, and in line with the results for Ba1−xNaxFe2As2 in Chap. 2
the L dispersion quickly levels off when the system is moved away from the critical
doping concentration as indicated by the plot from Lee et al. [202]. Note that in
the heavy-fermion system UPd2Al3 with coexisting AFM/SC order [244, 245] the
SRM is also L dispersive as well as in the non-magnetic compound CeCoIn5 with
strong interlayer spin couplings [226].
In a broader view, the behaviour of the SRM is directly related to the details
of the pairing mechanism when superconductivity is mediated by paramagnons.
Accordingly, the L dependence is related to residual interlayer spin correlations
(assuming L is perpendicular to the relevant layers). However, when this obser-
vation is reconciled with an orbital-dependent pairing mechanism in FeSCs, the
situation becomes intricate. On the one hand side, the resonance energy is related
to the SC gap linearly, and hence its upwards dispersion indicates a larger SC
gap at the Z-point than at the Γ-point. On the other hand, the L dependence
of the SC gap is scarcely studied, and in Ba1−xKxFe2As2 it intriguingly displays
the opposite behaviour; ∆SC is constant on the (γ, δ)-electron pockets, but it dis-
perses downwards on the (α)-hole pocket [246]. Despite being a fine detail in the
complete theory to describe superconductivity in FeSCs, it is nonetheless an open
issue.

The spin-space anisotropy of the SRM in BaCo45 and its evolution with increas-
ing doping towards BaCo60 highlights the complexity when superconductivity
emerges from an antiferromagnetic state. Particularly, when AFM order recon-
structs the FS, gaps parts of it and rearrange the DOS in an orbital-dependent
fashion. Note, even if the α-band (hole-pocket at Γ-point) would undergo a Lif-
shitz transition superconductivity can still be mediated by paramagnons, nev-
ertheless [55]. Contrary to a phonon-mediated multi-band superconductor like
MgB2 where different SC gaps open on separated bands [247]; here, the addition
of SOC and the microscopical phase coexistence with AFM order frame the the-
oretical description of the SC state and mechanism by much tighter constraints.
The orbital-resolved and spin-dependent band structure must form the theoret-
ical basis out of which the superconducting state emerges. However, this band
structure is yet known insufficiently to this day. The general theoretical descrip-
tion must include SOC as there would be no antiferromagnetic gap opening in
the two transversal directions (∆t−out,∆t−in), otherwise. Furthermore and des-
pite the strong renormalisation of ∆long in BaCo45 in comparison to its parent
compound, long fluctuations remain gapped by AFM order and thus prevent any
interplay with SC. Presumably, this gives an explanation why Tc is much higher in
BaCo60 although the corresponding doping level is not much higher. Ultimately,

79



3.5 Methods

any generalised theory to describe the anisotropic SRM and its doping evolution
must necessarily take the band- and orbital-selective aspects of the SC pairing
mechanism into account. Finally, this theory would not only be limited to the
FeSCs but could also be extended to the HFSCs with 4f and 5f electrons, where
the knowledge of the band structure is much less advanced.

3.5 Methods
Single crystalline samples of Ba(Fe1−xCox)2As2 were synthesised via the self-
flux method, and the corresponding details are outlined in Ref. [248]. Thereby,
three single crystals of Ba(Fe0.955Co0.045)2As2 were obtained, co-aligned in the
[1, 1, 0]/[0, 0, 1] scattering plane and combined to sample BaCo45 with a total
mass of 2.12 g. BaCo60 is one single crystal of Ba(Fe0.94Co0.06)2As2 with a total
mass of 2.88 g and the same sample as used in Ref. [155]. However, as shown in
Sec. 3.3, it is presumably cracked into three pieces, which are slightly misaligned.
Otherwise, this does not affect the quality magnetic inelastic signal, as the broad
instrumental resolution integrates over all crystallites. The same argument holds
for BaCo45 also. For both samples, the crystals were mounted on L-shaped alu-
minium holders and attached with aluminium wire to them.
The polarised inelastic neutron scattering experiments were conducted at the IN20
and IN22 triple-axis spectrometer (TAS) at the Institute Laue-Langevin (ILL)
in Grenoble, France. Additionally, unpolarised INS experiments at the BaCo60
sample were performed at 2T TAS in the Laboratoire Léon Brillouin (LLB) in
Saclay, France. At the IN20 and IN22 TAS spectrometer, Heusler monochromat-
ors and analysers were employed while the polarisation at the sample is defined
by Helmholtz coils in the first case and via the CryoPAD in the latter. Further-
more, a PG-filter is installed between the sample and the analyser to discriminate
higher order contaminations. Therefore, most scans were operated in constant
kf = 2.662 Å−1 mode. The overall neutron polarisation was estimated by measur-
ing the flipping-ratios on nuclear Bragg peaks in the SC phase. For IN20 (IN22)
this yields FR ∼ 14(16) corresponding to Π ∼ 86(88)%. At 2T TAS spectrometer
PG monochromator and analyser were used, while a PG-filter on the secondary
spectrometer arm between sample and analyser was installed to, again, discrim-
inate higher order contaminations.

All Ba(Fe1−xCox)2As2 samples were synthesised in and provided by the AIST
in Tsukuba, Japan, in particular by Kunihiro Kihou and Chul-Ho Lee.
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4 Incommensurate to
Commensurate Magnetic
Excitations in LiFe1−xCoxAs

Abstract
Incommensurate spin excitations in LiFeAs become commensurate with increas-
ing Co doping, and perfect nesting conditions are recovered at 12 % which is
simultaneously the end-point of the superconducting dome. Here inelastic neut-
ron scattering is used to explore the spin response at intermediate doping, i.e.
in superconducting LiFe0.95Co0.05As (LiCo05) with Tc = 9.5 K and in overdoped
and thus non-superconducting LiFe0.82Co0.18As (LiCo18) with still enhanced nest-
ing. In that context, clear commensurate magnetic excitations are observed in
LiCo18, while, however, the interpretation of the signal in LiCo05 is less clear, as
magnetic signal and background cannot be distinctly separated. Despite the im-
proving nesting conditions with increasing Co doping, Tc is gradually suppressed,
which documents that ideal nesting conditions are necessary but not paramount
for superconductivity in iron-based superconductors.
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4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Magnetic Excitations in LiFe0.82Co0.18As . . . . . . . . . . . 85
4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.1 Introduction
The first iron-based superconductor is LiFeAs as it was synthesized already back
in 1968 [249]. However, that compound did not attract much attention1 most
likely because resistivity measurements were omitted. Therefore, its supercon-
ducting and interesting physical properties were hidden for 40 years until 2008
when the boom of iron-based superconductor (FeSC) research sets in leading

1only 15 citing articles before 2008 are listed on http://onlinelibrary.wiley.com/doi/
10.1002/zaac.19683610107/full in the CrossRef section
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4.1 Introduction

to its rediscovery. Today, LiFeAs is a very interesting material as it is on the
verge of realising many phases, whereby experiments and theoretical studies re-
port on (partially) conflicting properties. Moreover, on the way to a unified the-
ory, valid for all FeSCs, LiFeAs paved and continues to pave it with stumbling
blocks, as it is very different from members of the 1111 and 122 family, as well
as its directly related compound NaFeAs in the 111 family. For example Na-
FeAs shows a tetragonal to orthorhombic phase transition at ∼60 K and AFM
order at ∼45 K [27, 250], while LiFeAs remains tetragonal and paramagnetic to
the lowest temperatures [24, 25, 251]. Moreover, NaFeAs displays weak2 super-
conductivity at Tc ∼ 10 K [27, 250] contrary to the strong SC phase emerging at
Tc ∼ 18 K in LiFeAs [24, 25, 251, 252]. In a recent study, both compounds were
connected by exploring the doping dependence of Na1−xLixFeAs [253]. In oppos-
ition to the other FeSCs where Tc is promoted by applying pressure or doping
it is only reduced in LiFeAs to date. This is exemplified when (i) electrons are
added to the system by replacing Fe for e.g. Co, where SC is completely sup-
pressed at x ∼ 12 % [60,150,254], (ii) doping holes by substituting Fe for V which
drives the system toward a magnetic instability and away from SC already at
2 % [255], or (iii) an external pressure of 13 GPa is applied [256, 257]. Addition-
ally, SC is very sensitive to Li-deficiencies as it is totally suppressed for y ∼ 2 %
in Li1−yFe1+yAs [258]. Furthermore, the Tc-value ranges between 16 K and 18 K
in the literature [25, 251, 254, 258–264]. A recent STM/S study may resolve this
issue, as it can trace the SC phase transition at locally pure positions. It reports
on two distinct SC transitions, where the gap partially opens at T ∗ = 18 K and
fully opens at Tc = 16 K [252], which is attributed to the multi-band nature of the
compound. At T ∗ the SC gaps open on the α-band at kz ∼ π, while the rest of
the FS becomes gapped at Tc [252]. The FS itself contains a particularity, for the
hole and electron pockets are badly nested, as revealed in an early ARPES study
from Borisenko et al. [148] and confirmed by later studies [150,212,213,265]. The
absence of (π, π) nesting is in contrast to other FeSCs and questions it’s signific-
ance for superconductivity.
Moreover, the FS of LiFeAs is similar to an electron-doped FeSC as the α-band at
the Γ-point barely crosses the Fermi level [148]. Figure 4.1. shows the FS for pure
and 3 % Co-doped LiFe1−xCoxAs reproduced from Miao et al. [213]. At very low
doping, i.e. at ∼ 0.4 % Co, the α-pocket in LiFe1−xCoxAs undergoes a Lifshitz-
transition as it sinks below the Fermi level [213]. However, 3 % Co-doping does
not change the SC-gap size in comparison to the pure compound [213]. There-
fore, the anisotropic ∆SC values reported by Umezawa et al. [212], are added as
colour code to Fig. 4.1. However, despite the bad nesting conditions, Taylor et

2weak means, despite vanishing resistivity there is only small SC volume fraction (5 %−10 %)
indicated by a faint diamagnetic response in the magnetic susceptibility measurements, c.f. data
in Refs. [27, 250]
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Figure 4.1: Fermi surface and SC gap energies of pure and 3% Co-doped
LiFeAs. (a)(b) Fermi surface (FS) and the corresponding colour coded SC
gap energies for pure and 3 % Co-doped LiFe1−xCoxAs. The shape of the
FS is reproduced from the report of Miao et al. [213]. Upon 3 % Co-doping
the nesting conditions between the hole β-pocket and the electron γ/δ-pocket
is increased. (c)-(f) SC gap energies for the α−, β−, γ− and δ-pocket as a
function of angle reproduced from the report of Umezawa et al. [212].

al. found strong AFM fluctuations, which even show a resonance-like increase in
intensity below Tc, in their TOF experiment on polycrystalline LiFeAs [266]. In
a subsequent study on single crystalline LiFeAs Qureshi et al. discovered in-layer
transversal3 incommensurate magnetic excitations [267], which are a character-
istic feature for electron-doped FeSCs [268]. This confirms that LiFeAs is situated
somewhere at the end of the SC dome in the schematic phase diagram in Fig.: 1.2.
On the other side, Qureshi et al. could not confirm the resonance-like increase
of intensity below Tc, but a gradual uptake at 7.5 meV accompanied by an in-
tensity decrease at low energies [267]. Note, according to the universal scaling
relation from Eq.: (1.5) a resonance mode at ∼7 meV is expected for Tc = 18 K
which, however, comes along with a strong intensity uptake below Tc. Further-

3transversal with respect to the ordering direction of the magnetic moment (in other FeSCs)
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more, magnetic excitations are slightly broadened but persistent in non-SC Li-
deficient samples [269]. Within experimental error-bars, the FS topology between
SC LiFeAs and non-SC Li0.94FeAs is not altered [269]; and thus Li vacancies are
non-magnetic impurity scattering potentials, which are strongly pair-breaking if
the underlying SC gap symmetry is s± [54, 64,116].
The actual pairing mechanism in LiFeAs is object of an intensive debate. As
LiFeAs is on the verge to a ferromagnetic instability [270,271] SC could alternat-
ively be mediated by ferromagnetic instead of antiferromagnetic fluctuations. As
a consequence LiFeAs would be a p-wave superconductors [272] as it is proposed
for Sr2RuO4 [273, 274]. Support for such a scenario was experimentally provided
by a non-vanishing Knight-shift in a NMR experiment [270] and deduced from
quasi-particle interference (QPI) pattern [275]. However, these observations have
not been confirmed in consecutive studies [276, 277] and are refuted, e.g. by
measuring the spin susceptibility with polarised neutrons, where spin-singlet pair-
ing is clearly proved [278]. Moreover, there are many theoretical approaches to
account for the pairing mechanism, the SC-gap structure and the magnetic excit-
ation spectra. Despite the bad nesting conditions in LiFeAs, scattering processes
between the β hole and the (γ, δ) electron pockets are the origin of incommensurate
magnetic intensity [279], observed in INS [267, 269]. Therefore, strong magnetic
fluctuations prevail and are available for SC-pairing with s± symmetry [280], in
agreement with the 1111 [281,282] and 122 [58,131,178,210,283] families as well
as NaFe1−xCoxAs [61, 284]. In addition, this pairing symmetry is also deduced
in other theoretical studies [277, 285, 286]. On the other side, theories based on
phonon-assisted orbital fluctuations were applied for LiFeAs and resulted in sign-
preserving s++ SC-pairing symmetry [65, 287]. This is the old conflict between
the pairing mechanism of FeSCs in general, c.f. Chap. 1.3, and a delicate issue
for samples in the overdoped regime. In this regime the mismatch of hole and
electron FS increases, spin excitations become weak, and no clear spin resonance
mode develops below Tc like in KFe2As2 [178].
However, the nesting conditions initially improve with increasing Co-doping in
LiFe1−xCoxAs as the β hole pocket shrinks and the (γ, δ) electron pockets ex-
pand [60,150,213]. Concomitantly to the FS nesting conditions, spin fluctuations
observed in NMR are enhanced and cause a Fermi liquid (FL) to non-Fermi liquid
(NFL) to Fermi liquid crossover [60]. Consequently, around ∼ 12 % Co-doping,
where the nesting conditions are optimised and spin fluctuations in NMR are
strongest [60] commensurate magnetic excitations are observed in TOF neutron
scattering [154]. Although the FS nesting conditions improve towards ∼ 12 % Tc
is gradually suppressed to zero [60,150,258]. However, the questions are (i) what
happens at intermediate Co-doping levels, i.e at 5 %, where the nesting conditions
are enhanced and a sizeable Tc ∼ 10 K remains; (ii) what happens at overdop-
ing, i.e. at 18 %, where nesting conditions are still enhanced but Tc is already
suppressed to zero?
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4.2 Magnetic Excitations in LiFe0.82Co0.18As
The Fermi surfaces (FS) revealed by ARPES indicated improved nesting con-
ditions with increasing Co doping [60, 150, 213], which would result in enhanced
and commensurate magnetic excitations compared to the parent compound where
they are incommensurate [186, 267]. Thereby, the large hole pocket shrinks and
the electron pockets expand, which decreases the incommensuration δ and yields
an increased overlap when both pockets are connected by Q± δ [60,150,213]. To
explore the resulting spin excitations, one intermediate doped compound, which
is still superconducting below Tc ∼ 9.5 K, namely LiCo05, and one overdoped
and non-superconducting compound, namely LiCo18, were investigated. Unfor-
tunately, in the obtained data for LiCo05 magnetic signal and background cannot
unambiguously separated, which is why its tentative attempt of analysis is shifted
to Appendix A.5. In the following, only the result for LiCo18 are presented.
Figure 4.2(a)-(j) displays the rocking scans through the centres at (0.5, 0.5, 0)
and (1.5, 0.5, 0) at 1.5 K in two symmetry equivalent Brillouin zones (BZ) for
LiCo18. Each commensurate magnetic peak was fitted by a Gaußian on a lin-
ear background. If there would be an incommensurate magnetic signal, it would
be detectable in Fig.: 4.2(a)-(e) as the scan paths of the rocking and transversal
scans are almost parallel to each other. Moreover, Fig.: 4.2(a’)-(e’) show the same
scan as those in (a)-(e), but at 250 K where there is no magnetic signal resolvable.
To trace the temperature evolution scans at intermediate temperatures, 80 K and
160 K, at 8 meV were run and are depicted in (k). The fitted amplitudes and
widths are summarised in (m) and show a linear increase, respectively decrease,
with temperature. Both values were interpolated to 250 K and used as fixed para-
meters to describe the corresponding signal in (d’). As a result, the magnetic
signal is described by a Gaußian, whose amplitude is in the corresponding error
bar, entirely, and thus it is not resolvable.
Fitting the magnetic excitations at (1.5, 0.5, 0) in Fig.: 4.2(f)-(j) yielded much
smaller rocking widths due to the scattering geometry, i.e. since Q is much lar-
ger than for (0.5, 0.5, 0) a small angular deviation causes a much larger ∆Q, as
well. In order to enable a comparison between the two Q positions, the obtained
widths are normalised on their corresponding value at 8 meV and summarised in
(l). These values roughly scatter around one and indicate no broadening in that
energy regime due to dispersion. This is not in conflict with the reported dispers-
ive low-energy spin excitations, observed in a TOF experiment by Li et al. [154],
because the energy range probed here is too narrow.
Furthermore, the obtained amplitudes were corrected for the Bose, monitor and
Fe2+ magnetic form factor. In order to facilitate a comparison with the parent
compound [243], these were normalised on integrated phonon intensity, which is
given by the coloured peak in Fig.: 4.3(c)(d), respectively for both compounds.
The energy dependence of the normalised amplitudes can be described by a single
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Figure 4.2: Rocking scans in LiCo18. (a)-(e) Rocking scans through Qc =
(0.5, 0.5, 0) at 1.5 K and between 14 meV and 6 meV in 2 meV steps, respect-
ively. (a’)-(e’) are the same as in (a)-(e), but at 250 K. (f-j) Rocking scans
through Qc = (1.5, 0.5, 0) at 1.5 K and between 20 meV and 4 meV in 4 meV
steps, respectively. (k) displays the same as in (d),(d’) at intermediate temper-
atures of 80 K and 160 K. (l) Widths of the rocking scans over both Q values
normalised on 8 meV for reasons of comparison. (m) Temperature dependent
increase (decrease) of the width (amplitude) at 8 meV, resulting from the cor-
responding fits. The Gaußian in (d’) is based on these results and cannot be
resolved within the statistics.
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Figure 4.3: Energy dependence in LiFe1−xCoxAs normalised on phonon
intensity. (a)(b) E-scans at the incommensurate/commensurate maxima
of the magnetic excitations at various temperatures in LiFeAs and LiCo18,
respectively. For reasons of comparison each spectra is normalized on the
integrated intensity of a corresponding phonon, coloured peaks in (c)(b) re-
spectively. Besides, the 1/E-dependence of the phonon intensity is corrected
as well. The data in (a) and (c) are taken from Qureshi et al. [186].

relaxor function and is shown in Fig.: 4.3(a)(b).

However, comparing the normalised peak values of the magnetic excitations with
each other is insufficient, because a portion is ignored, due to the incommen-
surate nature, at least in the parent compound LiFeAs. In this context, the
ignored portion can be captured by transversal4 integration of the magnetic sig-
nal. Figure 4.3(a)(b) shows the low-energy, low-temperature magnetic excitations
in LiFe1−xCoxAs with x = 0 and 0.18, respectively, whereas the data for x = 0 are
taken from Qureshi et al. [186]. The scan for LiFeAs is fitted by four Gaußians,
and the one for LiCo18 is fitted by one Gaußian, while the associated fit results are

4transversal with respect to the scattering vector Q, i.e. parallel to the scan direction
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Figure 4.4: Doping dependence in LiFe1−xCoxAs of integrated magnetic
signal normalised on phonon intensity. (a)(b) Transversal Q-scans with
Gaußian fits to the data in LiFeAs and LiCo18, respectively. (c) Hole (blue)
and electron (red) FSs are laid on top of each other to visualise how the nesting
conditions change with increasing Co doping; reproduced from Dai et al. [60].
(d) Doping dependence of the integrated magnetic signal from (a)(b), nor-
malized on the corresponding phonon from Fig.: 4.3(c)(d). The data points
at 12 % Co-doping are extracted from Ref. [154] while those in (a) are from
Ref. [186].

used for the integration. Furthermore, the doping dependence of the integrated
intensity, normalised on integrated phonon scattering, is depicted in Fig.: 4.4(d).
Note that the given error bars result from the fitting process. Additionally, the
hole (blue) and electron (red) FSs, which are reproduced from Dai et al. [60] and
laid on top of each other to visualise the nesting with increasing Co doping, are
given in Fig.: 4.4(c). When the nesting conditions are ideal at x = 12 % magnetic
excitations, i.e. spin fluctuations, are strongest as the data points taken from Li
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et al. [154] indicate. Thereby, the expression [6, 8]meV represents an integration
from 6 meV to 8 meV resulting from a line cut along the [1,K]-direction in their
TOF data. In order to add the their results to Fig.: 4.4(d), they were scaled by
the excitations for x = 0 % which Li et al. also showed in their paper [154]. In-
triguingly, the same scan is shown twice in their paper, once in Fig.: 2(d) and once
in Fig. S: 1(e), and does not possess the same intensity. Maybe, they used dif-
ferent binning widths along [1,K] direction, which thus yield different intensities,
although this remains puzzling. In this context, to transform the scattering intens-
ities to double differential cross sections, Li et al. [154] normalised their TOF data
on a vanadium standard, while Qureshi et al. [186] normalised their TAS data on
phonon scattering. Both normalisation processes are well established [207], and in
both reports consistent double differential cross sections for LiFeAs were deduced.
Nonetheless, the spin excitation intensity increases with increasing doping as the
nesting conditions are improved, but they also become more rapidly5 suppressed
beyond the SC end-point. Naively, one would expect in FeSCs, that increasing
spin fluctuations lead to a higher Tc, but the opposite behaviour is observed in
LiFeAs; the spin fluctuations are most intense at x = 12 % Co-doping which coin-
cides with the SC end-point in the corresponding phase diagram. Consequently,
ideal nesting conditions are not necessary to promote Tc in FeSCs.

4.3 Discussion
Superconductivity mediated by spin fluctuations is the most prominent theory for
FeSCs. In this regard, Dai et al. measured the doping dependence in LiFe1−xCoxAs
of the 75As spin-lattice relaxation rate 1/T1T , which is a weighted sum over the
first BZ of sub-meV low-energy spin fluctuations. The quality of FS nesting de-
termines the strength of low-energy spin fluctuations and thus 1/T1T , in a naive
picture. Although Tc gradually decreases with Co-doping, FS nesting increases
up to xc ∼ 0.12, where it is optimal but Tc almost zero, and decreases towards
overdoping, as the hole and electron FS mismatch is increased again [60]. Con-
sequently, 1/T1T , observed by Dai et al., follows this behaviour [60] similar to the
presented INS data, which means that enhanced spin fluctuations do not promote
Tc. In this context, in the INS spectrum, not only the spin excitation intensity
increases up to xc also the signal itself undergoes an incommensurate to commen-
surate crossover, as a consequence of improved nesting conditions. How much the
incommensuration is reduced, and by how much spin excitations are enhanced
in LiCo05 cannot be deduced, as the corresponding signal cannot be separated
from the background, unfortunately. In LiCo18, spin excitations are still com-
mensurate although the associated ARPES measurements show an increased FS

5rapidly refers to the (absolute value of the) rate with which the intensity increased, respect-
ively decreases.
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mismatch [60]. Furthermore, the corresponding intensity in LiCo18 is already
lower than the one in LiFeAs, whereas the 1/T1T spin-lattice relaxation rate is
still higher at x = 0.18 than at x = 0 [60]. Possibly, sub-meV spin excitations
are still enhanced due to the better nesting conditions in LiCo18 than in LiFeAs,
but spin excitations in the meV-regime are stronger suppressed. Moreover, the
spin fluctuations in LiFeAs are already about eight times weaker than in optim-
ally Co-doped Ba(Fe1−xCox)2As2 at the resonance energy [131], although a factor
of two can be recovered due to the incommensurability [186]. Since LiFeAs be-
haves intrinsically as an overdoped material, weak spin fluctuations are expected
as those are a common feature and were observed in Ba1−xKxFe2As2 [178] and
Ba(Fe1−xCox)2As2 [288, 289] as well. Additionally, there is no clear spin reson-
ance mode in overdoped materials anymore, as reported by Lee et al. [178]. That
may be the possible reason why a clear resonance mode is not detected in Li-
FeAs [186, 267], and why it would be even harder to detect in LiCo05 (if the
corresponding data would be easier to analyse).
Although NMR and INS data cannot be related to each other directly, since dif-
ferent energy scales, sub-meV in the former and meV in the latter, are probed
by both techniques, their results reveal comparable trends. This is at odds with
theory, where enhanced spin fluctuations do promote Tc [279,280,286]. In order to
reconcile this observation with a unified theory, an orbital resolved pairing mech-
anism is required, as indicated by Li et al. [154]. Within this mechanism, some
of the dxy, dxz, and dzy orbitals must somehow behave differently in LiFeAs than
in other FeSCs, in order to provide an overall explanation where enhanced spin
fluctuations, i.e. paramagnons, do indeed provide a higher Tc.

4.4 Methods
The single crystalline samples LiCo056 and LiCo18 were synthesized, character-
ised and provided by the IFW in Dresden. The synthesis process is a self-flux
technique, where all steps are performed under Ar-atmosphere; for details see
Refs. [254,290]. In order to characterise the samples, EDX, XRD and susceptibil-
ity measurements in a SQUID were conducted. From the EDX measurements the
actual doping level, i.e. 5 % and 18 %, were extracted. Note that the experimental
error of the method it typically 1-2 %. The XRD measurements were performed
(at the IFW) to compare the c lattice parameters with the work of Pitcher et
al. [258] and show very good agreement. In addition, the susceptibility measure-
ments showed no ferromagnetic phase transition and a Tc ∼ 9.5 K for the sample
LiCo05. However, Aswartham et al. noted that Co-doped LiFeAs is fragile and
more sensitive to air and moisture than the parent compound [254]. On that score,

6although not shown in this chapter, but in Appendix A.5
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quantity LiCo05 LiCo18
x 0.05 0.18

number of pieces 2 4
total mass (mg) ∼ 300 ∼ 800

orientation [100]/[010] [100]/[010]
accuracy ∼ 3° ∼ 3°

a (Å) @ IN8 3.789 3.761
Tc (K) ∼ 9.5 –

Figure 4.5: List of the properties of LiCo05 and LiCo18th next to a
picture of the sample-can containing LiCo05.

the samples were strictly kept under Ar-atmosphere, for the orientation proced-
ure and for the experiment as well. In order to explore the magnetic signal by
inelastic neutron scattering (INS) several single crystal pieces from badge SE3785
for LiCo05 and from badge SE4184 for LiCo18 were co-aligned in [1, 0, 0]/[0, 1, 0]
scattering geometry. LiCo05 consists of two pieces with total mass ∼ 300 mg while
LiCo18 consists of four pieces with a combined mass ∼ 800 mg. LiFeAs cleaves
perpendicular to the c axis, hence the demanded scattering plane is visible, easily.
However, the largest pieces are circular and flat plates without any edge indic-
ating a direction in the ab-plane, due to the synthesis process. Pieces of each
sample were mounted on a thin aluminium sample-holder and carefully attached
with Al-wire. For the co-alignment an air-tight Al-can with a Kapton-foil window
was used, which is transparent for X-rays from the Cologne Laue-camera. After
the individual Laue-photos are evaluated, the Al-can is transferred back into the
Ar-box, where the sample orientation can be adjusted by hand. Due to the crystal
shape, this is a time and labour intensive procedure.
The INS experiments for both samples were performed at the IN8 triple axis spec-
trometer (TAS) in ILL, Grenoble, France. Although, the Laue-photos displayed
an accurate alignment for the pieces of each sample, the IN8 revealed a mismatch
by ∼ 3°. The properties of both samples are summarised in Tab. 4.5.
For both experiments a top-loading ILL "Orange"-type cryostat was utilised; a
non-standard one with a sample-access diameter of 70 mm for LiCo18 and a stand-
ard one with a sample-access diameter of 49 mm for LiCo05. Both samples were
mounted in air-tightly sealed Al-cans with Ar-atmosphere. Chronologically the ex-
periment with LiCo18 was conducted first and weak signals on a high background
level were found. In order to suppress the background, the Al-can containing
LiCo05 was framed by a Cd-shield Fig.: 4.5. If not mentioned differently a double
focussing PG monochromator and analyser were used, and kf is fixed to 2.662 Å−1.
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The momentum transferQ is defined asQ = Ha∗+Kb∗+Lc∗, where H,K and L
are the Miller indices and (a∗, b∗, c∗) =

(
â2π

a
, b̂2π

b
, ĉ2π

c

)
, respectively. Moreover,

the a lattice constant was adjusted at the IN8 spectrometer, resulting in 3.789 Å
for LiCo05 and 3.761 Å for LiCo18, c.f. Tab.: 4.5; while the c lattice parameter
cannot be adjusted due to the chosen scattering plane. Note, that the IN8 TAS
is not designed to measure the lattice parameter with high accuracy.
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5 The Quest for the Resonance
Mode in NdFeAsO1−xFx

Abstract
The spin resonance mode is the hallmark excitation in iron-based superconduct-
ors, which is insufficiently explored in the 1111 family, although the highest bulk
Tc values are found there. To search for the resonance mode in NdFeAsO0.87F0.13
(Tc = 50 K) neutron time-of-flight experiments on polycrystalline samples were
performed. However, the energy regime where this excitation should emerge is su-
perimposed by strong Nd3+ crystal field excitations, which inhibit the observation
of the spin resonance mode. Therefore, it was not observed in NdFeAsO0.87F0.13
meaning that its existence and exploration remain an open issue.

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3 Summary and Discussion . . . . . . . . . . . . . . . . . . . . 100
5.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.1 Introduction
NdFeAsO1−xFx belongs to the 1111 family from which the first iron-based super-
conductors LaFePO1−xFx and LaFeAsO1−xFx were synthesised by Kamihara et
al.1 [13, 14]. The corresponding crystal structure is shown in Fig.: 1.1. Although
this family contains the highest bulk Tc-values, up to 56 K in Gd1-xThxFeAsO [17],
detailed neutron scattering studies, especially on the SRM, are lacking This is due
to two reasons. First, in the RE-1111 family, were RE is a rare earth like La, Ce,
Pr, Nd, Sm and Gd [14,17,100,216,218,219,292–296], no single crystal in the size
suited for INS studies could be synthesised to date. Although, the most recent
attempts accomplished high-quality and low-millimetre sized single crystals [297].
Second, Sm and Gd are generally unsuited for neutron scattering experiments due
to their huge (isotope averaged) neutron absorption cross section σabs = 5922(56)

1to be precise, the first who induced superconductivity by doping as the parent compounds
were already synthesised e.g. by Zimmer et al. in 1995 [291]
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and 47 900(125) barn, respectively [298]. However, by use of the time-of-flight
(TOF) neutron scattering technique Christianson et al. could measure the first
spin resonance mode in polycrystalline Ba1−xKxFe2As2 in 2008 at a very early
stage of this research field [134]. Moreover, the TOF technique proved to be a
powerful tool to extract spin fluctuations at the AFM-ordering vector in poly-
crystalline samples as reported by Rahn et al. for FeSe [104]. On the other side,
Shamoto et al. were able to show the resonance mode at Eres ∼13 meV and
Q = 1.15 Å−1 in LaFeAsO0.92F0.08 by a TAS experiment, in spite of a peak in
the phonon density of states at this (Q, E)-position [281]. However, this is the
only compound in the 1111 -family in which the SRM is reported so far. Although,
Goremychkin et al. [299] and Cheng et al. [300] performed TOF, respectively TAS,
experiments on polycrystalline NdFeAsO1−xFx, in both reports the possible exist-
ence of the SRM is not even mentioned. Instead, both reports agree on a Nd3+

crystal field (CF) excitation at 20 meV, where the spin resonance mode would be
expected, due to the universal scaling law Eres = 4.3kBTc, c.f. Eq.: (1.5). Des-
pite the CF excitation, signatures of the SRM should be observable in a TOF
experiment, and the quest for the resonance mode in NdFeAsO0.87F0.13 (NdF13)
is revisited here.

5.2 Results
In order to investigate the excitation spectrum, about 10 g of polycrystalline
NdF13 were filled into a small sachet made of aluminium foil. NdF13 consists of
two batches with only marginal impurity phases, which will not affect the obtained
results, c.f. methods section for more details. Moreover, the sachet was clamped
in an aluminium frame and inserted into the IN4 cryostat. Consequently, the
excitation spectrum of NdF13 was explored by taking (Q,E)-maps at 10 K, 38 K
and 50 K. For the further analysis, a linear background was subtracted from the
data, and the obtained intensities were subsequently corrected for the Bose factor.
Those maps are displayed in Fig.: 5.1, where the neutron’s energy gain side, i.e.
negative energy transfers, are omitted. This omission results from the Bose-factor
correction which results in erroneously high intensities. In the (smeared) elastic
line the high-intensity spots correspond to nuclear Bragg peaks, which would be
observed in a powder diffraction experiment also. Furthermore, the several excita-
tion levels can be split into two parts roughly. On the left-hand side, i.e. at low Q
values, their origin is more likely magnetic, because the corresponding form factor
dependence suppresses scattering intensity at large Q values. On the right-hand
side, i.e. at large Q values, their origin is more likely phononic, as the phonon
intensity scales as Q2. In order to analyse the excitations further constant Q cuts
at 2.478 Å−1 and 3.1 Å−1 are presented in Fig.: 5.2. This corresponds to vertical
sections in Fig.: 5.1 and for each section data points within the (total) interval
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(a) 10K

|Q| (Å-1)

(b) 38K

|Q| (Å-1)
(c) 53K

|Q| (Å-1)

Figure 5.1: (Q,E)-maps at 10, 38 and 53K of NdFeAsO0.87F0.13. (Q,E)-
maps of NdFeAsO0.87F0.13 taken with an initial wavelength of λ = 1.1 Å at 10,
38 and 53 K, respectively shown in (a), (b) and (c).

∆Q = 0.2 Å−1 and ∆E = 0.5 meV are binned. The resulting spectra were fitted by
11 or 12 Gaußians, where every single mode, except the elastic line, is displayed
in Fig.: 5.2(a)-(d). Although the first three excitation lines A-C could not be
resolved here, Goremychkin et al. reported them in their TOF study with higher
resolution [299]. Additionally, the generalised phonon density of states (gdos)
from Xiao et al. [301] for the undoped parent-compound is inserted in Fig.: 5.2(a).
Assuming that the partial substitution of oxygen by fluorine does not affect the
gdos significantly, it is used as a measure to estimate which excitations contain a
strong phononic contribution. In particular, these are the excitations at ∼ 24 meV,
30 meV and 41 meV which are shown in Fig.: 5.2(e) as green dashed lines. This
sub-figure summarises all extracted CF excitations and compares them to those
in the undoped parent-compound at 160 K as reported in [301]. According to
Hund’s rules, the ground state of Nd3+ contains three f -electrons and is 4I9/2.
The tetragonal crystal electric field splits the tenfold degenerate ground state into
five Kramers degenerate doublets, which were analysed by Xiao et al. within the
Stevens operator formalism [301]. Since there is no structural/ magnetic phase
transition for 13 %, F-doping the CF transitions should be identical to those in the
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t-PM phase of the undoped parent-compound, because the surrounding electrical
field determines the CF excitations. However, this can only be true for ∼ 57 %
of the Nd3+-ions within the O4-tetrahedrons, because 13 % fluorine doping leaves
that fraction unaffected. 34 % of the (O4−n,Fn)-tetrahedrons contain one fluorine
ion, 7.7 % contain two, and the remaining fraction possesses three or four. Al-
though both F1− and O2− contain ten electrons, they do not generate identical
crystal fields and thus explain why there are more than five CF excitations in
Fig.: 5.2(e). Nonetheless the CF-levels at ∼ 7.5 meV, 20.7 meV and 35.5 meV in
NdFeAsO are well reproduced in the extracted CF excitation scheme for NdF13.
On the other hand, an additional mode (K) at ∼ 12 meV appears, as shown in
Fig.: 5.2(b)(c). The intensity of this mode increases with increasing temperature,
c.f. Fig.: 5.3(b), and is thus interpreted as an excitation between excited levels.
Note, while the phonon (thermal) population is governed by Bose statistics, CF
excitations are populated according to the Boltzmann statistics and correcting
the data for the Bose factor does not cancel inter excited-level transitions (IETs).
Therefore, the K-mode is interpreted as a transition between two excited levels,
most likely from ∼ 9 meV to ∼ 21 meV, and is represented as a dashed orange
line in Fig.: 5.2(e). In total Fig.: 5.2(e) shows 11 excitations; seven CF trans-
itions A-E, H and J, three phonon lines F, G and I, and one inter-excitations
transition K. Table 5.1 summarises the excitation levels and compares them to
those reported by Goremychkin et al. [299] and Cheng et al. [300] for similarly
doped compounds. Furthermore, the values for the parent compound NdFeAsO
in the t-PM phase at 160 K and in the o-AFM phase at 5 K reported by Xiao et
al. [301] are given as well. For energy transfers up to 20 meV all studies on the
doped compounds agree fairly with each other and Cheng et al. [300] also report
an IET at 11 meV. However, there is disagreement on the origin of the mode at
∼ 41 meV. Cheng et al. attributed it to another crystal-field excitation although
they observe two spurious peaks in the energy range from 40 meV to 45 meV and
an increased instrument background [300]. Although the phononic contribution
and the background were subtracted the remaining intensity in this region seems
too high [300], but a superposition of the phonon mode and a CF excitation can-
not be ultimately ruled out in this study here. Intriguingly, Cheng et al. reported
an additional IET at 26 meV [300], which is not observed here. On the other hand,
the level at ∼ 35 meV is absent in their report, although it must be present since
half of the NdO4-tetrahedrons are unaffected by the doping. A possible reason to
explain this discrepancy could be that in their TAS study the signal above 36 meV
was attributed to the instrumental background. This could mask the ∼ 35 meV
mode and cause deviations in the phonon and CF contributions.
In order to elucidate the spin resonance mode (SRM) in NdF13 the temperature
difference from 10 K to 53 K at various Q values is displayed in Fig.: 5.3(a). The
negative signal at 12 meV indicates the inter-excitation transition as evidenced
by the temperature dependence in Fig.: 5.3(b). Furthermore, there is a positive
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Figure 5.2: Excitation scheme in NdFeAsO0.87F0.13. (a-c) sections from
Fig. 5.1 along Q = 2.478 Å−1 within ∆Q = 0.2 Å−1 and ∆E = 0.5 meV at
10 K, 38 K and 53 K, respectively. The gdos in (a) indicates the phononic
contribution obtained from the parent compound [301]. (d) same as in (a) at
Q = 3.1 Å−1. (e) resulting excitation scheme with CF excitations (blue lines),
phonons (green dashed lines) and an inter-excitation transition (orange dashed
line). For comparison the CF scheme of the parent-compound at 160 K from
Xiao et al. [301] is shown.

(difference) signal in the energy range from 14 meV to 22 meV, where the res-
onance signal would be expected according to the universal scaling law, and at
41 meV. Figure 5.3(b) shows that the intensity of the levels at 14.6 meV, 20 meV
and 41 meV decrease with increasing temperature. For the resonance mode as well
as for a CF excitation such a behaviour is expected. However, the temperature
dependence of the SRM should be more order parameter-like at Tc, while for a
CF excitation the intensity follows the Boltzmann distribution and thus changes
gradually over Tc. Although the intensity increase at 20 meV, with decreasing
temperature, seems steeper than the CF excitations at 14.6 meV and 41 meV, a
concluding statement based on three points is not possible. On the other side, the
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Q dependence of the difference signal should follow the Fe2+ magnetic form factor
in case of a resonance excitation whereas the Nd3+ CF excitations follows the Nd3+

magnetic form factor. For 12 meV, 14.6 meV, 20 meV and 41 meV this Q depend-
ence is displayed in Fig.: 5.3(c)-(f), respectively. Each cut is fitted by the Nd3+,
Fe2+ and a weighted sum of both form factors, (1 − p) · f 2(Nd3+) + p · f 2(Fe2+).
In all cases the weighted fit coincides with the Nd3+ magnetic form factor fit and
thus the corresponding weights are p = 0.00(14), p = 0.00(14), p = 0.00(14) and
p = 0.00(46) for Fig.: 5.3(c)-(f) respectively. Due to the low intensity and thus
relatively large error bars, the fit uncertainty of the 41 meV signal in Fig.: 5.3(f)
is bloated. In particular the Q dependence of the 12 meV signal confirms that
this is a transition between two Nd3+ CF excited states. Concerning the result

Table 5.1: Comparison of the excitation levels in NdFeAsO1−xFx. Sum-
mary and comparison of the extracted excitation levels to those reported in
Ref. [299,300]. Additionally, the crystal-field levels reported by Xiao et al. [301]
of the parent compound NdFeAsO are given in the t-PM phase at 160 K and
in the o-AFM phase at 5 K. The origin of each mode is either attributed
to a Nd3+ crystal field (CF) excitation, phonon (PH), or inter excited-level
transitions (IET).
this study Goremychkin Cheng Xiao

et al. [299] et al. [300] et al. [301]
x = 0.13 x = 0.15 x = 0.15 x = 0
all T 7 K & 50 K 3 K & 150 K 5 K 160 K

mode meV type meV type meV type meV meV type
A 5.49 CF 4.71 CF 4.49 CF 2.81 – CF
B 7.04 CF 7.34 CF 7.34 CF 7.38 7.45 CF
C 9.06 CF 9.13 CF 8.97 CF 8.56 – CF
D 14.56 CF 15.46 CF 15.17 CF – –
E 20.15 CF 21.06 CF 19.79 CF 19.86 20.69 CF
F 23.91 PH – – 26 IET 22.16 – CF
G 29.98 PH – – – – – –
H 35.79 CF – – – – 36.44 35.51 CF
I 41.04 PH – – 41.50 CF 37.55 – CF
J 46.25 CF – – 44.51 CF 47.86 – CF
K 11.91 IET – – 11 IET 49.75 56.12 CF
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Figure 5.3: Constant Q- and E-cuts at various temperatures. (a) In-
tensity change between 10 and 53 K at various Q values. (b) Temperature
dependence of the 12 meV, 14.6 meV, 20 meV and 41 meV modes normalised
on their corresponding maximum. The inset magnifies the region at 53 K for
14.6 meV and 20 meV. (c)-(f) Q-cuts of the temperature difference at 12 meV,
14.6 meV, 20 meV and 41 meV, respectively. The lines are fits of the magnetic
form factor, Nd3+ (blue), Fe2+ (green), and a weighted sum of both (red).
Open symbols in (e) display the intensity integrated over ∆E = 3 meV and
∆Q = 0.5 Å−1.

at 20 meV, where the resonance energy is expected, there is no contribution stem-
ming from the Fe-ions and thus no resonance signal. In order to exclude that the
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5.3 Summary and Discussion

presented slice in Fig.: 5.3(e) is too narrow, the integration interval was extended
from ∆E = 0.5 meV to 3 meV and from ∆Q = 0.2 Å−1 to 0.5 Å−1. However, the fit
result is unaffected, c.f. Fig.: 5.3(e). Additionally, other energies around 20 meV
with various integration intervals were analysed in the same way (not shown), but
the result is identical to the presented one.

5.3 Summary and Discussion
The excitation levels in NdF13 were investigated by a TOF experiment. In total
there are seven CF levels reported for NdF13, thereby the five lowest levels ob-
served here are in perfect agreement with those reported by Goremychkin et
al. [299] and Cheng et al. [300]. Nd3+ is in a 4I9/2 state, and one would expect five
Kramers degenerate CF excitations, which do not split since the fluorine-doping
suppresses the magneto-structural phase transition, identical with the t-PM phase
of the undoped parent-compound. However, doping changes the electrical poten-
tial surrounding ∼ 43 % of the Nd3+-ions and thus the corresponding CF levels.
Therefore, the spectra contain a superposition of different Nd3+ CF excitations
next to phonons. The phononic contribution to the excitation lines should be
independent of doping and was estimated from the phonon gdos reported by Xiao
et al. for the parent compound [301]. There is some disagreement with the re-
ported CF scheme by Cheng et al. [300] for the 41 meV excitations. This level
was attributed to be a phonon, while Cheng et al. assigned it to a CF excitation.
Note, that in their study there is spurious scattering in this energy window and
increased instrumental background, which could lead to an overestimation of the
signal.
Furthermore, the SRM has been expected at ∼ 20 meV according to the universal
scaling relation in Eq.: (1.5) which, however, is coinciding with a CF excitation.
The corresponding intensity of the CF must be much stronger than the one of the
SRM as the Q dependence adheres to the Nd3+ form factor almost exclusively.
However, the error of the weighted Nd3+, Fe2+ magnetic form factor fit leaves
some space for a very weak SRM. A putative indication to the formation of that
weak SRM is given by the temperature dependence in Fig.: 5.3(b), as the relative
intensity increase with decreasing temperature at 20 meV is larger compared to the
one at 14.6 meV and 41 meV. In general, the (relative) intensity dependence for
the CF excitations is given by the Boltzmann statistics, i.e. with increasing tem-
perature states at higher energies become more populated at the expense of those
states at lower energies. For this reason, the intensity reduction with increasing
temperature should be strongest at 14.6 meV followed by the one at 20 meV and
finally by 41 meV. Since this is not the case, an additional temperature dependent
contribution, e.g. a relative to the CF excitation weak SRM, could be present
at 20 meV. Nonetheless, there must be a SRM in this material and a detailed
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temperature dependence at 20 meV might show the expected order parameter-like
intensity increase at Tc.

5.4 Methods
Two different batches, SE3941 and SE4085, of NdF13 were prepared by using
a two-step solid-state reaction method, similar to that described in Ref. [302]
at the IFW in Dresden. Moreover, samples were characterised by WDX, XRD
and SQUID measurements, also at the IFW and the results are summarised in
Tab.: 5.2. The WDX measurement on SE3941 yields a fluorine doping level of
13(3) %, as well as NdAs and FeAs as possible impurity phases.

Table 5.2: Properties of the F-doped Nd-
FeAsO samples.

SE3941 SE4085
x 0.13(3) –

mass (g) ∼ 6 ∼ 4
a (Å) 3.9651(5) 3.9641(5)
c (Å) 8.5644(10) 8.5609(10)

Tc (K) 50 50
impurity phase

NdAs ≤ 1 % ∼ 2 %
FeAs – –

In order to estimate their portions
powder XRD analysis reveals less
than 1 % and ∼ 2 % of NdAs
in SE3941 and SE4085, respect-
ively. This small amount is too
weak to produce any detectable
CF excitations, which could affect
the presented results. The por-
tion of the FeAs impurity phase
is not mentioned as it contrib-
utes undetectably to the diffracto-
gram. Additionally, the determ-
ined a and c lattice constants for
SE3941 are respectively 0.25 ‰
and 0.41 ‰ larger than in SE4085,
which almost coincides within er-

ror bars. However, these subtle differences do not influence their SC properties as
both susceptibility curves, taken by SQUID measurements, lay perfectly on top
of each other and show a Tc of 50 K. Therefore, in order to increase the sample
volume, both samples were mixed for the TOF experiment while the individual
parameters of each sample are summarised in Tab. 5.2.
NdFeAsO1−xFx is a not well-studied compound as there are only a few phase
diagrams published [303–305]. Comparing the Tc values to those in the literat-
ure [303–305] shows that the observed value is slightly larger for 13 % F-doping.
On the other side Ren et al. reported a Tc of 50 K, when there is a nominal oxy-
gen deficiency of 15 % in NaFeAsO1-δ [16]. As both, oxygen deficiency and fluorine
doping, add electrons to the system a combined effect could cause the deviation.
Malavasi et al. also refined the (O,F)-occupation in their neutron data, while
X-ray techniques like WDX are less accurate for light elements like oxygen and
fluorine than for heavy ones as their cross-section scales quadratically with the
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5.4 Methods

electron number. A possible and more reliable way to compare the samples would
be a phase diagram based on charge carrier density as abscissa rather than the
fluorine doping level.

The TOF neutron scattering experiment was performed at IN4 spectrometer in
the Institute Laue Langevin (ILL) in Grenoble, France. Therefore, the sample
was filled into a ∼ 2 cm × 4 cm sized sachet, made of commercial Al-foil, which
was clamped into an Al-frame. The entire experiment lasted for four days, and
the beamtime was roughly equally distributed on the three different temperatures,
10 K, 38 K and 53 K at which the spectra were taken. Throughout the experiment
the incident wave-length was fixed to λ = 1.1 Å ∼ 67.6 meV. In order to analyse
the spectra the large array manipulation programme (LAMP) provided by the
ILL was used. LAMP converts the raw-data, detected as a function of time and
angle, into S(Q, E) after removing bad detector banks and subtracting a constant
background. Data points within an interval of 0.6 meV are rebinned. Since the
resulting points in (Q, E)-scape are not regularly spaced the Delaunay triangu-
lation method is applied for interpolation on a regular grid. Finally S(Q, E) is
converted into χ′′(Q, E) by correcting for the Bose factor.
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6 Methods: Neutron Scattering
Neutron scattering is a powerful tool to probe lattice and magnetic structures as
well as their corresponding excitations, e.g. phonons, magnons, crystal field (CF)
transitions, spin resonance modes, etc.. The thorough analysis of all these obser-
vations aides to understand the underlying physics of this particular compound,
material class and in extend the holistic phenomena. Throughout this thesis neut-
ron scattering is the principal means of investigation. Despite the complexity of
this technique, only some key points are given here, as there are many textbooks
available, which provide a more detailed overview [306–311]. On a basic level,
the theoretical background of neutron scattering is summarised in Sec. 6.1. Fur-
thermore, the central tool of observation, the triple-axis spectrometer (TAS), is
introduced in Sec. 6.2 and the time-of-flight technique is briefly reviewed in Sec. 6.3
However, two key aspects in this thesis are absolute unit calculation highlighted
in Sec. 6.4 and polarisation analysis in Sec. 6.5 on the other hand side.

6.1 Basics
When a system is probed by neutron scattering the actual scattering process is a
weak perturbation which theoretically can be described within the Born approx-
imation. Therefore, the incident neutrons with momentum ki and the outgoing
neutrons with momentum kf are treated as plane waves. The difference between
ki and kf defines the scattering vector Q = ki − kf while the energy difference
between incident and outgoing neutrons defines the energy transfer to the sample
E = Ei − Ef , i.e. both quantities define the probed point in (Q, E)-space. Ac-
cordingly, the variation of these parameters generates a cut through (Q, E)-space
which eventually displays, for example, the reciprocal lattice, dispersions rela-
tions, crystal field excitation schemes, etc.. Furthermore, during the scattering
process, the probed system may undergo a transition from its initial state i to
another state, called final state f . The transition rate between these two states
are obtained by Fermi’s Golden Rule and the corresponding double differential
cross section is defined as

d2σ

dΩdE

∣∣∣∣
i→f

= ki
kf

( mn

2π~2

)
|〈kf , f |U |ki, i〉|2×

δ (E + Ei − Ef ) ,
(6.1)

with U the interaction potential and the delta-distribution for energy conversation.
Certainly, the double differential cross section is proportional to the measured
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6.2 Triple Axis Spectrometer

intensity, c.f. Sec. 6.4. In order to foster a relation between observed intensities
and theoretical models the transition matrix elements |〈kf , f |U |ki, i〉|2 must be
evaluated and thus the corresponding scattering potentials U be defined. For
nuclear scattering this is described by delta-functions

U(r) = 2π~2

mn

∑
l

bscatl δ (r −Rl) (6.2)

with isotope specific scattering length bscat and l runs over all scattering centresRl.
Additionally, the neutron’s magnetic moment µn can scatter off local magnetic
fields B via dipole-dipole interaction which yields for the associated potential

U = −µn ·B = −µn · µ0

(
∇×

(
µe ×R
R3

)
− 2µB

~
p×R
R3

)
. (6.3)

Thereby the local fields are generated by the magnetic moments from the electrons
µe, whereas the first part in Eq.: (6.3) originates from the electron’s spin while
the second part is due to its orbital motion with momentum p. A particularity for
magnetic neutron scattering, i.e. of the dipole-dipole interaction, is that the cor-
responding double differential cross section is proportional to the local magnetic
field perpendicular to the scattering vector Q. Accordingly, only the perpendicu-
lar part of the magnetic signal with respect to Q can contribute to the measured
intensity which aides to determine its polarisation, c.f. Sec. 6.5.
In general, the evaluation of the transition matrix elements spawn pair correla-
tion functions which are directly related to the imaginary part of the dynamical
susceptibility χ′′(Q, E) via the fluctuation-dissipation theorem. The calculation
of χ′′(Q, E) in absolute units is presented in Sec. 6.4. There only the results for
the corresponding double differential cross sections are quoted, as more detailed
information on the theoretical aspects of neutron scattering, in particular, the
derivation of d2σ

dΩdE can be found in various textbooks like in Ref. [309–311].

6.2 Triple Axis Spectrometer
The most versatile tool to map large portions of (Q, E)-space is the triple-axis
spectrometer (TAS) which is extensively used in this thesis and schematically
depicted in Fig.: 6.1. In reactor based neutron sources, like FRM-II, LLB and
ILL, free neutrons are obtained by nuclear fission processes of 235U similar to a
nuclear power plant, however in very small scale. For experimental usage the
self-supported chain reaction generates in average 1.7 neutrons per fission1 whose
energies are in the MeV regime, typical for nuclear processes but much too high for

11.7 = 2.7−1 as one generated neutron is needed to sustain the self-supported chain reaction
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Figure 6.1: Basic layout of a Triple-Axis Spectrometer. The monochro-
mator (A1) defines ki while the monitor on the primary spectrometer arm
estimates the incident flux on the sample (A3). For polarisation analysis guide
fields and spin flippers/nutators are installed before and after the sample stage
which contains the XYZ-Helmholtz coil or CryoPAD in that case. Higher order
contaminations are suppressed by a filter as those scattered neutrons with kf
are picked by the analyser (A5) to be counted in the detector. A broad re-
gion of (Q, E)-space can be accessed by rotating all parts of the spectrometer,
which are according to ILL labelling: (A1) monochromator, (A2) spectrometer
parts beyond A1, (A3) sample which is also called e1, psi or ω depending on
the neutron facility, (A4) spectrometer parts beyond A3, (A5) analyser and
(A6) detector.

solid state spectroscopy in the meV regime. Therefore, a moderator with temper-
ature Tmod is employed in which the neutrons thermalise via scattering processes.
According to the moderator temperature neutrons are called cold for Tmod . 50 K,
thermal for Tmod ∼ 300 K and hot for Tmod & 1000 K and their corresponding en-
ergy distribution is given by the Maxwell-Boltzmann distribution. Consequently,
the moderator tailors the neutron flux to optimise the experimental conditions
for specific tasks, i.e. as a rule of thumb cold neutrons to explore the low-energy
regime, thermal for the mid- to high-energies and hot for structure determination.
Although these neutrons adhere to the Maxwell-Boltzmann distribution, now, they
are still a white beam. Selecting a particular initial momentum ki is obtained by
Bragg scattering from the monochromator crystal (first TAS axis). For experi-
ments without polarisation analysis, which are presented in this thesis, the neut-
ron beam was monochromatised by the (0, 0, 2) or (0, 0, 4) nuclear Bragg peak of
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6.2 Triple Axis Spectrometer

pyrolytic graphite, abbreviated as PG(002) or PG(004). The same abbreviations
hold for the analyser as well. In case of an experiment with polarisation analysis,
the magneto-nuclear (1, 1, 1) Bragg peak of the Heusler alloy Cu2MnAl is used.
Moreover, a strong magnetic field ∼ 1 T is applied at the monochromator/analyser
crystal to saturate their magnetic moments and to align/pin the neutron’s spin
polarisation2. Due to a magnetic-nuclear interference term, only neutrons with,
say, spin up are scattered, c.f. Sec. 6.5, and thus a polarised beam is generated or
analysed.
A monitor is installed behind the monochromator and is nothing less than a very
inefficient detector in order to estimate the incident flux on the sample, by e.g.
capturing only every 10.000th neutron. Note that the incident flux on the sample
varies over time as the neutron source fluctuates and that the reflectivity of the
monochromator depends on ki. Therefore, monitoring the incident flux prevents
the observation of artefacts, and is essential for absolute unit calculation, c.f.
Sec. 6.4. However, higher order neutrons, i.e. lambda-halves contaminations, are
captured in the monitored incident flux also and must be corrected via a monitor-
correction, which is provided by the corresponding local contact.
On the primary spectrometer arm, a guide field to preserve the neutron’s polarisa-
tion and spin flippers/nutators to adjust it in the desired direction can be installed
in case of an experiment with polarisation analysis. The spin flipper/nutator con-
sist at least of one coil whose magnetic field is tuned to the incident neutrons
velocity to fulfil the required precession. Otherwise, there can be collimators or
aperture slits for background discrimination. At the sample stage (second TAS
axis) the sample and its experimental environment are installed, e.g. cryostats,
high-pressure cells, furnaces, time-resolved switching devices, magnets, etc.. In
any case the scattered neutrons will have a final momentum kf which is ”defined”
by the analyser (third TAS axis), meaning only those neutrons with the targeted
kf will be detected. Again, a guide field and spin flippers/nutators can be in-
stalled on the secondary spectrometer-arm, in order to rotate the to-be analysed
polarisation direction of the scattered neutrons in such a way that only these will
be scattered by the analyser. A brief summary of the spectrometers used in this
thesis, their names, locations, moderator classifications, employed monochromat-
ors and analysers as well as the corresponding filters are listed in Tab.: 6.1.

By the rotation of all three axes, a large portion of (Q, E)-space can be accessed.
According to the notation at ILL3 the monochromator rotation angle is labelled
with A1, A2 for the primary spectrometer arm and everything beyond, A3 is the
sample stage, or e1 at LLB, psi at FRM-II or ω in some textbooks, A4 is the sec-

2since the neutron is a spin-1/2 particle there are only to discrete possibilities, i.e. spin up
or down with respect to the field direction and no spontaneous transitions (spin-flip) in between

3different at different facilities
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ondary spectrometer arm and everything attached to it, A5 rotates the analyser
and A6 the detector. Note that there are facility-dependent notations for the angle
which rotates the sample, and thus there are different notations for the rocking
scans in this thesis as well as in the literature. Technically, monochromator and
analyser, and thus ki and kf are confined on a plane, as those components are not
lifted due to their heavy shieldings. The plane in which ki and kf are confined
is called scattering plane and set by the sample orientation, which thus provides
a well-defined Q. Therefore, any (Q, E)-position confined to the scattering plane
can be accessed by varying ki and kf , i.e. by moving the spectrometer arms and
rotating the sample appropriately.

More detailed information on the instrumentation of a TAS can be found in
Ref. [306–308].

Table 6.1: Used neutron scattering instruments and their corresponding
configurations.
instrument facility sort mono ana filter
PANDA FRM-II cold PG(002) PG(002) cooled Be
PUMA FRM-II thermal PG(002) PG(002) PG
IN4 ILL thermal PG(004) TOF –

IN8 ILL thermal
PG(002)

PG(002) PG
Si(111)

IN20 ILL thermal
Heusler(111) Heusler(111)

PG
Si(111) PG(002)

IN22 ILL thermal Heusler(111) Heusler(111) PG
2T LLB thermal PG(002) PG(002) PG
3T1 LLB thermal PG(002) PG(002) PG
4F1

LLB cold PG(002)
PG(002)

cooled Be
4F2 Heusler(111)
G43 LLB cold PG(002) PG(002) colled Be
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6.4 Absolute Unit Calculation

6.3 Time-of-Flight Spectrometer, IN4
The data presented in Chap. 5 are obtained at the time-of-flight (TOF) spec-
trometer IN4 at ILL. Although this is the only experiment conducted at a TOF
spectrometer its principle of work is outlined in the following. The main differ-
ence between a TOF spectrometer and a TAS is that the latter contains a analyser
crystal in order to investigate kf , while the former does not. Instead, the TOF
spectrometer consists of a large detector unit and measures the neutrons’ time of
flight after the scattering process; to be precise by knowing the distance between
sample and detector the time of flight and thus the energy E can be classically
calculated. Furthermore, the large detector unit consists of many single detectors,
which are grouped into several banks to cover a certain solid angle. Accordingly,
the neutron’s detection position allows to recalculate the corresponding Q, and
thus large portions of (Q, E)-space can be mapped simultaneously.
Obviously, this kind of spectrometer cannot operate with a continuous neutron
flux as this would obfuscate information on the transferred energy. Therefore,
the TOF spectrometer is either operated at a spallation source which intrinsically
supplies a pulsed neutron flux or, as it is the case for the IN4 TOF spectrometer
at ILL, a continuous neutron flux from the reactor source is chopped into short
pulses. The incident neutron momentum ki

4 is defined by a velocity selector,
or at IN4 by a monochromator crystal. Note that the thermal neutron beam is
monochromatised before it is chopped.

More detailed information about the TOF technique and the IN4 spectrometer
can be found in Ref. [306,307] and on the corresponding webpage5.

6.4 Absolute Unit Calculation
In a neutron scattering experiment, the reciprocal space is probed, and the result-
ing information is encoded in (detector) counts either per time interval or monitor
counts. To decode the information knowledge of the intensity distribution in re-
ciprocal space and in energy, I(Q, E), is sufficient in most cases, e.g. for structural
refinements or tracing intensity changes when an external control parameter, like
temperature T , magnetic field B, pressure p, etc. is varied. However, a quantitat-
ive comparison of the intensities between different experiments is impeded as each
dataset is ”individual”; meaning it contains instrument specific resolution effects,
sample illumination, counting time, etc.. Therefore, the comparable quantity is
the double differential cross section d2σ/dΩdE which is related to the measured

4or with an elaborated chopper system several ki can be selected simultaneously [312]
5https://www.ill.eu/users/instruments/instruments-list/in4c/description/

instrument-layout/
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intensity I(Q, E) via a four-dimensional convolution with the instrumental resol-
ution R

I(Q, E) = Φscale

(
R ∗ d2σ

dΩdE

)
(Q, E) , (6.4)

R(Q, E) = R0(Q, E) exp
(
−1

2∆ ·M(Q, E) ·∆t

)
,

∆ =
(
Q′x −Qx, Q

′
y −Qy, Q

′
z −Qz, E

′ − E
)

withM(Q, E) being the resolution matrix within the Cooper-Nathans or Popovici
approximation6 [190, 313], ∆ is the four-dimensional difference vector in (Q, E)-
space, R0(Q, E) accounts for the instrumental efficiency and, among other factors,
the resolution-volume normalisation, and Φscale is an overall scaling factor, which
includes among other factors the sample volume and illumination, incident flux
and counting time [189, 243, 308]. In order to calculate the double differential
cross section, in particular, χ′′(Q, E) and thus the scattering intensity of the spin
resonance mode of Na-doped BaFe2As2, c.f. Chap. 2, Φscale must be determined
and the convolution process be dealt with. Reslib, a Matlab routine, realises
this by fitting the convolution of a model for the double differential cross section
and the resolution to the data [189]. Consequently, Φscale can be determined if it
is the only free parameter concerning the overall intensity, i.e. when d2σ/dΩdE
is completely determined. In this context, calculating the intensity of an acous-
tic phonon is very suitable, as it is an intrinsic property of the sample [207]. In
addition, there are two alternative methods for absolute unit determination; one
is based on sample elastic incoherent scattering the other on using a reference
standard as discussed in detail by Xu et al. [207]. Using the reference standard,
e.g. Vanadium, is seldom done for TAS experiments as it requires the repetition
of all performed scans which is too time-consuming. On the other hand, this
is the modus operandi in TOF experiments (though not conducted in Chap. 5).
Normalising on incoherent scattering is difficult as to the measured intensity, the
sample, as well as its environment, contributes. This results easily in an over-
estimated reference and thus in an underestimated signal; which would explain
why Wang et al. [210] observed a 6 times less intense SRM in optimally doped
Ba(Fe1−xCox)2As2 in comparison to Inosov et al. [131] who normalised on phonon
scattering.

Following various textbooks on neutron scattering [306, 308, 309, 311] the double

6The Popovici approximation describes the resolution in terms of beam divergences due to
Soller collimators as well as shape and dimension of the source, monochromator, sample, ana-
lyser, and detector. In the Cooper-Nathans approximation the resolution is entirely determined
by the (beam) divergences of each spectrometer component. Additionally, the corresponding
reflection and transmission coefficients are considered [189–191,313].
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6.4 Absolute Unit Calculation

differential cross section for phonons is defined as(
d2σ

dΩdE

)
phon

= Nnuc~2kf
ki

n(E) + 1
2E(q) |Fdyn (Q)|2 δ (E − E(q)) , (6.5)

Fdyn (Q) =
∑
j

bscatj√
mj

Q · ξj,s (q) eiQ·rje−Wj(Q),

where Fdyn denotes the dynamical structure factor, Nnuc the number of nuclear
unit cells, bscatj the scattering length and mj the mass of atom j, ξ is the polar-
isation vector, s labels the phonon branch, e−Wj(Q) the Debye-Waller factor and
n(E) the Bose population factor (at fixed temperature). The Reslib routine in-
corporates the final/initial momentum ratio kf/ki to the resolution, however, here
it is written explicitly to keep consistency with wide-spread literature. In case of
acoustic phonons Fdyn simplifies further for q → 0 as

lim
q→0

ξj,s(q)
√
mj

= ê(q)√
M
,

⇒ Fdyn(Q) = Q cos(ϕ)√
M

∑
j

bscatj eiQ·rje−Wj(Q),

while M is the total mass of all atoms in the unit cell [243, 308] and the angle
between scattering vector Q and polarisation of the phonon mode is given by
cos(ϕ), which is close to 1 if the scan path is reasonably chosen. Therefore,
d2σ/dΩdE for acoustic phonon scattering can be written as(

d2σ

dΩdE

)
phon

=Nnuc
kf
ki

(~Q)2

2mn

n(E) + 1
E(q)

mn

M
cos(ϕ)×∣∣∣∣∣∑

j

bscatj eiQ·rj−Wj(Q)

∣∣∣∣∣
2

δ (E − E(q)) .
(6.6)

In the numerical implementation the delta-distribution is approximated by a
Gaußian with a small but finite width of 0.05 meV while the acoustic phonon
dispersion for small q is given by E = αq. Only phonons adhering to this approx-
imation were treated in this thesis, for the general case E(q) must be modelled by
the holistic phonon dispersion.
Furthermore, the differential cross section for elastic magnetic Bragg scattering is
defined as (

dσ

dΩ

)
mag

=
(γr0

2

)2
Nmag

(2π)3

Vmag

∑
Q

δ (k −Q)×

∣∣∣∣∣∑
j

gS⊥f(Q)eiQ·rj

∣∣∣∣∣
2

e−2W (Q),

(6.7)

110



with γr0/2 = p = 2.695 fm corresponds to the scattering length of a single mag-
netic moment of 1µB, while γ is the gyromagnetic ratio of the neutron and r0
the classical electron radius. f(Q) the magnetic form factor, g denotes the Landé
factor and gS⊥ = µ⊥ is the perpendicular projection with respect to the scatter-
ing vector Q of the ordered moment in units of µB. Note that in a (unpolarised)
neutron experiment only this projected component contributes to the measured
intensity. Nmag and Vmag account for the number and volume of the magnetic unit
cells, respectively. Within the Reslib routine the delta-distributions in Eq.: (6.7)
are approximated by Lorentzians. Additionally, a very sharp Lorentzian with
width = 0.01 meV for the energy dependence was inserted, as Reslib erroneously
would treat the Bragg peak as energy independent otherwise. Thereby, the cross
section of elastic magnetic scattering, and thus the measured intensity is fully
modelled in the Reslib routine with only two free parameters, the magnetic mo-
ment µ and the overall scaling factor Φscale. When the latter is terminated, e.g.
via a phonon scan in the acoustic limit, the magnetic moment of the sample can
be estimated, as it is done for Na39 in Sec. 2.2.2.

In case of inelastic magnetic scattering the imaginary part of the dynamical sus-
ceptibility χ′′(Q, E) can be calculated from the double differential cross section,
which is defined as [306,308–311]

d2σ

dΩdE =
(γr0

2

)2 kf
ki

N

πµ2
B

e−2W (Q)

1− e−
E

kBT

f 2(Q)×∑
α,β

(
δαβ − Q̂α · Q̂β

)
· χ′′α,β(Q, E),

(6.8)

where N accounts for the number of unit cells again.
(
δαβ − Q̂α · Q̂β

)
is the

polarisation factor, which states that only the perpendicular part of the magnetic
signal with respect to the scattering vectorQ contributes to the double differential
cross section. For an isotropic signal the sum over the spatial coordinates α
and β would result in a factor 2, but in case of anisotropy it must be evaluated
appropriately. To transform χ′′(Q, E) to an absolute scale requires two things:
first the overall scaling factor Φscale must again be known, i.e. be terminated from
phonon scattering in the acoustic limit, and second, a model for χ′′(Q, E) must be
defined. Consequently, Reslib convolutes the given model with the instrumental
resolution and fits it to the data7. Note that the in this way fitted data still
contain the convolution with the resolution and the geometry factor, even after
normalising with Φscale. Therefore the fitted data is not χ′′(Q, E) but R ∗ d2σ

dΩdE ,
however in units of µ2

B/eV·f.u.. The systematic error of this method is estimated
7data format must be (H,K,L,E, I, dI), with H,K,L in reciprocal lattice units, E the

transferred energy and I, dI the intensity in counts, respectively its corresponding error.
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6.5 Polarisation Analysis

to be 20-30% [207], but error-bars in all figures of this work correspond to the
standard deviation of the count-rate and do not include the errors caused by the
normalisation process.

6.5 Polarisation Analysis
Polarised neutron scattering is a powerful tool to separate nuclear and magnetic
scattering components and to spatially resolve the orientation of magnetic signals.
Accordingly, the neutron’s spin must be analysed and the corresponding double
differential cross section8 is defined as

d2σ

dΩdE

∣∣∣∣
si→sf

=kf
kI

∑
i,f

P (i)
∣∣∣∣∣〈f |∑

l

eiQ·rlU
sisf

l |i〉

∣∣∣∣∣
2

×

δ (E + Ei − Ef ) ,

(6.9)

with si(sf ) the initial(final) neutron spin, P (i) the probability factor of the ini-
tial state and U sisf the spin-dependent scattering amplitude, while l labels the
associated scattering centres. The scattering amplitudes are defined as

U sisf = 〈sf | bscatl − πlS⊥ · σ +BlI l · σ |si〉 , (6.10)

whereby bscatl denotes the coherent nuclear scattering length, πlS⊥ = p · f(Q) ·
µ⊥ the magnetic scattering amplitude9, p = 2.695 fm and Bl the spin-dependent
nuclear magnetic scattering amplitude. In a pioneering work of Moon, Riste and
Koehler [314] the spin-dependent scattering amplitudes in Eq.: (6.10) were derived
as10

U↑↑ = bscat − pS⊥,x +BIx (6.11a)
U↓↓ = bscat + pS⊥,x −BIx (6.11b)
U↑↓ = −p (S⊥,y + iS⊥,z) +B (Iy + iIz) (6.11c)
U↓↑ = −p (S⊥,y − iS⊥,z) +B (Iy − iIz) (6.11d)

where x is parallel to Q. Close examination of these equations yields that nuc-
lear scattering is always a non-spin-flip (NSF) process, (↑↑) or (↓↓), when nuclear
magnetic scattering is neglected. Moreover, when the neutron’s polarisation P is

8holds for elastic and inelastic scattering alike, but only the spin-dependence is considered
here

9the index ⊥ symbols that only the perpendicular part of the magnetic signal with respect
to Q contributes to the intensity

10the indices are cyclically exchanged as in the original publication in order to match the
frame of reference here
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Figure 6.2: Frame of reference for polarisation analysis. The polarisation
analysis allows to differentiate the intensity contributions in the SFx, SFy and
SFz channels, respectively, along the three principal directions a, b and c. For
each SF channel the corresponding contributions are derived, based on the
selection rules for neutron scattering. In the given frame of reference Q||x, y
is perpendicular to x, but still in the scattering plane, while z is normal to it.

along x and parallel to Q magnetic scattering is always a spin-flip (SF) process,
(↑↓) or (↓↑). In particular the SF channel contains only the part of magnetic scat-
tering which is perpendicular to both, the scattering vector Q and the neutron’s
polarisation P as it is summarised in Fig.: 6.2 and Tab.: 6.2. In this example,
the scattering plane is spanned by a and c, while the neutron’s polarisation su-
perimposes a second frame of reference where x is always parallel to Q, y in the
scattering plane, z perpendicular and thus parallel to b. With this second frame of
reference and the corresponding additional ”selection rules” the magnetic signal in
the SF and NSF channels can be decomposed along the three principal axes a, b

Table 6.2: Contributions in the various SF and NSF channels. According
to the frame of reference as defined in Fig.: 6.2 the various contributions to
the SF and NSF channels are resolved.

Polarisation spin-flip (SF) non-spin-flip (NSF)

P||x
Mc cos2(α) +Ma sin2(α)

N + BG′
+Mb + BG

P||y Mb + BG
Mc cos2(α) +Ma sin2(α)

+ N + BG′

P||z
Mc cos2(α) +Ma sin2(α)

Mb + N + BG′
+ BG
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6.5 Polarisation Analysis

and c. The angle α is given by Q and a and the corresponding cos2 (α) (sin2 (α))
is summarised in the geometry factor g (Q) . For the polarisation analysis in
Chap. 2 and Chap. 3 a is the magnetic ordering direction of the pure host com-
pound BaFe2As2 in the o-AFM phase, i.e. along [1, 1, 0]tet = [1, 0, 0]ort, while c
denotes the directions perpendicular to the FeAs-layers.

Furthermore, Eqs.: (6.11) are the theoretical basis to generate a polarised and
monochromatic neutron beam as nuclear and magnetic scattering amplitudes are
contributing coherently. If a magnetic field B polarises the neutrons perpendic-
ular to Q and magnetises the ferromagnetic monochromator crystal accordingly,
then the scattering amplitudes are given by(

dσ
dΩ

)(↑↑)

= |FN(Q) + FM(Q)|2(
dσ
dΩ

)(↓↓)

= |FN(Q)− FM(Q)|2 .

Consequently, a monochromatised and polarised beam results at hkl positions of
equal nuclear and magnetic structure factors, which is the case at the (1, 1, 1)
reflection of the Heusler alloy Cu2MnAl, for example. The polarisation of the
scattered neutrons is analysed in the same way. A measure for the polarisation
quality is the flipping ratio (FR) i.e. the intensity ratio of ISF/INSF which is
directly related to the total polarisation Π via

Π = ISF − INSF
ISF + INSF

= FR− 1
FR + 1 . (6.12)

For Heusler - Heusler set-up typical flipping ratios are FR ∼ 14 which corres-
ponds to a total polarisation of Π ∼ 86 %. Technically, guide-fields and spin-
flippers/nutators are installed additionally on the spectrometer arms in order to
preserve the neutrons polarisation and to adjust it in the desired direction of ex-
amination. At the sample stage this is realised by either a XYZ-Helmholtz coil or
the CryoPAD11. The XYZ-Helmholtz coil always generates a small magnetic field
at the sample and only the three diagonal12 terms of the polarisation matrix can
be analysed. On the other hand, the CryoPAD shields off all magnetic fields at
the sample via a Meißner shield, and thus the off-diagonal terms can be assessed.
Further technical options to polarise the neutron beam are the (2, 0, 0) Bragg peak
in Co0.92Fe0.08 or Fe/Si supermirrors, for example. However, experiments which
were conducted at IN20 and IN22 with polarisation analysis employed a Heusler
crystal for monochromatisation and analysis, while at 4F1 a supermirror was used

11Cryogenic Polarisation Analysis Device
12xx, yy and zz, but in all, up down SF and NSF combinations
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for the polarisation and again a Heusler for the analysis.

More details about the neutron polarisation technique can be found in various
textbooks like in Ref. [307–311].
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Appendix

A.1 Spin Reorientation transitions
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Figure A.1.1:
Temperature dependence of
(0.5, 0.5, 1) magnetic Bragg peak
in Na35a and Na35b. Temper-
ature dependence of the normalised
(0.5, 0.5, 1) Bragg peak intensity of
Na35a and Na35b. Both samples
behave very similar except that TN in
Na35b is ∼ 8 K higher than in Na35a
as shown in the inset.

Although the samples Na35a and Na35b should be nominal of the same composi-
tion, Na35b displays a TN which is ∼ 8 K higher than the TN in Na35a. Despite
a thorough characterisation, the EDX method contains an intrinsic error of 1-
2 %. The observed discrepancy in TN must be within the EDX error and can
be explained by the steepness of the corresponding phase boundary in the phase
diagram. Note on this occasion, the phase boundary of c-AFM and SC+M domes
are rather flat, and thus will only be marginally affected by a slight deviation
of x, in this region. However, when normalised on their maximum the temper-
ature dependence of Na35a and Na35b are very identical in regard to Treo and
the suppression of the ordered magnetic moment below Tc as Fig.: A.1.1 clearly
documents.
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A.2 Magnetic Excitations in Ba1−xNaxFe2As2

A.2 Magnetic Excitations in Ba1−xNaxFe2As2

The raw data of the E-scans at L = 1 and 3 at PUMA spectrometer for Na35b and
the corresponding background estimations are shown in Fig.: A.2.1. The Q posi-
tions to estimate the background were (0.4, 0.4, 1.74) for L = 1 and (0.4, 0.4, 3.32)
as well as (0.6, 0.6, 2.55) for L = 3. Note that the given Q positions were chosen in
such a way that Q is kept constant. Additionally, background points which result
from the Q-scans were inserted as well. Moreover, the background is described
by a polynomial.

The raw data of the E-scans at L = 1 and 3 at PUMA spectrometer for Na39
and the corresponding background estimations are shown in Fig.: A.2.2. The raw
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Figure A.2.1: Raw data and estimated background for Na35b. (a) Back-
ground (bg) scan for L = 1 at (0.4, 0.4, 1.74) for various temperatures. Lines
correspond to a polynomial fit. (a’) E-scan at L = 1 for the same temper-
atures as in (a). (b) Background scans for L = 3 at (0.4, 0.4, 3.32) and at
(0.6, 0.6, 2.55) for various temperatures. (b’) E-scan at L =3 for the same
temperatures as in (b).
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data of the E-scans at L = 1 and 3 at PUMA spectrometer for Na39 and the cor-
responding background estimations are shown in Fig.: A.2.2. The Q positions to
estimate the background were (0.36, 0.36, 1.92) for L = 1 and (0.254, 0.254, 3.634)
as well as (0.685, 0.685, 2.005) for L = 3. Note that the given Q positions were
chosen in such a way that Q is kept constant. Additionally, background points
which result from the Q-scans were inserted as well. Moreover, the background is
described by a polynomial. In particular, the phonon scans and the background
subtracted spectra at 3.5 K for L = 1 lie perfectly on top of each other, which
documents clearly that both experiments can be combined in the analysis.
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Figure A.2.2: Raw data and estimated background for Na39. (a) E-scan
and background at (0.36, 0.36, 1.92) for L = 1 at 3.5 K for both experiments.
The lines correspond to polynomial fits. After background subtraction both
spectra lie perfectly on top of each other as the inset shows. (b) E-scan at L
= 1 at various temperatures but always in the normal state. (c) E-scan and
background scans at (0.254, 0.254, 3.634) and at (0.685, 0.685, 2.005) for L = 3
at 3.5 K and 31.6 K. (d) Phonon scans of Exp1 and Exp2 at 3.5 K which lie
perfectly on top of each other in both cases.
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A.2 Magnetic Excitations in Ba1−xNaxFe2As2

The raw data of the E-scans at L = 1 and 3 at PUMA spectrometer for Na40
and the corresponding background estimations are shown in Fig.: A.2.3. The raw
data of the E-scans at L = 3 and 1 at PUMA spectrometer for Na40 and the cor-
responding background estimations are shown in Fig.: A.2.3. The Q positions to
estimate the background were (0.36, 0.36, 1.92) for L = 1 and (0.254, 0.254, 3.634)
for L = 3. Note that the given Q positions were chosen in such a way that Q
is kept constant. Additionally, background points which result from the Q-scans
were inserted as well. Moreover, the background is described by a polynomial. In
particular, the phonon scans lie perfectly on top of each other, which documents
clearly that both experiments can be combined in the analysis.
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Figure A.2.3: Raw data and estimated background for Na40. (a) Back-
ground (bg) scan for L = 3 at (0.254, 0.254, 3.634) for various temperatures.
Lines correspond to a polynomial fit. (a’) E-scan at L = 3 for the same tem-
peratures as in (a). (b) E-scan at L = 1 and its corresponding background at
(0.36, 0.36, 1.92) at 3.5 K and 40.5 K. Again, the solid line is a polynomial fit
to the bg. (c) Phonon scans of Exp1 and Exp2 at 3.5 K which lie perfectly on
top of each other in both cases.
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Figure A.2.4: Phonon scans in Na35b, Na39 and Na40. The presented
phonons are described by Lorentzians in the Reslib routine, respectively for
Na35b, Na39 and Na40 in (a)(b)(c).

The phonon scans, which were used for the absolute unit calculation are shown in
Fig.: A.2.4. For Na39 and Na40 the presented data points result from the com-
bination of the two scans shown in Fig.: A.2.2(d) and Fig.: A.2.3(d), respectively.
Nonetheless, the obtained phonons were described by Lorentzians in the Reslib
routine. Thereby, the different scaling factors Φscale, summarised in Tab.: A.2.1
were obtained, which were used to transform the INS data to an absolute scale.

The magnetic Bragg peaks in Na39 and their corresponding description by the
Reslib routine are given in Fig.: A.2.5. Since the Reslib routine cannot deal
with δ-functions, which were given in the cross section for magnetic Bragg scat-
tering in Eq.: (6.7), these were modelled by sharp Lorentzians. Furthermore, the
broadening due to the convolution with the experimental resolution is indicated,
by inserting the (normalised) Lorentzian model for the magnetic Bragg peak in
Fig.: A.2.5. In addition, the model parameters and the obtained ordered magnetic
moments for Na35b and Na39 are listed in the table on the right-hand side of the
figure.

Table A.2.1: Scaling factors obtained from phonon scattering
sample Φscale

Na35b 228(14)
Na39 429(8)
Na40 107(7)
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A.2 Magnetic Excitations in Ba1−xNaxFe2As2
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Figure A.2.5: Reslib fits to magnetic Bragg peaks in Na39. The magnetic
Bragg peaks were modelled by Lorentzians, while the solid lines are the Reslib
fit and the dotted lines the pure model. On the right hand side is a table
summarising the employed parameters.

122



A.3 Spin Excitations in Na25 and Na31

For Na25 the raw data, estimated background, the phonon scan as a reference to
combine the two experiments Exp1 and Exp2 at PUMA spectrometer and their
weighted average are shown in Fig.: A.3.1. The positions to estimate the back-
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Figure A.3.1: Raw data of Na25 and their weighted average. (a)(a’)
E-scan at L = 1 at various temperatures whereas the open symbols indicate
the background, respectively for Exp1 and Exp2. (b)(b’) same as in (a)(a’)
but for L = 3. (c) Phonon scans to enable the combination of Exp1 and
Exp2. (d)(d’) Corrected and renormalised spectra at 3.5 K at L = 1 and 3
respectively. (e)(e’) Same as in (d)(d’) but at 12 K. Note that the weighted
average also includes scans at (0.5, 0.5, 3) and (0.5, 0.5, 3) from Exp2 which are
symbolised by (x) and (-). (f)(f’) Same as in (d)(d’) but at 130 K.
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Figure A.3.2: Raw data of Na31 and their weighted average. (a)-(d) E-
scan at L = 1, 2, 3 and 5 at various temperatures whereas the open symbols
indicate the background for Exp1. (d’) same as in (d’) but in Exp2. (e)-
(g) Corrected and renormalised spectra for L = 5 at 3.5 K, 20 K and 50 K,
respectively.

ground for L = 1 in Fig.: A.3.1(a) are (0.458, 0.458, 1.375) and (0.542, 0.542, 0.180)13

for Exp1 while those for Exp2 are given in (a’) at (0.3, 0.3, 2.13). The same for L =
3 is given in Fig.: A.3.1(b) (0.36, 0.36, 3.415) and (0.64, 0.64, 2.339) for Exp1 and in
(b’) (0.3, 0.3, 3.54) and (0.7, 0.7, 1.92) for Exp2. Note that the data at L = 1 were
not discussed in the main text and are displayed here for the sake of completeness.

The raw data and the background estimation for Na31 measured at 2T spec-
trometer are shown in Fig.: A.3.2(a)-(d’), respectively. To estimate the back-
ground scans sufficiently away from the signal were conducted, i.e. for L = 1
at (0.3, 0.3, 2.12), for L = 2 at (0.3, 0.3, 2.74), for L = 3 at (0.3, 0.3, 3.54) and
(0.7, 0.7, 1.93) and for L = 5 at (0.3, 0.3, 5.34) and (0.7, 0.7, 4.44). For L = 5 the

13this estimation is based on a clockwise and counter-clockwise rotation away from the central
position and is not a clever choice as some residual signal still may be contained.
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data at 3.5 K, 20 K and 50 K were weighted averaged in order to increase statistics.
The corrected data for Exp1 and Exp2 as well as their averaged are depicted in
Fig.: A.3.2(e)(f)(g) respectively.
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A.4 Magnetic Excitations in Ba(Fe1−xCox)2As2

A.4 Magnetic Excitations in Ba(Fe1−xCox)2As2

The L dispersion of SRM-1 and its intensity dependence in BaCo60 are attempted
to elucidate by fitting the data from Fig.: 3.9(d) with two log-normal functions,
one for SRM-1 and SRM-2 each, on top of a constant but L dependent back-
ground. Accordingly, the fits are shown in Fig.: A.4.1(a) and the region around
SRM-1 is magnified in (a’). Note that this is rather an attempt than a thorough
analysis, as the excitation spectra most likely contain more features than to be
captured by two log-normal functions, and a detailed background estimation is
missing. Moreover, the width for both modes are a global fit parameter, and for
L = 0 and 2, the resonance energies are set to be identical, due to symmetry.
In this context, the obtained and Fe2+ magnetic form factor corrected intensity
dependence of SRM-1 and SRM-2 is given in Fig.: A.4.1(b). For SRM-1, the in-
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Figure A.4.1: Attempt to elucidate ESRM−1(L) in BaCo60. (a) Same data
as in Fig.: 3.9(d), but fitted with two log-normal functions. (a’) Magnified
part from (a) around SRM-1. (b) L dependence of the obtained amplitudes
from the fits in (a). (c) L dispersion of SRM-1, based on the fit results from
(a).
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tensity decreases away from the Γ-point, similar to SRM-1 in Ba1−xNaxFe2As2.
Additionally, SRM-2 seems also decreasing in intensity away from the Γ-point, but
only a thorough analysis of the SC-NS difference spectra, i.e. when the normal
state contributions are removed, can tell whether there is a L dependence of the
intensity.
Another aspect is the L dispersion. In Ba1−xNaxFe2As2 both SRMs dispersed up-
wards and showed identical bandwidths. While SRM-2 in BaCo60 is clearly in line
with this observation, the situation for SRM-1 is different as there is dispersion
resolvable.

The same analysis is attempted by modelling SRM-1 with a Gaußian and SRM-2
again with a log-normal, which, however, provided the same result.
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A.5 Incommensurate to Commensurate Magnetic
Excitations in LiFe0.95Co0.05As

Magnetic excitation in LiCo05 were investigated by transversal scan, i.e. along
(h, 1-h), similar to the procedure Qureshi et al. performed for LiFeAs [186].
Thereby, excitations at 5 meV, 7.5 meV, 10 meV and 12.5 meV and in each case at
1.5 K, 12 K and 70 K were probed. The results are summarised in Fig.: A.5.1(a)-
(d), where apparently commensurate excitations are observed on an intriguingly
incommensurate mountain-like background of undeclared origin. However, a tent-
ative attempt to analyse the observed spectra is given below.
Although the scan paths in reciprocal space are almost identical, rocking scans
were performed, meaning scans where the absolute value of Q is not changed,
c.f. Fig.: A.5.1(e), whereas the corresponding centre-positions are marked as col-
oured arrows in (a)-(d). As a rule of thumb, those scans provide a better signal
and background estimation than a scan where the magnitude of Q is changed.
In this context, the rocking scan over the peak centred at Qc = (0.2, 0.8, 0) and
E = 5 meV is only a flat line, which indicates it is background signal. Moreover,
this mountain-like spectra was simulated with Reslib in Matlab, by assuming
that the incommensurate magnetic excitations, as in the parent compound, were
unaltered by doping. The spectra could not be reproduced, even if both samples
are rotated against each other by as much as 10° (not shown). As a consequence,
the additional peaks in Fig.: A.5.1(a)(d) at 12 K were fitted by Gaußians, indicated
by the dashed lines, and treated as background. The temperature dependence of
the background is captured by adjusting the constant off-set and keeping the re-
maining parameters fixed. In this context, the background for scans at 7.5 K and
10 meV in Fig.: A.5.1(b)(c) was inspired, although not the entire scan path was
measured. Furthermore, the chosen approach to analyse the data, displays a flaw,
next to its questionable assumptions, when the obtained peak width of the signal
is plotted as a function of energy, c.f. (b). Typically, the width increases with
increasing energy transfer, as the associated TAS Q-resolution becomes broader,
instead spin excitations at 12 meV are the sharpest.
Trying to analyse whether the background subtracted signal at 5 meV and 1.5 K,
given Fig.: A.5.1(f), is already commensurate or still incommensurate, despite of
the enhanced nesting conditions, a corresponding model was fit to it with the
Reslib routine. Although, both models seem to describe the data equally well,
the resulting incommensurability has an error of 0.1 rlu, which is almost as big as
the incommensurability in LiFeAs itself [186,267]. Consequently, the commensur-
ate model seems better suited, however, since signal and experimental background
cannot be separated unambiguously, this is not a clear statement. Furthermore,
when the obtained integrated and normalised intensity is inserted in Fig.: 4.4(d)
it would erroneously indicate a decrease of the spin fluctuation strength, in con-
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tradiction to the 1/T1T data from Dai et al. [60].

Unfortunately, since signal and background cannot be separated unambiguously,
the corresponding analysis reaches a dead end.
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Figure A.5.1: Q-scans at various energies and temperatures of LiCo05.
(a)-(d) Transversal Q-scans at 1.5 K < Tc, 12 K & Tc and 70 K � Tc with
energy transfers of 5 meV, 7.5 meV, 10 meV and 12.5 meV, respectively. Each
spectra is fitted by three to five Gaußians, whereas dotted lines denote the
background level and solid lines the signal. The inset in (b) shows the extracted
widths. (c) Rocking scans over the peak positions at 10 meV and 12.5 meV at
1.5 K and 70 K, and over an additional peak at 5 meV. This proves that the
extracted signal is real in the former case and the additional peak is purely
background in the latter case. Central positions in (e) are indicated by arrows
in (a), (c) and (d) respectively. (e) Fit with the Reslib routine in Matlab
by convolving the experimental resolution with either a commensurate or an
incommensurate model after background subtraction.
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A.6 List of Samples

A.6 List of Samples

Table A.6.1: Investigated samples in this thesis. Sample masses which are
written in red do not exist any more. The given masses refer to those during
the presented experiments.
sample ID composition mass (mg) badge number

Ba1−xNaxFe2As2

Na25 Ba0.75Na0.25Fe2As2 66 SE2029
Na31 Ba0.69Na0.31Fe2As2 125 ?? (IFW1104)
Na35a Ba0.65Na0.35Fe2As2 90 SE1961-A
Na35b Ba0.65Na0.35Fe2As2 294 SE2074
Na39 Ba0.61Na0.39Fe2As2 172 SE3402
Na40 Ba0.60Na0.40Fe2As2 42 SE1969

Ba(Fe1−xCox)2As2

BaCo45 Ba(Fe0.955Co0.045)2As2

756.8 #140904-1-A
686.4 #140904-1-B
679.1 #140904-1-C

BaCo60 Ba(Fe0.94Co0.06)2As2 2880 #090601-A
LiFe1−xCoxAs

LiCo05 LiFe0.95Co0.05As
185

SE3785
113

LiCo18 LiFe0.82Co0.18As

373.8

SE4184
205.2
103.3
101.3

NdFeAsO1−xFx

NdF13 NdFeAsO0.87F0.13
∼ 6000 SE3941
∼ 4000 SE4085
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Abstract
Superconductivity is one of the most mesmerising phenomena in condensed matter
physics research, and the most recent material class, where it was discovered in,
are iron-based superconductors. These compounds display a prodigious interplay
between their lattice/orbital degrees of freedom, magnetic order, superconduct-
ivity and electronic nematicity, which gives rise to a rich phase diagram. Today
there is a broad consensus that superconductivity is driven by spin fluctuations
(paramagnons), whose fingerprint in the excitation spectra (observable by inelastic
neutron scattering) is the so-called spin resonance mode. It is directly related to
the details of the superconducting pairing mechanism, and its connection to the
lattice structure and magnetic order is studied by X-ray, elastic and inelastic neut-
ron scattering experiments in this thesis.
The impact of antiferromagnetic order with large moments on the superconduct-
ing state is investigated by polarised inelastic neutron scattering in underdoped
Ba(Fe1−xCox)2As2, where both orders coexist on a microscopic scale. Since su-
perconductivity emerges in the presence of broad magnetic anisotropy gaps, it
is shown that the corresponding spin resonance mode appears only in the two
transversal channels, at two distinct energies, and longitudinal contributions are
gapped. This situation is in contrast to the one in optimally and overdoped
BaFe2As2, where isotropic spin resonance modes are observed. Concluding, this
anisotropy is attributed to a band- and orbital-selective pairing mechanism.
In Ba1−xNaxFe2As2 the interplay between structure, magnetic order and supercon-
ductivity is more intricate. The spins in the already orthorhombic and magnetic-
ally ordered phase undergo a second magnetic transition at a lower temperature,
which rotates the moments from an alignment within the FeAs-layers to a perpen-
dicular arrangement, by concomitantly suppressing the orthorhombic distortion.
This spin reorientation transition highlights the importance of spin-orbit coupling
in this material class. Moreover, in a naive picture, low-energy spin fluctuations,
which promote superconductivity, rotate concomitantly with the associated static
moments. However, polarised inelastic neutron scattering experiments revealed
that this is not the case, and thus clearly demonstrate that the polarisation of
low-energy spin excitations is uniform in iron-based superconductors.
Furthermore, the spin resonance mode in Ba1−xNaxFe2As2 consists of two con-
tributions which display a remarkably different doping dependence. On the one
hand, the intensity of the high-energy part traces the shape of the superconduct-
ing dome in the phase diagram. While, on the other hand, it is shown by absolute
unit calculation, that the intensity of the low-energy part is the accumulated spec-
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tral weight, which is removed from the magnetic Bragg peaks, as magnetic order
and superconductivity compete for the same electronic states below Tc. For this
reason, the low-energy part is most intense close to the magnetic end-point in the
associated phase diagram and is strongly reduced in intensity beyond that point.
In particular, the low-energy part in Ba0.61Na0.39Fe2As2 displays the strongest res-
onance mode ever observed in iron-based superconductors, while the high-energy
contribution is similar intense as the one in optimally Co-doped BaFe2As2. Con-
sequently, this observation provides a simple explanation on the origin of split
spin resonance modes, observed in underdoped iron-based superconductors.
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Kurzzusammenfassung
Supraleitung ist eines der faszinierendsten Phänomene in der Festkörperphysik-
forschung, wobei die jüngste Materialklasse in der es entdeckt wurde eisenbasierte
Supraleiter sind. In diesen Verbindungen stehen die Freiheitsgrade des Kristallgit-
ters/ der Orbitale, die magnetische Ordnung, Supraleitung und die elektronisch
nematische Phase in einem erstaunlichen Wechselspiel. Darüber hinaus herrscht
heutzutage ein breiter Konsens darüber, dass hier die Supraleitung durch Spin-
fluktuationen (Paramagnonen) getrieben wird. Das entsprechende experimentelle
Kennzeichen im Anregungsspektrum (beobachtbar mittels inelastischer Neutron-
enstreuung) ist die sogenannte Spinresonanzmode, welche direkt mit den Details
des supraleitenden Paarbildungsmechanismus verbunden ist. Um den Zusammen-
hang zwischen der Gitter-, Magnetstruktur und Supraleitung zu studieren, wurden
in dieser Arbeit Röntgen- sowie elastische und inelastische Neutronenstreuexper-
imente durchgeführt.
Der Einfluss der antiferromagnetischen Ordnung auf den supraleitenden Zustand
ist im unterdotierten Ba(Fe1−xCox)2As2, das eine mikroskopische Phasenkoex-
istenz beider Phänomene aufweist, mittels polarisierter inelastischer Neutronen-
streuung untersucht. Dabei wurde gezeigt, dass die Spinresonanzmode nur in den
zwei transversalen Richtungen, bei zwei unterschiedlichen Energien, auftaucht,
da die Supraleitung hier aus einem Zustand mit breiten magnetischen aniso-
tropen Anregungslücken entsteht. Aus diesem Grund gibt es keine longitudinalen
Beiträge zur Spinresonanzmode. Dies steht im Gegensatz zu optimal oder über-
dotierten BaFe2As2 Proben, bei denen eine isotrope Spinresonanzmode beobachtet
wird. Schlussendlich wird die beobachtete Anisotropie einem band- und orib-
talselektiven Paarbildungsmechanismus zugeordnet.
In Ba1−xNaxFe2As2 ist das Wechselspiel zwischen Kristallstruktur, magnetischer
Ordnung und Supraleitung komplizierter als im obengenannten Fall. Die Spins
durchlaufen, im bereits orthorhombisch und magnetisch geordneten Zustand, einen
zweiten magnetischen Phasenübergang, dessen Übergangstemperatur kleiner ist
als die des ersten. Bei diesem zweiten magnetischen Phasenübergang ändert
sich die Ausrichtung der Spins bezüglich der FeAs-Ebenen von parallel zu sen-
krecht und die orthorhombische Verzerrung wird aufgehoben. Die Spinreori-
entierung zeigt die Wichtigkeit von Spin-Ortbit-Coupling in dieser Materialklasse
auf. In einem einfachen Model müssten die niederenergetischen Spinfluktuationen,
die unter anderem für die Entstehung der Supraleitung verantwortlich sind, der
Neuausrichtung der statischen Momente folgen. Allerdings, konnte mit Hilfe po-
larisierter inelastischer Neutronenstreuung gezeigt werde, dass das nicht der Fall
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ist. Folglich ist die Polarisation niederenergetischer Spinfluktuationen eine ein-
heitliche Eigenschaft in eisenbasierten Supraleitern.
Außerdem besteht die Spinresonanzmode in Ba1−xNaxFe2As2 aus zwei Beiträ-
gen, die beide eine bemerkenswerte und unterschiedliche Dotierungsabhängigkeit
zeigen. Auf der einen Seite folgt die Intensität des höherenergetische Beitrags
dem supraleitenden Dom in dazugehörigen Phasendiagram. Andererseits kon-
nte mittels absoluter Einheitenbestimmung gezeigt werde, dass die Intensität der
niederenergetischen Mode das akkumulierte spektrale Gewicht ist, welches aus
der Intensitätsreduktion der magnetischen Braggpeaks resultiert, wenn magnet-
ische und supraleidende Ordnung um die selben elektronischen Zustände konkur-
rieren. Aus diesem Grund ist in der Nähe des magnetischen Endpunkts des
dazugehörigen Phasendiagram der niederenergetische Beitrag am größten und
verliert massiv an Intensität, wenn dieser Punkt überschritten wird. Insbeson-
dere ist die niederenergetische Spinresonanzmode in Ba0.61Na0.39Fe2As2 die in-
tensivste, die je in eisenbasierten Supraleitern beobachtet wurde. Darüber hinaus
ist die Intensität des höherenergetischen Beitrags fast identisch mit der in optimal
dotierten Ba(Fe1−xCox)2As2. Abschließend liefert diese Beobachtung eine einfache
Erklärung über den Ursprung der Doppel-Spinresonanzmoden, die in unterdotier-
ten eisenbasierten Supraleitern beobachtet werden.
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