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Fitness landscape
• Genotypes are defined by sequences:
σ = (σ1, σ2, ..., σL)

• Entries are denoted as locus points and con-
tain one of a variety of alleles, e.g.

– Nucleotides σi = {G,A,C, T}
– Entire genes σi = {gene1, gene2, ...}

• Here a binary system is used in the sense that
only two different alleles are assumed:
σi = {0, 1}

• A metric is introduced by the hamming dis-
tance d, which counts the loci in which two
genotypes differ: d(σ, κ) = 1→ genotypes σ, κ
adjacent

• For a binary system this creates a hypercube
of dimension L, consisting of 2L genotypes

• Finally the fitness landscape is a mapping
from genotypes to their fitness F (σ) = wσ,
which is a measure of their reproductive suc-
cess

Evolutionary model
• Discrete deterministic Wright-Fisher dynam-

ics in the limit of inifinte populations is used

• Since the number of individuals N is taken to
infinity the frequency fσ(t) of each genotype
σ at time t in the population is of interest

• Average fitness of the population:

w̄(t) =
∑

σ

wσfσ(t)

• Evolution in the presence of selection and mu-
tation:

f̃σ(t) =
∑

κ

Uσκ
wκ
w̄(t)

fκ(t)

• Mutations occur at each locus with the same
probability µ. Multiple mutations are possible
but less likely:

Uσκ = (1− µ)L−d(σ,κ)µd(σ,κ)

• After selection and mutation, recombination
takes place:

fσ(t+ 1) =
∑

τκ

Rσ|τκf̃τ (t)f̃κ(t)

• Rσ|τκ describes the probability that two geno-
types τ and κ recombine to third genotype σ
which creates a tensor of rank three.

• For a uniform crossover with two loci and a
tunable recombination rate r:
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Two-Locus landscape and reciprocal sign epistasis
• Reciprocal sign epistasis: The sign of a muta-

tion effect at locus i depends on j and vice versa

• Necessary condition for the appearance of dif-
ferent local fitness peaks, which in turn can hin-
der the population to reach the global optimum

• This so-called local peak trapping is even
stronger for recombining populations, in the
sense that the escape time increases

• The escape time diverge at a critical recombi-
nation rate rc

• In the limit of infinite populations distinct sta-
tionary states emerge
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Abstract

In recent years, numerous record-breaking precipitation events have caused several

deaths and high economic losses. However, current precipitation models do not ad-

equately capture exceptionally high precipitation events. To address this problem,

a new statistical daily precipitation model including several new aspects was de-

veloped. The model distinguishes between stratiform and convective precipitation,

whereby the disaggregation of these two types of precipitation is based on SYNOP

reports of 300 German weather stations. By combining a Weibull distribution with

power law, a new probability distribution was derived and later implemented in

the amount process. This four-parameter distribution improves the modelling of

extreme precipitation amounts enormously and still delivers good results for small

amounts. To take account of variability, a con�ned random walk was additionally

implemented in the occurrence process of the model. The model was developed in

a manner that allows universal use. By incorporating the elevation of a station and

the time of the year as input parameters, the model was made applicable at any time

and for any location in Germany. In a second step the model was applied to investi-

gate daily precipitation records. For that, linear changes were implemented into the

model. As result, a previously found decrease of records in the summer season can

be explained by changes in the stratiform precipitation distribution. However, the

decrease of precipitation records in the summer season is too low to rule out random

processes as cause of this decrease. In contrast, the increase in the mean number

of precipitation records in winter season cannot be reproduced with the developed

model. A possible explanation for that is the neglect of spatial correlations in the

amount process. An appropriate method for taking spatial correlations into account,

could be a Copula approach.
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1. Introduction

Precipitation is essential for life. It provides water for the continents, an important

prerequisite for life on earth. When there are reduced amounts or even a lack of

rain over a longer period of time, there are widespread consequences: increased risk

of �res, shortage in water- and power supply as well as crop shortfall and resulting

increase in food prices. A well-known example is the heatwave in Central Europe in

2003: a long lasting dry spell in combination with extremely high temperatures lead

to 70,000 fatalities and a �nancial loss of US$ 13.8bn [Robine et al. (2008); Munich

RE (2017)]. Another example was the dry spell in November 2011 in which a mean

precipitation of 3mm lead to the driest month ever recorded in Germany since the

beginning of comprehensive weather records in 1881 [Müller-Westermeier (2012)].

On the other hand, high amounts of precipitation over a long period of time also

have negative consequences, especially for agriculture. Crops cannot be harvested

and are often spoiled if it is too wet. The most fatal situations often occur when

extremely high amounts of precipitation are limited to a very short period of time

leading to �ooding and high economic losses. The highest daily precipitation ever

recorded in Germany was 312mm, measured in Zinnwald-Georgenfeld on August

12th 2002 [Rudolf and Rapp (2003)]. In the following weeks, the area around the

river Elbe su�ered from devastating �ooding. There was an economic damage of

US$ 11.6bn [Munich RE (2017)] in Germany. In May 2013, there was another ex-

treme �ooding in south and eastern Germany: Even if the highest daily precipitation

was far below previously reported records in 2002, the month May was the second

wettest since 1881. Several local records were recorded in May and June [DWD

(2013)] and the overall losses were estimated to US$ 10.4bn [Munich RE (2017)].

In the summer months of previous years heavy precipitation was mainly observed

very locally in Germany. This summer o�cial 197mm of rain were recorded within

several hours in Berlin by the German Weather Service while daily rain totals of a

private weather station even exceeded 260mm [Gebauer et al. (2017)]. Even more

rain in a shorter period of time was recorded in Münster in July 2014: Within 7

5



Table 1.1.: List of the eight costliest hydrological events from 1980�2016, sorted

by the convective percentage of the total rainfall amount in the given

periods. The convective percentages were calculated by using SYNOP

reports to disaggregate types of precipitation. Data source: Munich RE

(2017) & SYNOP reports (see sec. 2).

.
Period Event Overall losses Fatalities Convective rain 

28.07.  29.07.2014 Flash flood US$ 600m 2 

27.05.  30.05.2016 Flash flood US$ 830m 4 

31.05.  01.06.2016 Flash flood US$ 2,000m 7 

16.07.  04.08.1997 Flood US$ 370m  

25.05.  15.06.2013 Flood US$ 10,400m 8 

06.08.  09.08.2010 Flood US$ 1,100m 4 

04.08.  13.08.2002 Flood US$ 11,600m 21 

17.12.  27.12.1993 Flood US$ 600m 5 

Figure 1: Abbildungstext

hours 292mm and within just 2 hours 245mm of rain was measured [Becker et al.

(2014); Axer et al. (2015)]. The German Weather Service declared this 2-hour-value

as a new German record [Becker et al. (2014)]. According to Munich RE (2017) this

was the most expensive �ash �ood since 1980 with an overall damage of US$ 510m

whereof US$ 230m was insured. However, in 2016 this record was even beaten twice:

In the small town of Braunsbach (Baden-Württemberg) damage of US$ 830m (US$

500m insured [Munich RE (2017)]) was caused by a �ash �ood on May 29th while

only three days later a damage of US$ 2bn (US$ 830m insured [Munich RE (2017)])

in Simbach am Inn was caused by another �ash �ood. In Gundesheim, a town 50

km West of Braunsbach, a daily precipitation record of 122mm was recorded for the

day of the �ooding. The weather station close to Simbach am Inn did not record

any values at the critical hours of the event but the total daily precipitation sum is

expected to be similar of these in Gundelsheim [Piper et al. (2016)]. The discrep-

ancy between the high overall damage and the relatively low measured precipitation

amounts can be explained by the topographic position of Braunsbach and Simbach

am Inn [Axer et al. (2017)].

The main cause of costly and destructive events can be identi�ed by looking at

the previously described examples: On the one hand heavy continuous rainfall can

6



Table 1.2.: Overview of typical characteristics of stratiform and convective

precipitation.

stratiform convective

scale large-scale local

duration long short

intensity less intensive more intensive

typical example
large-scale frontal rain, thunderstorms,

drizzle showers

lead to supra-regional �ooding (e.g. �ooding in 2002 and 2013), on the other hand

extreme local rainfalls can swamp the sewage water system leading to �ash �oods

(e.g. �ash �ood events 2014 and 2016). In fact these two event types result from two

major processes of precipitation generation: stratiform and convective precipitation

(see Tab. 1.1). These two precipitation types di�er in many aspects, such as the

cloud type of which the precipitation falls out or the fall velocity of the rain drops

in relation to the vertical air motion [Houze Jr (2014)]. Stratiform precipitation is

characterized by long-lasting large-scale precipitation (e.g. drizzle) while convective

precipitation is typically very local and more intensive but of short duration (e.g.

thunderstorms) (see Tab. 1.2 for a summary of the main di�erences). Furthermore,

it has a highly seasonal dependency with much more convective events occurring in

summer compared to winter season.

The extreme precipitation events mentioned above are often associated with cli-

mate change. According to the Clausius�Clapeyron rate, the water holding capacity

of the atmosphere increases by around 7% per degree warming. Since precipitation

releases latent heat, the global total rainfall amount is expected to increase by just

1% � 3% K−1 with warming [Solomon (2007); Stephens and Ellis (2008)]. However,

according to the latest studies [Berg et al. (2013); Zhang et al. (2017)] the convective

precipitation � which is already very intense � increases the most, even more than

the Clausius-Clapeyron rate. This is probably due to local feedbacks related to the

convective activity [Lenderink et al. (2017)]. The increase in the intensity of strong

rainfall is expected to be associated with a decrease in light and moderate rains

and/or a decline in the frequency of precipitation events [Trenberth et al. (2003)].

These �ndings lead to the assumption that an increase in precipitation records is

due to global warming. This is mainly true for the summer months in which more

7



convective precipitation events occur. The latest extreme precipitation events ob-

served in Germany seem to validate this hypothesis. Surprisingly, an investigation

of daily precipitation records in Germany [von Bomhard (2014)] led to an opposite

result: in the summer months fewer records were observed than theoretically ex-

pected in a stationary climate. However, in the winter months around 16% more

records were observed than expected. The reason of the increased (winter) or de-

creased (summer) precipitation records will be investigated in this work by using a

newly developed statistical precipitation model (see also sec. 1.3).

The following subsections are intended to give a comprehensive overview of sta-

tistical precipitation models (sec. 1.1) and record statistics (sec. 1.2).

1.1. Precipitation models

Generally stochastic precipitation models have two submodules: an occurrence pro-

cess and an amount process. The occurrence process has to classify whether a certain

day is a wet or a dry day. For dry days the precipitation amount is equal to zero but

for a day to be classi�ed a wet day the amount process has to determine a nonzero

precipitation amount.

1.1.1. The occurrence process

Since the �rst computer models were used for generating daily weather variables

a lot of di�erent possibilities for implementing the occurrence process were tested.

A recent work from Ng and Panu (2010) compares four di�erent models based on

the short-term temporal-dependency, dry- and wet-spell length and goodness-of-

�t. Using these three assessment criteria, a two state, second order Markov chain

showed the best performance. In addition to the Markov chain the authors also

investigated an alternating renewal process (ARP) and introduced the Dictionary

approach (originally developed in the �eld of genome pattern) and a probabilistic

word matrix model referring to a list of �words� comprised of precipitation �letters�.

The ARP spell length model and the Markov chain model are well performing mod-

els which are frequently used. These models will be discussed below in more detail.

For more details about additional approaches in the context of precipitation occur-

rence processes see Ng and Panu (2010) and references therein.

8



Markov chain

In general, a Markov chain model is characterized by its order n a number of

states m. In the context of rainfall, the Markov chain is usually implemented with

two states (a dry day and a wet day). In addition to a wet state and a dry state

some studies included a certain threshold for separating a state with little rainfall

amounts from a state with higher rainfall amounts. For example, Stern and Coe

(1984) de�ned a third �trace� state for days with precipitation amounts less than

2.5mm.

The order of the Markov chain can be imagined as the number of days the chain

remembers (therefore also called memory depth). With an increasing order of the

Markov chain process the number of required parameters increases exponentially.

For a two state, k-th order Markov chain 2k parameters are required. To deter-

mine the optimum order of a Markov chain model for a given set of data, usually

maximum likelihood based information criteria are used. These information criteria

detect the goodness of �t using a maximum likelihood but also include a penalty

which increases with adding more parameters and therefore with a higher order of

the process. Usually the Akaike Information Criterion (AIC) [Akaike (1974)] or the

Bayes Information Criterion (BIC) [Schwarz et al. (1978)] are used which only di�er

by the used penalty. A more recent study about modelling precipitation [Lennarts-

son et al. (2008)] uses a Generalized Maximum Fluctuation Criterion (GMFC). In

contrast to the AIC and BIC the GMFC is not based on maximum likelihood. Such

a maximal �uctuation method was �rst developed by Peres and Shields (2005) and

further established by Dalevi et al. (2006) to the more general GMFC estimator. In

comparison to four other estimators the authors identi�ed the GMFC to be superior

in several respects, while the BIC underestimated the optimum order for a moderate

data sample noticeable [Dalevi et al. (2006)].

The �rst order two state Markov chain model is the simplest and most com-

monly used precipitation occurrence process [e.g. Gabriel and Neumann (1962);

Katz (1977); Wilks (1989, 1999)]. As it has a memory depth of one, it follows a

Geometric distribution, given as

Pr(X = x) = pr/d
(
1− pr/d

)x−1
(1.1)

where X is the length of a wet/dry spell. For this reason, the probability for gener-
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ating a long interval of x consecutive dry (with p = pd) or wet (with p = pr) days

is relatively small. Some studies argue that long dry spells are modelled too infre-

quently by this approach [e.g. Buishand (1978); Racsko et al. (1991)]. To handle

this problem while keeping the number of parameters as small as needed, a hybrid-

order Markov chain model was established [Stern and Coe (1984); Wilks (1999)].

This means that a �rst order Markov chain is used for modelling the wet state but

higher orders for the dry state are allowed. For this hybrid-order Markov chain

model the number of parameters only increases with k+ 1 rather than 2k for a k-th

hybrid-order Markov chain [Wilks (1999)].

Spell length models

Another approach for generating the right occurrence rate of (long) dry and wet

spells is given by the spell length model (also called alternating renewal process �

ARP-model). As mentioned in the previous section the �rst order two state Markov

chain model can be rewritten into a spell length model following a Geometric distri-

bution (see eq. 1.1). In general, a spell length model generates the length of either

a dry or a wet spell by a given distribution, in the following it generates the spell

length of the opposite type and so forth [Wilks and Wilby (1999)]. In the litera-

ture also the Negative Binomial distribution [e.g. Wilby et al. (1998)], a modi�ed

truncated Negative Binomial distribution [e.g. Woolhiser and Roldan (1982)] or a

superposition of two distributions � for example a mixture of two Geometric distri-

butions [Racsko et al. (1991)] � are used instead of the geometric distribution (�rst

order two state Markov chain) for implementing a spell length model.

Comparison of occurrence processes

As presented above (see chapter 1.1.1), for stations in Canada a second order two

state Markov chain was superior to three other occurrence processes including a spell

length model [Ng and Panu (2010)]. In addition, a lot more investigations about the

optimum occurrence process for di�erent locations were made. Stern and Coe (1984)

compared di�erent realizations of the Markov chain model (up to three states, �ve

orders and including hybrid models) for di�erent stations around the world. They

concluded that di�erent stations need di�erent realizations of the Markov chain.

Furthermore, the authors pointed out that for most parts of the world an assumption

of stationarity throughout the year is not appropriate even for periods as short as one

month. A similar result was found by Lennartsson et al. (2008). By comparing the

10



best orders of Markov chains found for 20 stations in Sweden they concluded that the

optimum order of the Markov chain varies between the stations as well as during

the year. These authors are taking the time dependency of the Markov chain in

account by determining the optimal Markov chain order for each month. However,

some other studies established a time response model based on Fourier series to

describe the seasonal variability [e.g. Woolhiser and Pegram (1979); Woolhiser and

Roldan (1982); Stern and Coe (1984)]. One of these studies compared a �rst-order

Markov chain and a spell length model with a geometric distribution for the wet

days and a truncated negative binomial distribution for dry days [Woolhiser and

Roldan (1982)]. Both models were nonstationary by allowing daily variation of the

parameters of both models (described by a Fourier series). Using the AIC estimator,

the Markov chain model was superior to the spell length model for �ve tested stations

in the U.S. [Woolhiser and Roldan (1982)]. Consistent with this study a comparison

of di�erent realizations of the Markov chain and di�erent spell length models for

30 stations in the U.S. showed that a �rst-order Markov chain model is superior to

higher order Markov chain models as well as spell length models according to the

BIC estimator [Wilks (1999)]. In this comparison a mixed geometric spell length

model was found to be worst, but a negative binomial spell length model performed

best for the west stations after dividing the stations according to their geographic

location [Wilks (1999)].

1.1.2. The amount process

As soon as a day is declared a wet day by the occurrence process, an additional pro-

cess has to determine the amount of rainfall. To do so, probability distributions are

compared to �nd the best �t with observed precipitation amounts. Subsequently,

the often used Gamma distribution and the Weibull distribution will be presented in

more detail. The latter is of special interest for extreme precipitation amounts. Ad-

ditionally, further distributions have been tested such as the lognormal [Shoji and

Kitaura (2006)] or the generalized Pareto distribution [Lennartsson et al. (2008)]

which will not be described in more detail.

The Gamma distribution

The Gamma distribution is the most popular choice for simulating daily precipi-

tation amounts [e.g. Thom (1958); Katz (1977)]. The probability density function

(PDF) of the Gamma distribution is given by [Wilks (2011)]

11



fGamma(x) =

(
x

β

)α−1
e−

x
β

βΓ(α)
, x, α, β > 0. (1.2)

With α and β being the shape and the scale parameter respectively and in the con-

text of precipitation, x is the daily amount of rainfall. The most common method

to determine α and β is to use maximum likelihood estimators [Wilks (2011)]. For

α = 1 the Gamma distribution can be limited to a one-parameter distribution which

is called exponential distribution. This simpli�ed form of the Gamma distribution

was also used in the past for generating the daily precipitation amount [e.g. Wool-

hiser and Roldan (1982)].

While the amounts are generally modelled as being independent and identically

distributed (i.i.d.) some approaches used distributions in which the amounts de-

pend on previous day(s). For example, Katz (1977) used two Gamma distributions

depending on whether the previous day was wet or dry (later referred to as chain-

dependent). In a slightly di�erent approach three Gamma distributions with a �xed

shape parameter were used by Wilby et al. (1998) as well as by Wilks (1999) de-

pending on the position in a wet spell (later referred to as position-dependent).

A very interesting investigation about the validity of the Gamma distribution for

90 stations in Europe pointed out that the Gamma distribution is probably not

as valid as commonly believed [Vl£ek and Huth (2009)]. The authors state that

a Kolmogorov-Smirnov (KS) test is often used to assess the goodness-of-�t. They

argue that this is incorrect in the sense that the shape and scale parameter of the

Gamma distribution are estimated from the data sample and therefore the KS mod-

i�cation of Lilliefors [Lilliefors (1967)] has to be used (for more details see Wilks

(2011)). When using the Lilliefors instead of the KS test the Gamma distribution is

more often rejected. For example for modelling the winter season 42% are rejected

instead of 14% [Vl£ek and Huth (2009)].

Due to this result it should be considered to test other probability distributions

such as the Weibull distribution which is described in more detail below.

The Weibull distribution

Like the Gamma distribution the Weibull distribution is a two parameter distri-

bution. It is given by [Wilks (2011)]

12



fWeibull(x) =

(
x

β

)α−1(
α

β

)
exp

[
−
(
x

β

)α]
, x, α, β > 0, (1.3)

with α, β and x being again the shape and the scale parameter and the daily pre-

cipitation amount respectively. Like in the case of the Gamma distribution the

Weibull distribution follows the exponential distribution when the shape parameter

is equal to one. An important di�erence between the two distributions is the shape

of their tail. While the tail of the Gamma distribution is exponential for all shape

parameters, the tail of the Weibull distribution gets heavier with a decreasing α and

lighter with an increasing α. The tail is called �heavy tail� for α < 1 and �light

tail� for α > 1. Because distributions with a heavy tail have higher probabilities for

generating high precipitation amounts, a heavy tailed Weibull distribution might be

a better choice than the Gamma distribution for an implementation of the amount

process in the application of records.

Comparison of amount processes

A comparison of an Exponential, Gamma, and Mixed Exponential distribution

with respect to chain-dependency and independency was published by Woolhiser

and Roldan (1982). Here a mixed exponential distribution means a mixture of two

Exponential distributions in the same manner as it was already discussed for the case

of the spell length models. Using the AIC estimator, the independent distributions

were superior to their chain-dependent companions which is consistent with �ndings

from Katz (1977) for the case of a Gamma distribution. The independent Mixed Ex-

ponential distribution was found to be the best choice of all compared distributions

[Woolhiser and Roldan (1982)]. A similar study for 30 U.S. stations was published by

Wilks (1999). He compared an independent Gamma, a position-dependent Gamma

and also an independent Mixed Exponential distribution. Interestingly the use of

three Gamma distributions dependent on the position in a wet spell was superior

to the i.i.d. Gamma distribution according to the BIC estimator. Nevertheless, the

Mixed Exponential distribution even led to a further enhancement. In addition to

the BIC estimator, Wilks (1999) also tested the interannual variability as a goodness

criteria to evaluate models. For this purpose he summed 30 consecutive daily pre-

cipitation amounts and counted the number of rainy days in this time period. Based

on this, he calculated a variance overdispersion which is given by the relation of the

observed to the modelled variance. With this method Wilks (1999) pointed out that

the combination of a Mixed Geometric spell-length model with a Mixed Exponen-
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Figure 1.1.: Comparison of �ts of the Gamma distribution (purple), Weibull distri-

bution (blue) and Mixed Exponential distribution (light blue) of obser-

vations in Germany (dataset DWDall). Both for the probability density

function (left) and the complementary cumulative distribution function

(right).

tial distribution was superior compared to all other combinations of occurrence and

amount processes tested. This is a surprising result as the Geometric distribution

was actually inferior compared to all other tested occurrence processes (see section

1.1.1). An additional investigation refers to extreme precipitation amounts: By com-

paring the largest precipitation amounts modelled with the observed ones, all tested

amount processes turned out to be unsuitable to generate very high precipitation

amounts as frequently as they are observed in reality. Especially for precipitation

amounts larger than 100mm the models reach their limit [Wilks (1999)]. As this is an

important feature referring to the investigation of records the use of extreme-value

distributions should be considered. Unfortunately, extreme-value distributions such

as the Weibull distribution are very rarely used for simulating daily precipitation

amounts. Nevertheless, a Weibull distribution with a shape parameter of α = 0.75

was found to be superior compared to an Exponential and a Beta-P distribution for

33 stations east of the Rocky Mountains [Selker and Haith (1990)]. Not surprisingly

the best improvement was found for the largest precipitation amounts.

1.2. Records

The basic theory of records on independent and identically distributed (i.i.d.) ran-

dom variables (RV's) was developed over six decades ago. One of the pioneers of
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the mathematical theory of records was Chandler. He published one of the �rst

papers on this issue in 1952 [Chandler (1952)]. Since then the theory of records has

continuously been developed to a own research area in probability theory. A recent

summary of the theory of record statistics including the state of research of a few

application examples can be found in the review of Wergen (2013). The following

remarks in this section refer to this review.

Let X1, X2, . . . , Xn be a time series of RV's. Then entry n is a new upper record,

if it exceeds all previous entries:

Xn > max {X1, X2, . . . , Xn−1}. (1.4)

Analogously, the nth event is a record low, if it is below all previous entries:

Xn < min {X1, X2, . . . , Xn−1}. (1.5)

Of high interest is the probability, that entry n is a record � also known as the record

rate. For an upper record these probability is given by

Pn = Prob [Xi > max {X1, X2, . . . , Xn−1}] . (1.6)

The �rst entry is by de�nition a record: P1 = 1. The second entry is a record, if it

exceeds the �rst one. Its probability is P2 = 1
2
for i.i.d. RV's. Analogously, P3 = 1

3
,

P4 = 1
4
, . . . . This leads to

Pn =
1

n
, (1.7)

for the probability of a record at time n.

Another commonly used quantity in record statistics is the mean record number

Rn, which is the number of records that occurred in the time series up to time n. It

is simply given by a harmonic series:
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Rn = 1 +
1

2
+

1

3
+ ...+

1

n
=

n∑
k=1

Pk =
n∑
k=1

1

k
. (1.8)

In the context of daily precipitation it has to be taken into account that a record

can only occur on days with rain. Let p be the probability for getting a rainy day (=

rain probability) and m (m ∈ {1, 2, 3, ..., n}) be the number of rainy days up to day

n, then the probability of getting a precipitation record is given by [von Bomhard

(2014)]:

Pn =
n∑

m=1

1

m

(
n− 1

m− 1

)
pm (1− p)n−m . (1.9)

Evaluating the sum and using the binomial theorem gives:

Pn =
1

n
(1− (1− p)n) . (1.10)

With that, the mean record number of daily precipitation is given by:

Rn =
n∑
k=1

1

k

(
1− (1− p)k

)
. (1.11)

This expression is only valid under the assumption that the rain probability p is

constant. So, just in case that every year the same number of rainy days occur. Of

course, this is not the case. In reality p is very variable. For example in the German

summer of 1983 it was raining at less than 30% of all days, while in the summer of

1987 at more than 60% of all days precipitation was recorded (compare Fig. 4.5).

To minimize the confounding in�uence of the rain probability p, k in eq. 1.11 can

be raised. E.g. for Germany it was found, that the confounding in�uence can be

negligible for k = 20 [von Bomhard (2014)]:

R̃n,20 =
n∑

k=20

1

k

(
1− (1− p)k

)
≈

n∑
k=20

1

k
. (1.12)
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Figure 1: AbbildungstextFigure 1.2.: Additional mean records R̃n,20 since 1974 based on time series for the

years 1954�2013 for the winter (left) and summer (right) seasons. Dot-

ted lines show the prediction for a stationary climate and circles show

the observations.

This modi�ed mean record number R̃n,20 is the number of additional records from

entry k = 20 to the nth step in a time series of length n. For example, the number

of additional records (modi�ed mean record number R̃n,20) in a stationary climate

(i.i.d. case) is expected to be 1.08 for the last 40 years of a time series of 60 years. In-

terestingly, von Bomhard (2014) counted 1.25 additional daily precipitation records

since 1974 in the winter seasons from 1954 to 2013 and in the summer seasons just

1.02 additional records were observed (see Fig. 1.2).

So far, there are not many more studies in the context of precipitation records.

One very recent study used both a statistical- as well as a dynamical model to show

that there is a high chance for new record highs of rainfall totals in winter months

in the UK under current climate conditions [Thompson et al. (2017)]. Another re-

cent paper used gridded data of monthly 1-day precipitation amounts to relate an

increase in record-breaking rainfall events of 12% over 1981�2010 to global warming

[Lehmann et al. (2015)]. However, no abnormalities in daily precipitation records

of stations in Scandinavia were found by Benestad (2003). Interestingly, Benestad

(2003) also used the same stations for an investigation of daily temperature records.

Though he found an increase in daily temperature records, he was unable to prove

a signi�cant trend. Indeed, other studies also failed in a proof of increasing temper-

ature records [e.g. Redner and Petersen (2006)] although a global warming of 0.85
◦C is observed since 1880 [Stocker et al. (2013)]. Only since 2009 the �rst studies

demonstrated a signi�cant trend in temperature records [Wergen and Krug (2010);

Meehl et al. (2009)]. Wergen and Krug (2010) observed a signi�cant increase of
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upper temperature records. For the year 2005 they found an increase of about 40%

in temperature records registered at European stations compared to the period of

1976 to 2005. By using a linear drift model (LDM) they concluded that this increase

is due to climate change.

The �rst study of a LDM was published by Ballerini and Resnick [Ballerini and

Resnick (1985, 1987)]. They considered a model with i.i.d. RV's Xn being exposed

to a linear drift of the form cn:

Yn = Xn + cn, n ≥ 1. (1.13)

Where c is a positive constant (c > 0). The RV's Yn on the left hand side of eq. 1.13

are no longer identically distributed. The LDM, therefor, depends on the distribu-

tions of the RV's. A detailed discussion of the LDM for the three di�erent classes

of extreme value statistics � Weibull, Gumble and Fréchet class � is given in Franke

et al. (2010).

1.3. Aim

The aim of this work is to develop a statistical precipitation model for Germany

which can be used to investigate the observed di�erences (to theory expectations)

in the mean record number (see Fig. 1.2). In the context of precipitation records it

seems highly important to simulate high precipitation amounts as close to reality as

possible. Since this aspect is a major weakness of commonly used amount processes

(sec. 1.1) a di�erent probability distribution will be developed in this work and

implemented in the model. Furthermore, the occurrence process should also be able

to discriminate between the two types of precipitation (convective and stratiform).

In addition the model should not be speci�c to one station, as it is the case for

previously developed models but valid throughout Germany. For that, the utilized

precipitation data (sec. 2) is analyzed according to their dependence on topographic

height (above sea level) of the station and the time of the year (sec. 3). The variable

height of station and time of the year will then be used as input parameters in the

model. Finally, observed changes in the precipitation pattern will be implemented

in the model by linear drifts (see LDM in sec. 1.2) and the in�uence on the mean

record number will be investigated (chapter 4).
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2. Data and data processing

In this work three di�erent sets of data were used for analysis: Two of them are

rain gauge data of the German weather service (DWD) and the third one includes

SYNOP (synoptic observation data) reports. The latter one was used for disaggre-

gating convective and stratiform precipitation.

The data of the DWD datasets are provided via a ftp-server1. For each station

there is a separate �le including the daily precipitation in mm in which 0.1mm is the

minimal documented precipitation amount. The recording of precipitation was �rst

started at Hohenpeiÿenberg in 1781, which is the oldest meteorological mountain

station worldwide [Strauch (2011)].

In the following chapter the three sets of data will be described in more detail

and subsequently the processing of the data will be explained.

Table 2.1.: Overview of the three di�erent datasets used in this study.

Dataset Time range Rain gauges Rainy days Source

DWDall 1950−2016 5,400 45,000,000 DWD

DWDcon 1954−2013 320 3,500,000 DWD

SYNOP 1950−2016 300 1,400,000 NOAA

2.1. Dataset DWDall

The dataset DWDall includes all precipitation data provided by the DWD since

1950. For each station there are metadata available including the history of the rain

gauge. It includes information about the elevation (above sea level) as well as the

geographic longitude and latitude in decimal degrees. For the year 1901 already

more than 1,400 stations are available and the precipitation network reached its

peak with 4,500 stations in the 1980s [Kaspar et al. (2013)]. In total the ftp-server

1Available online: ftp-cdc.dwd.de.
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Figure 2.1.: Spatial distribution of the used stations throughout Germany. Sym-

bols show the rain gauges of dataset DWDall (gray crosses), of dataset

DWDcon (red circles) as well as the synoptic stations provided by

OGIMET (orange circles) and NOAA (blue triangles).
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provides information of nearly 5,400 rain gauges with data on approximately 45

million rainy days available since 1950 (see Tab. 2.1). But great de�ciencies exist in

digitally available precipitation data. More than 30% of all the available precipita-

tion records are not yet digitized. The greatest lack of information exists in eastern

Germany, where only about 50% of the rain gauges are digitally available before

1969 [Kaspar et al. (2013, 2015)]. The observed data passes through several qual-

ity checks. However, the DWD estimates that still around 0.1�1% of the values in

its provided climate (not only precipitation) data are doubtful [Kaspar et al. (2013)].

2.2. Dataset DWDcon

The dataset DWDcon is the same as the one used by von Bomhard (2014). It consists

only of rain gauges which ful�ll the following criteria:

• Data of the respective station has to be complete and consistent for the period

of investigation. This means that either a gap of data or a measuring error

(marked by -999) leads to the exclusion of the entire station.

• If a rain gauge has been moved in the period of investigation, the maximal

distance of movement should not exceed 1 km and 50 m of altitude. These

values were set arbitrary but should ensure that the data remains comparable

after the movement.

After applying these criteria to all rain gauges in the period of 1954�2013, only 320

stations out of 5,400 (complete dataset DWDall) remain in this consecutive dataset.

In particular, just very few stations are included in the former GDR due to the lack

of information in eastern Germany (see Fig. 2.1). However, in this work a dataset

that is consistent and consecutive is needed for the investigation of records (sec. 4).

2.3. SYNOP-Dataset

The dataset SYNOP was used to investigate stratiform and convective daily precip-

itation separately. For this, SYNOP reports from the Integrated Surface Database2

(ISD) for January 1950 to September 2016 provided by the National Oceanic and

Atmospheric Administration (NOAA) were used. Since � by unknown reasons � the

archiving of synoptic data of ISD decreases since the beginning of 1990, additional

2Available online: https://www.ncdc.noaa.gov/isd
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Table 2.2.: Example of a SYNOP report from June 1st 2016 at Cologne/Bonn air-

port. Colored numbers show the information which were used in this

study: present weather code (red numbers), cloud type (orange num-

bers) and precipitation totals in mm (blue numbers) for a given period

of time (green numbers; 1 = 6 hours, 2 = 12 hours).

SYNOP reports of NOAA were used that were provided by the internet platform

OGIMET3 since 1999. In total, data of 800,000 rainy days provided by ISD and

further 600,000 by OGIMET (see Fig. 2.2, top) were available for the data analysis.

The synoptic data are hourly observation data which are available in encoded

form (see Tab. 2.2 for an example of a SYNOP report). These data could be either

entered manually by an employee of the weather station (manned station) or could

be generated automatically (automatic station). 14% of the data used in this work

were generated automatically while the majority of data were recorded manually.

The SYNOP reports contain information about the current weather situation: wind

speed, temperature, dewpoint, pressure and many more. For this study the informa-

tion about precipitation (blue in Tab. 2.2), cloud type (orange in Tab. 2.2) and the

present weather (red in Tab. 2.2) was used. For full details on the SYNOP reports

including decode tables see the Federal Meteorological Handbook (FMH) number 2

[US Dept. of Commerce (1979)]. The following section describes the used method

of data processing to obtain a daily dataset with information about the amounts of

precipitation and the type of precipitation.

3http://ogimet.com/index.phtml.en
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Figure 2.2.: Overview of the used synoptic data. Top: Availability of days giving in-

formation on precipitation from SYNOP reports, provided by OGIMET

(red bars) and NOAA (blue bars). Bottom: Percentages of days with

no identi�ed precipitation type (green line), of stratiform precipitation

of remaining identi�ed days (red line) and proportion of disaggregation

based on hourly precipitation data (blue dashed line) for each year from

1950�2016.

2.4. Disaggregating convective and stratiform

precipitation

Because of the di�erences in the characteristics of the two precipitation types (as

mentioned earlier in sec. 1) many di�erent techniques were developed to distinguish

stratiform from convective rainfall events. In 2003 a comparison of six di�erent

methods was presented by Lang et al. (2003) but also hereafter new techniques were

established. In this study an algorithm developed by Rulfová and Kysel�y (2013) (see

Fig. B.1 in the appendix) was used for disaggregating convective and stratiform pre-

cipitation from station weather data. This algorithm uses the precipitation amounts,

cloud type and present weather information of SYNOP reports. The present weather

observations are numerically coded from 0 to 99 (red numbers in Tab. 2.2). The
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Figure 1: AbbildungstextFigure 2.3.: Example of the used disaggregation process for Cologne/Bonn airport

on June 1st 2016. Left: Hourly precipitation amounts are identi�ed as

stratiform (blue bars) or convective (red bars) driven by hourly present

weather codes (red numbers). Right: All collected stratiform as well

as convective precipitation of one day are summed up to �gure out

which type of precipitation amount is predominant. In this example,

the convective precipitation dominates, giving a convective day with a

rain total of 46mm by the algorithm.

decoding of the present weather observations with the used disaggregation of Rul-

fová and Kysel�y (2013) is given in appendix A.1 (stratiform) and A.2 (convective).

Since measurements of precipitation are only recorded in intervals of 6 hours in the

SYNOP reports (blue numbers in Tab. 2.2), it is possible that a precipitation value

can not be clearly allocated to one type of precipitation. One example for that is

the SYNOP report from June 1st 2016 at Cologne/Bonn airport (Tab. 2.2). Since

1995 the German Weather Service provides hourly precipitation values for many

stations. Deviating from the algorithm of Rulfová and Kysel�y (2013), in this work

the SYNOP reports were supplemented with these hourly data whenever possible to

gain a clear classi�cation of the types of precipitation (see Fig. 2.5). The availability

of hourly precipitation values has been increased over the years, so that in 2016 more

than 80% of all SYNOP reports could be complemented with these values (see blue

dotted curve in Fig. 2.2 bottom). For all other stations where this was not possible

it was preceded as de�ned in the algorithm of Rulfová and Kysel�y (2013): in the case

of a non-distinctive allocation based on the present weather situation, information

about low level clouds (orange numbers in Tab. 2.2) was used as secondary criterion

(see appendix B.1). Findings of Langer and Reimer (2007) were used to classify
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Figure 1: AbbildungstextFigure 2.4.: Overview of the total disaggregation of convective (red) and stratiform

(blue) precipitation. The intervals specify the predominant percentage

of stratiform and convective precipitation, respectively. The graphic

to the right shows the total identi�ed stratiform (stra) and convective

(conv) percentages.

the numerical codes to convective and stratiform cloud types (see Tab. A.3 in the

appendix).

Since the investigations of this work refer to daily precipitation, each day had to

be declared as convective or stratiform based on the SYNOP reports. Whenever a

thunderstorm was recorded (present weather codes 90-99) this day was automati-

cally recorded as convective day. In all other cases the convective and stratiform

precipitation amounts of each day were summed up and the dominating type of

precipitation for the respective day was adopted. For example, on June 1st 2016

46mm precipitation was measured at the rain gauge Cologne/Bonn. According to

the present weather codes, 31mm (68%) of this were convective precipitation and

the remaining 15mm (32%) were classi�ed as stratiform precipitation (see Fig. 2.3).

Because more convective than stratiform precipitation was recorded, this day was

identi�ed as a convective day with a total amount of 46mm.

The classi�cation into stratiform and convective rain was by 56% based on hourly,

by 24% on 6-hour, by 14% on 12-hour and by 6% on 24-hour precipitation data.

In most cases the classi�cation into convective and stratiform days was easy to

determine: In more than 80% of the cases the precipitation of one day was to

90% of only one type of precipitation (Fig. 2.4). In 18% of the days it was not

possible to clearly de�ne the type of precipitation (mixed, green line in Fig. 5
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Figure 2.5.: Schematic illustration of the primary used algorithm.

bottom). This was mainly due to missing SYNOP-data for several hours of the

day. For the successfully classi�ed days it was found that 73.6% of the days had

primary stratiform precipitation while on the remaining 27.4% the precipitation was

convective driven. This frequency of little more than 70% stratiform days per year

remains approximately constant: no �uctuation or trend can be observed throughout

the time period of 67 years (red curve in Fig. 2.2 bottom).
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3. Development of a precipitation

model

This chapter describes the development of a statistical precipitation model for

Germany. Di�ering from previously developed statistical precipitation models (de-

scribed in sec. 1.1) this model should not be based on just one station. Instead it

should be able to realistically generate the occurrence and amounts of precipitation

at any time and at any location in Germany. This should be implemented by dis-

tinguish between di�erent types of precipitation, namely stratiform and convective

precipitation. The main di�erence between stratiform and convective precipitation

is driven by its seasonal dependency (see also sec. 1). However, there is also an-

other mechanism that has an enhancing e�ect. It is called the orographic e�ect and

causes the precipitation recorded in the German mountain regions (altitude > 500m,

annual average: 1246mm) to be in average 60% higher than elsewhere (altitude <

500m, annual average: 787mm; compare Fig. 3.1).
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Figure 3.1.: Relative annual precipitation of German mountain stations (altitude >

500m) compared to gauges in �atter terrain (altitude < 500m). Dots

show the annual values and dotted line indicates the average.

27



The orographic precipitation is especially important in the mountains: Orographic

precipitation happens when an air mass is forced towards a mountain range and is

rapidly lifted upwards. This causes moisture to cool down and create precipitation

in the form of rain or snow. Thus, orographic precipitation is mainly dependent on

the altitude of a rain gauge. In fact, it also depends on whether precipitation occurs

on a windward or a leeward side of a mountain [Smith (1979)] but since collected

data do not provide information about the mountain pro�le these in�uences are not

taken into account. Hence, in this model the orographic e�ect is considered by the

elevation of a station.

This model utilizes the two input parameters t (= day of the year) and h (=

altitude of the station) to represent the main characteristics of the precipitation

anywhere and at any season in Germany. In the following chapters the t- and h-

dependence of both the precipitation occurrence and the precipitation amount will

be investigated to develop the occurrence and the amount process respectively.

3.1. Development of the occurrence process

To discriminate between stratiform and convective precipitation the separation method

described in sec. 2.4 is applied to the dataset SYNOP. Thus our model has three

di�erent states: either no precipitation (dry state), stratiform precipitation (strati-

form state) or convective precipitation (convective state). Previous studies showed

that a �rst order Markov chain is mostly superior to Markov chains with higher

orders (see section 1.1.1). Therefore a simple �rst order Markov chain with three

states is used.

Figure 3.2 shows a schematic of the state diagram of the Markov chain used. To

estimate the state transitions a similar approach as the one of Woolhiser and Pegram

(1979) [Woolhiser and Pegram (1979); Woolhiser and Roldan (1982); Stern and Coe

(1984)] is used: The set of data is separated into groups of twelve consecutive days

and for each group the state transitions are calculated. In a next step a Fourier

series is �tted to the 30 groups of data (360/12 = 30) to get a time response model

(seasonality of the model). The Fourier series is given by

UFourier(x) = A0 +
k∑
l=1

Al cos
2πlx

365
+Bl sin

2πlx

365
(3.1)
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Figure 3.2.: Schematic illustration of the used �rst order Markov chain with the

three states stratiform (S, light blue), convective (C, blue) and dry (D,

red). Arrows show the state transitions.

where k is the number of harmonics and A0, Al and Bl are the Fourier coe�cients.

For most state transitions one harmonic (k = 1) was enough to get good �t results

and B1 was close to zero. For these cases a cosines-function was �tted to the group

of data which is given by

Ucos(t, h) = m0(h) +m1(h) cos

(
2πt

365
+m2

)
. (3.2)

For the probabilities to remain in a dry state (state transitions DD) and to change

from a dry state into a convective state (state transition DC) two harmonics (k = 2)

were needed. For these two cases a Fourier series of the following form was used:

Ufr(t, h) = n0(h)+n1(h) cos
2πt

365
+n2(h)sin

(
2πt

365

)
+n3cos

(
4πt

365

)
+n4sin

(
4πt

365

)
.

(3.3)

The coe�cients of the cosine- (m0(h), m1(h) and m2(h)) as well as those of the

Fourier-series (n0(h), n1(h), n2(h), n3(h) and n4(h)) in eq. 3.2 and eq. 3.3 respec-
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Table 3.1.: Overview of the used altitude ranges and the corresponding amounts of

data within these classes.

Altitude range Data Altitude class

0-200m 45% lowland

200-500m 29% hill area

500-1000m 22% lower mountains

1000-1500m 3% pre-alps

1500-3000m 1% high mountains

tively are dependent on h to include a dependency of the altitude. To get infor-

mation about the altitude dependency the data is additionally separated into �ve

altitude classes: 0-200m (lowland), 200-500m (hill area), 500-1000m (lower moun-

tains), 1000-1500m (pre-alps) and 1500-3000m (high mountains) (see Tab. 3.1).

The dependencies of the altitude were estimated by �tting the cosines- (eq. 3.2) or

the Fourier-series (eq. 3.3) respectively to each altitude class of a state transition.

Regression analysis was then used to get approximations of the altitude dependency

of each coe�cient.
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Figure 3.3.: Examples of the coe�cient calculations for the state transition strati-

form-stratiform (SS, left) and the state transition dry-dry (DD, right).

Symbols show the estimated coe�cients for given altitude classes based

on the dataset SYNOP (state transition SS) and dataset DWDall (state

transition DD), respectively. Lines show the used �ts of the coe�cients.

For the state transition DD in total eleven instead of �ve altitude classes

were used, as DWDall provides a much larger set of data.
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Figure 3.4.: Used altitude and time dependency of the transitions SS (left) and DD

(right). Symbols show the �ve altitude classes used and lines their best

�ts, respectively.

Fig. 3.3 shows the regression analysis for the state transitions of a stratiform

day followed by another stratiform day (SS, left) and for the state transitions of a

dry day followed by another dry day (DD, right). The coe�cient m0 of the state

transition SS is well approximated by a linear regression while for the coe�cient

m1 a constant is assumed (see Fig. 3.3 left). It should be noted that each coe�cient

was weighted by the amount of data available on the respective altitude range (see

Tab. 3.1). Thus a good �t result for the altitude classes lowland, hill area and lower

mountains is of major importance while a good �t result for the altitude classes pre

alps and high mountains is less important. This is why the coe�cient m0 of the

pre-alps-altitude class is relatively far away from the regression line (see Fig. 3.3

left). Therefore, it seems like the probability to remain in a stratiform state in the

wintertime is underestimated with the cosine-function of the pre-alps-altitude-class

(see Fig. 3.4 left). Furthermore the coe�cient m2(h) was set to be independent of

the altitude and equal to m2 = −0.26. This is because m2 is a phase shift in eq. 3.2

and a phase shift of m2 = −0.26 is equal to a shift of 15 days (2π·15
365

= 0.26). With

this shift of 15 days the cosine-function has its maximum on the 15th of January

and its minimum on the 16th of July which is in the middle of the meteorological

winter or summer season respectively.

For the state transition DD a linear regression worked also �ne for the coe�cient

n0(h) (see Fig. 3.3 right). Note that the dataset DWDall was used for the studies

of the altitude and time dependency of the state transition DD as it provides a
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Figure 3.5.: Same as Fig. 3.2, but with given transition probabilities for a low-

land station (elevation: 50m, left) and a station in the high mountain

altitude class (elevation: 2,000m). The numbers show the transition

probabilities for January 15th (blue) and July 16th (red).

much larger set of data (compare Tab. 2.1). This huge set of data was separated

into eleven instead of �ve classes of altitudes and more complicated non-linear re-

gressions were used. The coe�cient n0(h) for example is actually a combination of

two linear regressions and n2(h) appears to have a logarithmic shape. Moreover the

coe�cient n4(h) was set to n4 = 0 as its values were very small. A summary of

the time- and altitude dependencies for all state transitions used in the occurrence

process of the model is given in the appendix (Tab. C.1).

Fig. 3.5 shows the results of the occurrence model for the winter season (15th

of January, blue numbers) and the summer season (16th of July, red numbers) as

well as for a station on the lowland area (at 50m altitude, left) and a station on

a high mountain (at 2000m altitude, right). There is a signi�cant di�erence in

the occurrence of precipitation between these di�erent altitudes and seasons. For

example in the winter season the probability of a day with stratiform precipitation

followed by a dry day is 30% at a rain gauge at 50m altitude whereas it is just 16%

at a rain gauge at 2000m altitude. In the summer season the probability is 43% and

30% respectively. Moreover it is more likely to get two consecutive dry days in the

winter season at high mountains than on the lowland area (72% vs. 63%) and vice

versa in the summer season (52% vs. 71%).
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3.2. Development of the amount process

This chapter describes the development of another distribution for the generation

of precipitation amounts. In particular the focus was on good realizations of the

highest precipitation amounts. For the development of the distribution the comple-

mentary cumulative distribution function (CCDF, also called tail distribution) was

used which is de�ned as

F̄ (x) = P (X > x), (3.4)

where x is the amount of precipitation and X is the observed value. In contrast to

the classical cumulative distribution function (CDF), which is de�ned as

F (x) = P (X ≤ x). (3.5)

The CCDF gives the probability of a random variable being above instead of being

under a particular level. Thus the CCDF and the CDF are connected by

F̄ (x) = 1− F (x). (3.6)

For the �tting of the tail Clauset et al. (2009) recommend to work with the CCDF

as its visual form is more robust than its PDF. The probability density function

(PDF) and the CCDF are connected by

f(x) =
d

dx
F (x) =

d

dx

[
1− F̄ (x)(x)

]
. (3.7)

3.2.1. Development of a distribution for precipitation

The generation of very high precipitation amounts has been the main problem of sta-

tistical precipitation models in the past. As discussed in chapter 1.1 the frequency of

extreme precipitation is much lower in statistical precipitation models than observed

in nature. Since a realistic occurrence of very high precipitation amounts is essential

for an application to records, the initial focus was on the tail of the distribution.
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Fitting of the tail

On a log-log plot of the CCDF the tail becomes roughly straight for all sets of

data. This could be an indication for the tail of the precipitation distribution to be

well described by a power law. Indeed, a recently published paper by Yalcin et al.

(2016) suggested that daily precipitation can be described by a power law approach.

In general, the PDF of a power law is given by [Clauset et al. (2009)]

fpl(x) =
α− 1

xmin

(
x

xmin

)−α
, xmin ≥ x (3.8)

and the CCDF is given by [Clauset et al. (2009)]

F̄pl(x) =

∫ ∞
x

fpl(x
′)dx′ =

(
x

xmin

)(−α+1)

(3.9)

where xmin is the minimum possible precipitation amount and for this study can be

interpreted as the beginning of the tail (beginning of the validity of the power law)

whereas α is the scaling exponent.

To estimate the scaling parameter α the method of maximum likelihood is used.

The maximum likelihood estimator (MLE) for α̂ is given by Clauset et al. (2009)

α̂ = 1 + n

[
n∑
i=1

ln
xi
xmin

]−1
(3.10)

where xi (i = 1, 2, ..., n) are the observed precipitation amounts with xi ≥ xmin.

For this equation the value xmin, which is still unknown, is needed. One method to

estimate x̂min as well as α̂ is to use eq. 3.10 for all possible x̂min and to plot the

estimated α̂ as a function of x̂min. The values of x̂min and α̂ can now be visually

estimated at the point where the value of α̂ appears to be stable.

In addition to the visual estimation of x̂min, x̂min can be calculated with an ap-

proach proposed by Clauset et al. (2007) which uses the KS statistic to quantify

the distance between the CCDF of the observations S̄(x) and the CCDF of the best

�t of the data F̄pl(x) for values of x greater than xmin:
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Figure 3.6.: Estimated α̂ as a function of x̂min (left charts) and CCDF (right charts)

for both the stratiform (top left) and convective (top right) precipitation

of dataset SYNOP as well as for dataset DWDall (bottom). Dashed line

in the CCDF shows the �t with the calculated values of eq. 3.11. Values

are provided in the charts and visualized as red dots in the α-vs.-xmin

plot.

D = max
x≥xmin

|S̄(x)− F̄pl(x)|. (3.11)

The value of xmin that minimizes D is the estimated x̂min. In doing so, the values of

x̂min are x̂min = 70mm for the dataset DWDall as well as for the convective precipita-

tion of the dataset SYNOP and x̂min = 56mm for the stratiform part of the dataset

SYNOP. The estimated value of α̂ lies between α̂ = 5.1 and α̂ = 6.4 (see red dot in

Fig. 3.6). Visually the highest precipitation amounts seem to follow approximately

a power law. However, a closer look at the results of dataset DWDall (bottom plot

in Fig. 3.6) suggests that a power law is probably not the true distribution from

which the highest precipitation amounts were drawn (the tail is not exactly straight

on the log-log-plot). But even if a more detailed study (not yet done) would lead

to a rejection of the power law a power-law-like distribution should be implemented
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Figure 3.7.: Complementary cumulative distribution function of dataset DWDall

(black dots) and its best �t of F̄mpl(x) (blue curve). Numbers in the

chart indicate the parameter values of the �t.

in the amount process as it seems to improve the generation of high precipitation

amounts signi�cantly.

The precipitation model should also be able to simulate precipitation amounts

smaller than xmin. For that the CCDF F̄pl (eq. 3.9) is modi�ed so that F̄pl is also

valid for values smaller than xmin. Let F̄mpl be the CCDF of the modi�ed power

law. Because of the de�nition of the CCDF it is known that F̄mpl(x = 0) = 1. A

possible form of F̄mpl could than be

F̄mpl =
(

1 +
x

c

)−d
. (3.12)

Note that c 6= xmin and d 6= α.

The best �t of eq. 3.12 to the precipitation data leads to good results for the tail

(see log-log-plot of Fig. 3.7) but still overestimates amounts of x ≤ x̂min, especially

for values close to zero (see log-plot of Fig. 3.7).
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Combining Weibull distribution and power law

So far a distribution which generates good results for the tail but non-satisfying

results for small precipitation amounts was developed. In contrasts common precip-

itation models use distributions like the Gamma distribution or, less common, the

Weibull distribution which �t well for small precipitation amounts but underesti-

mate the tail of the distribution (see section 1.1). A distribution which follows a

Gamma- or Weibull distribution for small values and merges with a power law for

higher values might be a distribution which describes the whole range of precipita-

tion amounts. To realize this idea it can be written:

F̄com(x) = γ(x)F̄A(x) + (1− γ(x))F̄B (3.13)

where F̄com is the CCDF of a combination of the two distributions F̄A and F̄B and

γ(x) is a x-dependent weighting of F̄A. For small precipitation amounts (small values

of x) F̄com should mainly be described by F̄A and for high precipitation amounts

(high values of x) F̄com should mainly be described by F̄B. Therefore

F̄com(x = 0)
!

= F̄A(x) (3.14)

and

F̄com(x =∞)
!

= F̄B(x) (3.15)

hence it follows

γ(x = 0)
!

= 1 (3.16)

and

γ(x =∞)
!

= 0. (3.17)

This condition is satis�ed by
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γ(x) =
1

1 + γ′(x)
. (3.18)

Next it is assumed

γ′(x) =
x

ε
(3.19)

which means that for x = ε the weighting for both F̄A and F̄B is the same (F̄A =

F̄B = 1
2
). In the following, let F̄A = F̄w be the CCDF of the Weibull distribution

and F̄B = F̄mpl be the CCDF of the modi�ed power law in the previous section (see

eq. 3.12):

F̄w+pl(x) =
1

1 + x
ε

F̄w(x) +

(
1− 1

1 + x
ε

)
F̄mpl

=
1

1 + x
ε

e−(xb )
a

+

(
1− 1

1 + x
ε

)(
1 +

x

c

)−d
(3.20)

In principle ε and c do have a similar physical meaning: both are an indicator of

the beginning of the tail of the distribution. It seems to be fairly reasonable to set

ε = c. Which reduces eq. 3.20 to

F̄w+pl(x) =
1

1 + x
c

e−(xb )
a

+

(
1− 1

1 + x
c

)(
1 +

x

c

)−d
=

c

c+ x
e−(xb )

a

+

(
1− c

c+ x

)(
c+ x

c

)−d
=
ce−(xb )

a

+ x
(
c+x
c

)−d
c+ x

. (3.21)

This expression is the �nal CCDF for the precipitation model used. The CDF is

simply given by:

Fw+pl(x) = 1− F̄w+pl(x)

= 1−
ce−(xb )

a

+ x
(
c+x
c

)−d
c+ x

(3.22)

and the PDF is given by the �rst derivative of Fw+pl (eq. 3.22):
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Figure 3.8.: Same as Fig. 3.7, but additionally with F̄w+pl (red dashed line). Num-

bers in the chart indicate the parameter values of the �t of F̄w+pl .

fw+pl(x) =
d

dx
Fw+pl(x)

=
d

dx

[
1−
−ce−(xb )

a

− x
(
c+x
c

)−d
c+ x

]

=
(c+ x) d

dx

[
−ce−(xb )

a

− x
(
c+x
c

)−d]− d
dx

[x+ c]
(
−ce−(xb )

a

− x
(
c+x
c

)−d)
(c+ x)2

=
(c+ x)

(
ac
b

(
x
b

)a−1
e−(xb )

a

−
(
c+x
c

)−d
+ dx

c

(
c+x
c

)−d−1)− (−ce−(xb )
a

− x
(
c+x
c

)−d)
(c+ x)2

=
(c+ x)

(
ac
x

(
x
b

)a
e−(xb )

a

+
(
dx
c+x
− 1
) (

c+x
c

)−d)− (−ce−(xb )
a

− x
(
c+x
c

)−d)
(c+ x)2

=

(
ac(c+x)

x

(
x
b

)a
e−(xb )

a

+ (dx− (c+ x))
(
c+x
c

)−d)− (−ce−(xb )
a

− x
(
c+x
c

)−d)
(c+ x)2

=

(
a(c+x)
x

(
x
b

)a
+ 1
)
ce−(xb )

a

+ (dx− (c+ x) + x)
(
c+x
c

)−d
(c+ x)2

=

(
a (c+ x)

(
x
b

)a
+ x
)
ce−(xb )

a

+ x (dx− c)
(
c+x
c

)−d
x (c+ x)2

.

(3.23)
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Figure 3.9.: Same as Fig. 1.1 but with fw+pl(x) (left, dashed red line) and F̄w+pl

(right, red dashed line).

Fig. 3.8 shows the best �t of F̄w+pl(x) (eq. 3.21, dotted line) and F̄mpl(x) (eq.

3.12, solid line) for the dataset DWDall. F̄w+pl(x) shows an almost perfect �t for the

smallest precipitation amounts and still a very good �t in the tail.

In comparison to previously developed amount processes F̄w+pl(x) improves the

generation of high precipitation amounts enormously (see Fig. 3.9).

3.2.2. Time and altitude dependence

Like the occurrence process (see sec. 3.1) also the amount process should be de-

pendent on the time of the year t and the altitude h. After the disaggregation of

the stratiform and convective precipitation (method described in sec. 2.4) every

parameter was estimated for both types of precipitation at each station and plotted

against the altitude of the stations (Fig. 3.10). For the parameters a and b an

altitude dependency is clear noticeable whereas the altitude dependencies of the pa-

rameters c and d are not obvious. However, for all four parameters linear regressions

were used to represent the altitude dependency.

To study an additional t-dependency every month and four altitude classes (0-

200m, 200m-500m, 500m-1000m and 1000-3000m, same as in sec. 3.1) were merged.

At �rst the t-dependency was only detectable for the parameter b (see Fig. 3.11).

Again, for the �t the data points were weighted by the respective data availability.

Especially for the winter months the data availability of convective precipitation is
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Figure 3.10.: Altitude dependencies of the parameters a, b, c and d. Crosses show the

estimated values of convective (red) and stratiform (blue) precipitation

for each station of dataset SYNOP. Red and blue lines show the best

linear �ts, respectively. For display purposes, the x-axis of the charts

have been cut at 1,500m (Zugspitze, 2964m, not shown).

very low (Fig. 3.11 right). However, �rst runs of the model showed higher values in

the winter season than observed. To generate less high amounts in the winter season

it seemed to be necessary to give the parameter d also a t-dependency (because d

is the scaling parameter of the tail). This was realized by a cosine function giving

d around 50% higher values in winter time than during summer months (see Tab.

C.2 in the appendix).

A summary of the time- and altitude dependencies of all four parameters of the

used probability distribution is given in the appendix (Tab. C.2).

41



0
2
4
6
8
10
12
14
16
18

2 4 6 8 10 12

month

Parameter b (stratiform)

200m
500m
1000m
3000m

0
2
4
6
8
10
12
14
16
18

2 4 6 8 10 12

month

Parameter b (convective)
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3.3. Taking account of variability in the

occurrence process

The occurrence process described above is still too static � especially regarding

the modelling of extreme dry and wet spells. Therefore, the model still requires a

modi�cation which represents the variability of the general weather situation. In

the model this is implemented by using a con�ned Gaussian random walk. This is

a random walk which generates the next step by using a normal distribution with

the standard deviation σ. Additionally, the range of values of the random walk is

limited by two �xed boundaries. These boundaries have been chosen in a manner

that they meet the condition of all state transitions to remain between 0 and 1.

As a result, the random walk determines a shift ∆ which modi�es the transition

probabilities as follows:

X̃X = XX + ∆wet/dry (3.24)

for the probabilities of remaining in a state and

X̃Y = XY −∆wet/dry
XY

XY +XZ
(3.25)
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Figure 3.12.: Example of a con�ned random walk for an arbitrary year. Gray crosses

show the daily values of the shift ∆ and dashed red line its 5-day-

average.

for all transition probabilities with a changing state.

Thereby, X, Y and Z each represent one of the three conditions stratiform (S),

convective (C) or dry (D). ∆wet was used for the initial states stratiform and con-

vective as well as a ∆dry for the initial state dry.

The thresholds and the standard deviation were varied and identi�ed based on

validations of the most extreme wet and dry spells. Thereby the thresholds +/- 0.15

for both ∆ and the standard deviation σ = 0.03 were identi�ed. An example of such

a random walk for a time interval of one year can be seen in Fig. 3.3: assuming that

the random walk shown represents the value ∆dry, this would mean that for a few

days around day 100, the probability that a dry day would be followed by another

day without precipitation is over 10% lower (unstable weather situation). Thereby,

for a few days around day 300, the probability that it will remain dry is over 10%

higher (stable weather situation). Overall, the e�ects balance each other out so that

the mean value of all ∆dry and ∆wet values always results in zero.
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Figure 3.13.: 3-D plot of the probability distribution of the bivariate shifts ∆rain and

∆dry.

The random walk was used in the model in such a way that ∆dry and ∆wet

were identi�ed for each day and were valid for all stations. With this approach,

occurrence process correlations between the stations were considered. A simulation

for 100 million days demonstrates the e�ect of this modi�cation of the occurrence

process (see Fig. 3.13): On most days the random walk does not in�uence the

occurrence process particularly strong. Nevertheless, there are also phases in which

the probability of remaining in a wet- and/or dry state is signi�cantly heightened

or reduced (boundaries in the 3-D-plot in Fig. 3.13). Thereby phases of stable and

unstable weather conditions are represented as they occur in reality.

3.4. Model results vs. observation

In this chapter, the results from the model will be compared with the actual obser-

vations. The topographic height of a station and the number of measurement days

available for each station were used as input parameters to comparably reproduce

the observations of the SYNOP and DWDall datasets. On the one hand, a realistic

occurrence of precipitation events (sec. 3.4.1), and on the other hand, a realistic

simulation of high precipitation values was tested (sec. 3.4.2).

3.4.1. Precipitation occurrence

A comparison of modelled and observed dry and wet spell length is frequently carried

out to test whether the occurrence process developed in the model describes reality
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Figure 3.14.: Comparison of the modelled and observed dry spell length. Dashed

line show the best �t of a geometric distribution. Dots show dry spell

length like observed- (black), modelled- (orange) as well as modelled

with con�ned random walk (red).

correctly [e.g. Wilks (1999)]. Simple (�rst order) Markov chains follow a geometric

distribution in the simulation of spell length (see sec. 1.1). As previously noted, big

under-estimates of the dry spell length occurred in previous studies using a Markov

chain [e.g. Buishand (1978); Racsko et al. (1991)]. With the �rst order Markov chain

used here, higher probabilities for very long dry spells were considered, than through

a geometric distribution (see Fig. 3.14). This will mainly be due to the averaging of

more than 300 stations and the consideration of the time of year. Nevertheless, the

likelihood for a very long spell length to occur (e.g. 60 days), for dry as well as wet

spells, continues to be underestimated. Therefore, the changes to the occurrence

process described in the previous section were made. By taking into consideration

this atmospheric variation, the dry spell lengths generated in the model are a good

match for the observations (red circles in Fig. 3.14). The modelled wet spell length,

however, still slightly underestimates the observations (purple circles in Fig. 3.15

left). However, by de�ning a wet day as a day on which more than 0.1mm (instead

of >0.0mm) are observed, the modelled wet spell length �ts the observations (purple

circles in Fig. 3.15 right). Therefore, the slight underestimation on the wet spell

length can be seen as negligible.
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Figure 1: Abbildungstext...Figure 3.15.: Comparison of the modelled and observed wet spell length. Once for

a spell length de�ned as >0mm (left) and once for >0.1mm (right).

Dashed lines show the best �t of a geometric distribution. Dots show

wet spell length like observed- (black), modelled- (blue) as well as

modelled with con�ned random walk (purple).

3.4.2. Precipitation amounts

For the investigation of precipitation records, it appears especially important that

very high precipitation is simulated close to reality. To test this, 30 simulations

were created for each of the SYNOP and DWDall datasets. As a next step, the

highest modelled precipitation amounts were compared with the highest observed

precipitation amounts (Fig. 3.16).

It is easy to see that the precipitation model uses the data from the SYNOP data

set: The modelled precipitation amounts are well distributed about the origin to

give an exact model of the observations (Fig. 3.16 left). If instead of the SYNOP

dataset the very large DWDall is used, an overestimation by the model of about

150mm is apparent. A possible cause could be the disregard of spatial correlations

in the amount process of the model. A consideration of correlations appears to be

necessary especially with a very high station density such as in the DWDall dataset.

However, for the purpose of use in this thesis the model is considered as well usable.
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Figure 1: Abbildungstext...Figure 3.16.: Comparison of the highest observed precipitation amounts of dataset

SYNOP (left) as well as dataset DWDall (right) to the highest modelled

precipitation amounts using 30 simulations, respectively.
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4. Application to precipitation

records

In this chapter, the precipitation model developed in section 3 will be used to prove

whether the higher than expected mean record number R̃n,20 (eq. 1.12) in the

winter season, or respectively, slightly lower R̃n,20 in the summer season (see Fig.

1.2) is due to a change in the occurrence process and/or in the amount process.

To do so, a linear drift will be implemented into the model. The same strategy

was used by Wergen and Krug (2010) in the context of temperature records. In

the context of precipitation, a change in the precipitation pattern can be caused

by a change in the occurrence and/or in the amount process. Therefore, �rst of

all, changes in the precipitation pattern in Germany since 1954 will be investigated

with dataset DWDcon (sec. 4.1). The implementation of the drifts is described in

subsection 4.2 and subsection 4.3 compares the results of the linear drift model with

the observations.

4.1. Observed changes in the past

In this subsection, a change in the precipitation pattern in Germany is investigated

for the period of 1954�2013. On the one hand, changes in the state transitions of the

occurrence process are investigated. On the other hand, changes in the probability

distribution (amount process) are studied for the winter (DJF) and summer (JJA)

seasons. To keep it very simple, the time series of dataset DWDcon is split into two

halves (1954�1983 and 1984�2013), which is occasionally used in climate science [e.g.

Malitz et al. (2011); Thompson et al. (2017)]. For both the Fourier- respectively

Cosine-coe�cients (occurrence process) as well as the parameters a, b, c and d

of the probability distribution (amount process) are determined. For this study,

the complete, continuous dataset DWDcon was used since for both time periods

the same number of stations and days were recorded. This dataset, however, has

no information about the type of precipitation namely stratiform or convective.

Therefore, for the amount process study, also the dataset SYNOP was used. Data
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Figure 4.1.: Changes in the state transitions dry-dry (left) and wet-wet (right) by

splitting dataset DWDcon into two halves.

from this dataset must be used with care because both periods are based on di�erent

stations. For example, between 1954 and 1983, it is weighted by containing more

mountain stations (average station altitude: 345m) than in the period 1984�2013

(average station altitude: 306m).

4.1.1. Observed changes in the occurrence process

Due to the lack of information concerning the type of precipitation in dataset

DWDcon, just the state transitions dry-dry and wet-wet could be investigated. By

comparing the period 1954�1983 (orange dots) and the period 1984�2013 (light blue

dots), a shift of the Fourier-series towards a slightly higher probability in the spring

season (∼ day 60�150) and part of the summer season (∼ day 150�210) was observed

for the state transition dry-dry (Fig. 4.1 left). For the rest of the year, the Fourier-

series shifted towards lower probabilities for getting a dry day after a previous dry

day. The shift was most signi�cant in the winter season (∼ day 335�60) with a gap

of up to two percent. This was also the case for the state transition wet-wet (Fig.

4.1 right) but with a shift to higher probabilities of up to two percent for the winter

season. Di�ering from the state transition dry-dry, the Cosine-function of the state

transition wet-wet shifted to higher probabilities all year-long. However, the shift is

much weaker in the spring and part of the summer season.

In general, a higher probability of getting a rainy day in the winter season was ob-
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Figure 4.2.: Changes in the probability distributions of both the winter (dark blue

1954�1983; light blue 1984�2013) and summer (orange 1954�1983; red

1984�2013) season for dataset DWDcon (left) as well as DWDall (right),

respectively.

served, whereas in the summer season a more stable weather situation was observed:

The probabilities increased for getting consecutive dry days as well as consecutive

wet days.

4.1.2. Observed changes in the amount process

In the study of the amount process, a change between the period of 1954�1983 and

the period of 1984�2013 is scarcely noticeable (Fig. 4.2 left). On closer study, there

seems to be a slight reduction in high precipitation in summer, which is shown by

orange (1954�1983) and red circles (1984�2013). This observation was con�rmed

through an identical evaluation of the markedly larger DWDall dataset (Fig. 4.2

right). Therefore, a reduction in heavy precipitation (especially for precipitation

amount > 30mm) seems more signi�cant. Interestingly, this observation is reversed

for extreme precipitation: the probability of daily precipitation, in excess of 200mm,

was higher in the period of 1984�2013 than in 1954�1983.

In contrast to the dataset DWDcon, an increase in very heavy winter precipitation

was observed for the dataset DWDall (especially for precipitation amounts >100mm)

shown by dark (1954�1983) and light (1984�2013) blue dots (Fig. 4.2 right).

An investigation of the dataset SYNOP, including a separation of stratiform and

convective rainfall, suggests that the decrease in high daily summer precipitation is
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driven by a change in the stratiform precipitation (Fig. 4.3c). This could also be

partly due to the lower average elevation of the stations in the period of 1984�2013

(314m in the summer season) compared to the period of 1954�1983 (360m in the

summer season). In contrast, for convective rain, a slight increase in precipitation

of less than about 50mm was observed (Fig. 4.3d).

Hardly any change was noticed in stratiform rain in winter (Fig. 4.3a). Never-

theless, the chance of convective precipitation of less than 25mm has, in contrast,

increased (Fig. 4.3b).
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Figure 4.3.: Changes in the probability distributions of both stratiform (a) and con-

vective (b) precipitation in the winter season as well as stratiform (c) and

convective (d) precipitation in the summer season of dataset SYNOP.
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4.2. Implementation of a drift in the precipitation

model

In this chapter, the modi�cation of the precipitation model by an implementation of

the observed changes (see sec. 4.1) is described. The implementation of the observed

changes was realized by using linear drifts in the occurrence and amount processes.

In the occurrence process, the linear drifts arise from the change in the coef-

�cients of the Fourier series and Cosine-function. With that implementation the

models state transitions dry-dry and stra-stra shift as shown in Fig. 4.1. In the

models state transition conv-conv no linear drift is implemented, because convective

rain is more likely to occur in unstable weather situations. Thus, it is assumed that

the observed change in the state transition wet-wet is mainly driven by a shift in

the state transition stra-stra.

The changes in the amount process were introduced into the model by using a

linear drift of the parameters of the precipitation spread. Thereby, a slight linear

drift of the convective precipitation was used in the winter season (as shown in Fig.

4.3b), while for the stratiform amount process no linear drift was used. For the

summer, the changes in stratiform and convective distribution were implemented as

shown in Fig. 4.3c and Fig. 4.3d, respectively.

To study the e�ects of these changes on the mean record number, the changes to

the model were divided into a total of �ve model runs (see Tab. 4.1). Model run I

represents a stationary precipitation model without linear drift and correlations. In

Model run II and III the stationary model is modi�ed by adding a linear drift in the

occurrence and amount process, respectively. In model run IV, the linear drifts in

the occurrence and amount process is implemented, including correlated �uctuations

in the occurrence process. The correlations in the occurrence process are realized as

Table 4.1.: Overview with descriptions of the model runs used.

Model run I Stationary model (sec. 3.1 and 3.2)

Model run II Model run I + linear drift in the occurrence process (sec. 4.1.1)

Model run III Model run I + linear drift in the amount process (sec. 4.1.2)

Model run IV Model run II + III + correlation in the occurrence process (sec. 3.3)

Model run V Model run I but with empiric distribution of the occurrence process
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Figure 1: AbbildungstextFigure 4.4.: Comparison of observed daily precipitation averages to those of model

run I (left) and model run III (right) for given years.

described in chapter 3.3. Finally, model run V uses the empiric distribution of the

occurrence process.

To validate this model, the individual model runs were compared to the observa-

tions for rain probability (Fig. 4.5) and to the average daily precipitation quantities

(Fig. 4.4). As it was expected from the results from Chapter 4.1.1, an increase in

the probability of precipitation during winter can be found in the observations (blue

lines in Fig. 4.5 left).

In summer, the changes noticed in the occurrence process nearly cancel each other

out and only a small increase in the probability of precipitation can be seen in the

observations (red lines in Fig. 4.5 right). The mean changes in the probability

of precipitation could be realistically reproduced with the help of the linear drifts

in the occurrence process (model run II) (Fig. 4.5c and Fig. 4.5d). Through the

addition of spatial correlations in the occurrence process, the model outputs and

the observations show very similar results (Fig. 4.5e and Fig. 4.5f). However, the

average probability of rain generated by the model is slightly lower than the obser-

vations (dotted lines in Fig. 4.5). The di�erence can be explained by the fact that

the precipitation model is based on the SYNOP data, while the observed changes

were studied with the dataset DWDcon. However, for the investigation of the mean

record number, especially the changes over time are important.
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For the trend, a comparison of the daily average precipitation also shows a re-

alistic modelling of the observations using the linear drift in the amount process �

especially for the summer season (yellow circles in Fig. 4.4 right). In winter, a slight

linear drift in the convective amount process has no e�ect on the average amount

of precipitation (purple circles in Fig. 4.4 right). This can be explained by the very

low probability of convective precipitation in winter.

However, it is easy to see that annual variability is not at all captured by the

model (Fig. 4.4). This is an indication on missing correlations in the occurrence

process that should be considered for further research (see also sec. 5).

4.3. Modelled precipitation records

In this chapter, the e�ects of the changes described in the previous chapter (sec. 4.2)

on the mean record number are discussed. The evaluation is based on 20 simulations

for each model run.

The modelled results for the stationary example (model run I), for both summer

and winter, are very close to the theoretical expectations (eq. 1.12 in sec. 1.2)

from i.i.d. random variables (dotted lines in Fig. 4.6a and Fig. 4.6b). By the

implementation of linear drifts in the occurrence process, an increase in the mean

record number in winter was observed (Fig. 4.6c). In comparison to that, no obvious

changes were found for the summer season (Fig. 4.6d). When a linear drift in the

amount process is considered, the result is exactly reversed: In winter, there is no

change in the mean record number, while in summer the result is a decrease in the

mean record number of the magnitude actually observed (Fig. 4.7a and Fig. 4.7b).

If additional spatial correlations in the occurrence process are considered, the

variation in the mean record number increases noticeably (shaded area in Fig. 4.7c

and Fig. 4.7d). Interestingly, despite taking the correlations into account, none of

the 20 simulations produced a result on the scale of the actual mean record numbers

observed in winter.

Finally, the days on which it rained were set empirically rather than being mod-

elled by the occurrence process (model run V, Fig. 4.7e and Fig. 4.7f). In winter,

this led to similar results for the mean record number than obtained through mod-

elling with a linear drift in the occurrence process (model run II, Fig. 4.6c). In
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summer, a lower mean record number was found in comparison to the stationary

model. This is particularly remarkable as the e�ect does not occur (or was not

noticed) when the linear drift in the occurrence process is considered (Fig. 4.6d).
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Figure 4.6.: Modi�ed mean record number (eq. 1.12) of dataset DWDcon (circles)

compared to 20 simulations of model run I (a-b) and model run II (c-d)

for both winter (left) and summer (right) season. Model run I is also

compared to the prediction for a stationary process (dotted lines in (a)

and (b)), while model run II is additionally compared to model run I

(solid lines in (c) and (d)). Shaded areas show the ranges of variation

of the simulations.
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Figure 4.7.: Same as Fig. 4.6, but for model run III (a-b), model run IV (c-d) and

model run V (e-f).
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5. Conclusion and Outlook

In this study a new statistical precipitation model was developed and has been

applied to investigate the results of previous work in the context of precipitation

records [von Bomhard (2014)]. To this model several new aspects were included:

On the one hand it is the �rst statistical daily precipitation model which distin-

guishes between convective and stratiform precipitation. On the other hand a new

probability distribution was developed for the models amount process. Furthermore

the model was developed for universal use, as it uses dependencies on the elevation

of a station and on the time of the year as input parameters.

By di�erentiating convective and stratiform precipitation the model was supposed

to re�ect the di�erent characteristics of the two precipitation types. In the occur-

rence process this di�erentiation of the types of precipitation leads to state transi-

tions as expected � namely higher probabilities for remaining in a stratiform-state

than for remaining in a convective-state. In the probability distribution of the

amount process the di�erences of convective and stratiform precipitation is more

signi�cant in the parameters a and b than in the parameters c and d (see Fig. 3.10).

Nevertheless, the daily precipitation probability distributions for these both types of

rain are much closer than it would be expected due to their characteristics. The rea-

son is, that the more intensive convective precipitation is typically of much shorter

duration than the less intensive stratiform precipitation. On a time scale of one day

(24 hours) this can lead to precipitation totals of similar magnitude (see Fig. 5.1).

By comparing the results of the model with the observations, it was found that

the model was still to static. In particular the occurrence of very long dry- as well as

wet-spells were underestimated. Hence, a con�ned random walk was implemented in

the occurrence process for taking variability into account. Because the determined

shift ∆ of the random walk is valid for all stations, this leads to correlations in the

occurrence process. In the amount process no correlations were taken into account,

as a comparison of the highest modelled versus the highest observed precipitation

amounts showed good agreement for the dataset SYNOP (see Fig. 4.2 left).
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Figure 5.1.: Examples of extreme daily precipitation events on hourly resolution.

For the convective events in Münster (a) and Cologne (c) as well as the

mixed (convective followed by stratiform precipitation) event of Berlin-

Oranienburg (b) and the stratiform event of Zinnwald-Georgenfeld (d).

In a next step the model was used for investigating precipitation records. For that,

�ve di�erent simulation runs with incremental changes in the model were utilized.

The modi�cations of the model include implementations of linear drifts. These lin-

ear drifts were simply realized by changes in the parameters, which were estimated

by a comparison of two 30-year partial periods (period 1954�1983 and period 1984�

2013) of the dataset DWDcon.

As result, for the winter season, a signi�cantly increased probability of rainy days

but no changes in the amount process was found. Comparable results were found

by Malitz et al. (2011), who � based on 83 German weather stations in the period

1901�2000 � found a much more signi�cant increase in the frequency of heavy pre-
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cipitation occurrence, than in its intensity. However, an increase in very heavy and

weak precipitation events at the expense of medium rainfall as presented by some

studies [e.g. Hänsel et al. (2005); Hattermann et al. (2013)] was not found by the

comparison of the two partial periods with dataset DWDcon.

In summer, however, a decrease in medium and heavy precipitation events and

hardly no change in the occurrence process was found, which is in consistence with

previous studies (see Kunz et al. (2017) and references therein).

After these linear drifts were implemented to the model, a lower mean record

number than expected for stationary conditions was found for the summer season.

It was of similar magnitude as observed in reality (for 2013: R̃60,20 = 1.03 ±0.01 vs.

R̃60,20 = 1.04 observed). An important change in the amount process is mainly the

decrease of medium and strong stratiform precipitation. However, also changes in

the occurrence of precipitation events in the summer months may have contributed

to less records than expected: An implementation of the empirical occurrence of

precipitation led to a mean record number of R̃60,20 = 1.05 (±0.01) for the year

2013. However, this is not necessarily due to signi�cant changes in the occurrence

process, but can also be due to random processes as it was shown by simulations

considering correlations. To sum this up, one can conclude that a too low mean

record number can result from changes in the amount process or/and coincidences

in the occurrence process.

In the winter season, the increase in daily precipitation records can only be par-

tially explained by an increase in the rain probability (for 2013: R̃60,20 = 1.11 ±0.01

vs. R̃60,20 = 1.21 observed). Taking correlations in the occurrence process into ac-

count it has the potential to slightly increase the mean record number further (for

2013: R̃60,20 = 1.11 ± 0.03). Finally the simulations using the empirical occurrence

of precipitation gives a mean record number of R̃60,20 = 1.13 (±0.01) for the year

2013. In conclusion it remains an open question, which additional enhancing e�ects

have contributed to the observed mean record number of R̃60,20 = 1.21. One e�ect

could be that actually also a linear drift in the winters amount process must be con-

sidered. The assumption for not taking linear drifts into account, was due to results

of splitting the dataset DWDcon into two 30-year periods. As this method is very

simple, the assumption might be wrong. That a linear drift should be implemented

is supported by previous studies which found, as mentioned earlier, an increase in

heavy precipitation events for German winters (see Kunz et al. (2017) and references
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therein). Another reason could be the neglect of spatial correlations in the amount

process. Spatial correlations in the amount process are expected to be especially

important for stratiform precipitation. While precipitation in winter time is almost

always of stratiform character, the neglect of correlations in the amount process can

have signi�cant e�ects on the mean record number of the winter season.

Spatial correlations could be, for instance, implemented to the model by calculat-

ing cross correlations [e.g. Brommundt and Bárdossy (2007)]. To keep the model as

universal as developed in this study, another idea is to generate correlated random

numbers for each day which are independent of the marginal distributions. This

can be realized, for example, by using a copula approach. Copula are often used in

the �elds of risk management, insurance and especially in �nance. However, in the

last decade copulas become also popular on the issue of precipitation models [e.g.

Lennartsson et al. (2008); Bárdossy and Pegram (2009); Nguyen-Huy et al. (2017)].

A good introduction of using copula in meteorology and climate research including

an application to daily rainfall can be found in Schoelzel and Friederichs (2008).

However, on a daily scale, the variability of the weather seems to cause that the

identi�cation of signi�cant trends in records is more di�cult than for longer time

scales. This aspect was also discussed by Rahmstorf and Coumou (2011) and Wer-

gen et al. (2014) in the context of temperature records: Rahmstorf and Coumou

(2011) argued that already a noticeable increase in records can be found for a slight

increase in annual temperatures on a global scale due to its annual and spatial av-

eraging. Also Wergen et al. (2014) justify a stronger increase in monthly record

highs compared to daily record highs with a smaller standard deviation in monthly

values. Therefore, it might be interesting for further study to use the daily pre-

cipitation model (by merging 30-day intervals) to investigate monthly precipitation

records or to use the maximum daily precipitation amount of each month (similar

to Lehmann et al. (2015)).

Nevertheless, a higher temporal resolution of the model should be also of great

interest. As previously mentioned, the di�erent characteristics of stratiform and

convective precipitation should be more sharply distinguishable on a temporal res-

olution of 1-hour. For example, results of Langer et al. (2008) suggest, that the

probability distribution of 1-hourly convective and stratiform precipitation amounts

is of much higher di�erence than in the �ndings of this study for daily values. With

an even higher resolution of 5 minutes the di�erence seems to be even more apparent
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Figure 5.2.: Daily precipitation totals with temporal resolution of 5-minutes (top)

for the same events as in Fig. 5.1. In addition accumulated rainfall of

these events is shown (bottom).

(see Fig. 5.2). It is interesting to note in this context that very recently a new law

entered into force1, stating that the DWD has to provide all collected data, including

1-minute precipitation measurements, for free.

Using this high temporal resolution data and implementing spatial correlations by

using a copula approach should further improve the model. All in all, it is expected

that such a universal and well working precipitation model has the potential for

applications in many more research areas, such as implementation in a statistical

weather generator or modelling damages of �ash �oods.

1see the press release from July, 25th 2017: http://www.dwd.de/EN/press/press_

release/EN/2017/20170725_amendment_to_the_DeutscherWetterdienst.pdf?__blob=

publicationFile&v=3
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Appendix A.

Table A.1.: SYNOP-codes of weather state characterizing stratiform precipitation.

Table taken from Rulfová and Kysel�y (2013).
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Table A1: Codes of weather state characterizing convective precipitation. 

1. Non-precipitation events 2. Precipitation within past hour but not  
17 thunderstorm but no precipitation falling at observation time 
 at station 25 snow showers 

18 squalls within sight but no precipitation 26 snow showers 

 falling at station 27 hail showers 

19 funnel clouds within sight 29 thunderstorms 

 4. Thunderstorms 

3. Showers 91 thunderstorm in past hour, currently only 

80 light rain showers  light rain 

81 moderate to heavy rain showers 92 thunderstorm in past hour, currently only 

82 violent rain showers  moderate to heavy rain 

83 light rain and snow showers 93 thunderstorm in past hour, currently only 

84 moderate to heavy rain and snow showers  light snow or rain/snow mix 

85 light snow showers 94 thunderstorm in past hour, currently only 

86 moderate to heavy snow showers  moderate to heavy snow or rain/snow mix 

87 light snow/ice pellet showers 95 light to moderate thunderstorm 

88 moderate to heavy snow/ice pellet  96 light to moderate thunderstorm with hail 

 showers 97 heavy thunderstorm 

89 light hail showers 98 heavy thunderstorm with duststorm 

90 moderate to heavy hail showers 99 heavy thunderstorm with hail 

 

 

Table A.2: Codes of weather state characterizing stratiform precipitation. 

1. Precipitation within past hour but not 2. Drizzle 

at observation time 50 intermittent  light snow 

20 drizzle 51 continuous light drizzle 

20 drizzle 52 intermittent moderate drizzle 

21 rain 53 continuous moderate drizzle 

22 snow 54 intermittent heavy drizzle 

23 rain and snow 55 continuous heavy drizzle 

24 freezing rain 56 light freezing drizzle 

  57 moderate to heavy freezing drizzle 

  58 light drizzle and rain 

  59 moderate to heavy drizzle and rain 

3. Rain (not in the form of showers) 4. Snow (not in the form of showers) 
60 intermittent light rain 70 intermittent light snow 

61 continuous light rain 71 continuous light snow 

62 intermittent moderate rain 72 intermittent moderate snow 

63 continuous moderate rain 73 continuous moderate snow 

64 intermittent heavy rain 74 intermittent heavy snow 

65 continuous heavy rain 75 continuous heavy snow 

66 light freezing rain 76 diamond dust 

67 moderate to heavy freezing rain 77 snow grains 

68 light rain and snow 78 snow crystals 

69 moderate to heavy rain and snow 79 ice pellets 
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Table A.2.: SYNOP-codes of weather state characterizing convective precipitation.

Table taken from Rulfová and Kysel�y (2013).
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Table A1: Codes of weather state characterizing convective precipitation. 

1. Non-precipitation events 2. Precipitation within past hour but not  
17 thunderstorm but no precipitation falling at observation time 
 at station 25 snow showers 

18 squalls within sight but no precipitation 26 snow showers 

 falling at station 27 hail showers 

19 funnel clouds within sight 29 thunderstorms 

 4. Thunderstorms 

3. Showers 91 thunderstorm in past hour, currently only 

80 light rain showers  light rain 

81 moderate to heavy rain showers 92 thunderstorm in past hour, currently only 

82 violent rain showers  moderate to heavy rain 

83 light rain and snow showers 93 thunderstorm in past hour, currently only 

84 moderate to heavy rain and snow showers  light snow or rain/snow mix 

85 light snow showers 94 thunderstorm in past hour, currently only 

86 moderate to heavy snow showers  moderate to heavy snow or rain/snow mix 

87 light snow/ice pellet showers 95 light to moderate thunderstorm 

88 moderate to heavy snow/ice pellet  96 light to moderate thunderstorm with hail 

 showers 97 heavy thunderstorm 

89 light hail showers 98 heavy thunderstorm with duststorm 

90 moderate to heavy hail showers 99 heavy thunderstorm with hail 

 

 

Table A.2: Codes of weather state characterizing stratiform precipitation. 

1. Precipitation within past hour but not 2. Drizzle 

at observation time 50 intermittent  light snow 

20 drizzle 51 continuous light drizzle 

20 drizzle 52 intermittent moderate drizzle 

21 rain 53 continuous moderate drizzle 

22 snow 54 intermittent heavy drizzle 

23 rain and snow 55 continuous heavy drizzle 

24 freezing rain 56 light freezing drizzle 

  57 moderate to heavy freezing drizzle 

  58 light drizzle and rain 

  59 moderate to heavy drizzle and rain 

3. Rain (not in the form of showers) 4. Snow (not in the form of showers) 
60 intermittent light rain 70 intermittent light snow 

61 continuous light rain 71 continuous light snow 

62 intermittent moderate rain 72 intermittent moderate snow 

63 continuous moderate rain 73 continuous moderate snow 

64 intermittent heavy rain 74 intermittent heavy snow 

65 continuous heavy rain 75 continuous heavy snow 

66 light freezing rain 76 diamond dust 

67 moderate to heavy freezing rain 77 snow grains 

68 light rain and snow 78 snow crystals 

69 moderate to heavy rain and snow 79 ice pellets 

 

Table A.3.: SYNOP-codes of low level clouds and its decoding. Given types of pre-

cipitation are based on �ndings of Langer and Reimer (2007).

Code Cloud type Type of prec.

0 no low clouds dry

1 cumulus (Cu) humulis or fractus (no vertical development) dry

2 cumulus (Cu) mediocris or congestus (moderate vertical development) convective

3 cumulonimbus (Cb) calvus (no outlines nor anvil) convective

4 stratocumulus (Sc) cumulogenitus (formed by spreading of cumulus) stratiform

5 stratocumulus (Sc) (not formed by spreading cumulus)no low clouds stratiform

6 stratus (St) nebulosus (continuous sheet) stratiform

7 stratus (St) or cumulus (Cu) fractus of bad weather stratiform

8 cumulus (Cu) with stratocumulus (St), with di�ering bases mixed

9 cumulonimbus (Cb) with anvil convective

/ low clouds unobserved due to darkness or obscuration �
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Appendix B.

corresponding with rain or snow showers. An analogous

method was used by Brázdil and Štekl (1986) for the Czech

Republic (using data from 1972–1974). Some authors have

used quantitative criteria for disaggregation of long-lasting

precipitation and rain showers based on the precipitation

amount, average and maximum intensity, and area affected

by precipitation (Kurejko, 1978; Orlova, 1979; Alibegova,

1985). A big disadvantage of these criteria has been their

subjectivity and applicability only for specific data and areas

for which they had been designed.

More recent methods devised for disaggregating rain-

fall often use data from radar and satellite measurements

(e.g. Sempere-Torres et al., 2000; Anagnostou, 2004; Lam

et al., 2010). These methods originate from studies of rain

gauge data (e.g. Austin and Houze, 1972; Houze, 1973) in

which those gauge rainfall rates exceeding a specified

threshold were classified as convective, which may not

always be justified. This background-exceeding technique

(BET) generally identifies the core of convection. The technique

has been extended to two dimensions using radar reflectivity

observations, where convective coreswere identified by BET and

then a fixed radius of influence was taken to assign convective

areas (Churchill and Houze, 1984). Steiner et al. (1995)

improved this approach and used a variable radius of influence

along with a variable threshold while both the radius and the

threshold were functions of the area-averaged background

reflectivity. Alder and Negri (1988) applied a variation of BET

to disaggregate convective and stratiform precipitation using

infrared satellite data. Instead of searching for local maxima,

they looked for local minima in the cloud-top temperatures to

determine the location of a convective core. Methods using

information about cloud water content and vertical motion

(e.g. Tao and Simpson, 1989; Tao et al., 1993, 2000) are based

on a principle similar to the methods described above and

identify the convective core as an area with values above a

given threshold.

The main advantage of the methods based on radar and

satellite data is that they are spatially more homogeneous

than station data and are easily comparable with model

outputs which are in spatial grid form too. On the other hand,

precipitation amounts are not directly measured by radar and

satellite and are estimated on the basis of empirical formulae.

Furthermore, relatively short time series and inhomogeneities

make these data unsuitable for analyses of trends and extremes

and for validating characteristics from climate model outputs.

Ruiz-Leo et al. (2013) presented a relatively new method

based on the study of Tremblay (2005). The distribution of

cumulative precipitation (in a given intensity class) versus

intensity follows a near exponential law, albeit with anom-

alies. They suggest that the exponential term is associated

with the stratiform precipitation predominating for smaller

intensities, whereas the term expressing positive anomalies

of the curve is related to the convective precipitation which is

more important for larger intensities. Furthermore, they

found a threshold of intensity separating precipitation into

predominantly stratiform (i.e. intensity below a given thresh-

old) and predominantly convective (i.e. intensity above a given

threshold) origin. This method is based on 6-hour precipitation

amounts from stations (standard synoptic data) and provides

the opportunity to acquire long time series of convective and

stratiform precipitation for analyses of changes in precipitation

regimes. The disadvantage of this method is that extreme

precipitation cannot be determined as stratiform in principle,

which contradicts reality inasmuch as precipitation extremes

may occur also in the form of widespread heavy rains from

stratiform clouds even without embedded convection.

In this study, we propose an alternative algorithm for

disaggregation of precipitation into predominantly convec-

tive and stratiform on the basis of SYNOP reports (surface

synoptic observations) at weather stations. Unlikemost radar

and satellite data, these data are long term and allow analysing

trends and estimating high quantiles and design values of

precipitation amounts as well as validating climate model

outputs. Our approach is based on the same type of data as used

in the method proposed by Ruiz-Leo et al. (2013), but we relax

their simplifying assumption that heavy precipitation is of

convective origin only. The algorithm we propose and test is

based on different criteria, allowing also for disaggregation of

heavy precipitation into predominantly convective or strati-

form. The algorithm is applied to 29-year data from 11weather

Main criterion:
• Convective: rain shower, thunderstorm, 

hailstone…

• Stratiform: long-lasting precipitation

(rain, snow), drizzle…

• Mixed/unresolved

On the basis of predominant characteristics 
of precipitation.

Secondary criterion:
• Convective: Cb, Cu

• Stratiform: Ns, As, Sc, St

• Mixed/unresolved

On the basis of predominant 
characteristics of precipitation.

Disaggregation

Input

Output

Convective

Mixed/Unresolved

Stratiform

• 6-hour precipitation

a month

• State of weather

(hourly)

• Type of cloudiness 

(hourly)

Fig. 2. Scheme of the algorithm.

102 Z. Rulfová, J. Kyselý / Atmospheric Research 134 (2013) 100–115

Figure 1: Abbildungstext

Figure B.1.: Schematic illustration disaggregation of the algorithm used Rulfová and

Kysel�y (2013).
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Appendix C.

Table C.1.: Overview of the time- (t) and altitude- (h) dependent state transitions

used in the model. Ucos(t, h) and Ufr(t, h) refer to eq. 3.2 and 3.3,

respectively.

Stratiform Convective Dry

S
tr
a
ti
fo
r
m SS(t, h) = Ucos(t, h) SC(t, h) = Ucos(t, h) SD(t, h) = 1− SS − SC

m0(h) = 7× 10−5h+ 0.52 m0(h) = −2× 10−5h+ 0.1

m1 = 0.11 m1(h) = 3× 10−6h− 0.05

m2 = −0.26 m2 = −0.26

C
o
n
v
e
c
ti
v
e CS(t, h) = Ucos(t, h) CC(t, h) = 1− CS − CD CD(t, h) = Ucos(t, h)

m0 = 0.28 m0(h) = −6× 10−5h+ 0.3

m1 = 0.1 m1 = −0.06

m2 = −0.26 m2 = −0.26

D
r
y

DS(t, h) = 1−DC −DD DC(t, h) = Ufr(t, h) DD(t, h) = Ufr(t, h)

n0(h) = 2× 10−5h+ 0.05 n0(h) = γ(h)ν1(h) + (1− γ(h)) ν2(h)

n1(h) = −3× 10−5h− 0.04 γ(h) =
(
1 + h

30.85

)−2
n2 = 0 ν1(h) = −1× 10−3h+ 0.68

n3(h) = 8× 10−6h+ 0.01 ν2(h) = −3× 10−5h+ 0.7

n1(h) = 1× 10−4h− 0.04− h2

5.63× 107

n2(h) = −0.01 log (0.76h) + 0.04

n3 = −0.03
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Table C.2.: Overview of the used parameters of fw+pl (see eq. 3.23) with dependen-

cies on the topographic height of a station (h) and the time of the year

(t). Ucos(t, h) and Ufr(t, h) refer to eq. 3.2 and 3.3, respectively.

Stratiform Convective

a as(h) = 3× 10−5h+ 0.75 ac(h) = 1× 10−5h+ 0.81

b

bs(t, h) = Ufr(t, h) bc(t, h) = Ucos(t, h)

n0(h) = 4× 10−3h+ 3.2 n0(h) = 4× 10−3h+ 4.0

n1(h) = 5× 10−7 (h− 1000)2 − 1 n1 = 1.1

n2(h) = n1(h) n2 = 2.25

n3(h) = 1× 10−4h+ 0.04

n4(h) = −2× 10−7 (h− 1300)2 + 0.3

c cs(h) = 0.02h+ 17.28 cc(h) = 5× 10−3h+ 28.03

d

ds(t, h) = Ucos(t, h) dc(t, h) = Ucos(t, h)

n0(h) = 1× 10−3h+ 6.94 n0(h) = 9× 10−4h+ 6.43

n1(h) = −1× 10−3h− 0.54 n1(h) = 4× 10−4h+ 1.31

n2 = π n2 = −0.75
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