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Abstract
This work deals with quantum phase transitions in Dirac systems where the symmetries
involved play a key role in the nature of the transition and are enlarged at criticality. By
using functional renormalization group (FRG) methods, we show that an emergent relativis-
tic symmetry not present at the bare level is a common feature of several di�erent kinds
of phase transitions. In three di�erent projects, the interplay of emergent symmetries and
universality in critical phenomena are explored through FRG techniques. In the �rst project,
we studied the relation between discrete symmetry breaking and the emergence of two di-
verging length scales with their respective critical exponents. A second project explored
the relation between multicritical points where two adjacent symmetry-breaking phases
are compatible and the possibility of a continuous, order-to-order transition. The third and
�nal project was concerned with the persistence of chiral symmetry in three-dimensional
quantum electrodynamics - here seen as an e�ective description of di�erent condensed
matter systems - for the lowest possible number of fermion �avours, as well as with a dual
description that has the potential to provide exact results for this strongly correlated theory.

Kurzzusammenfassung
Diese Arbeit befasst sich mit Quantenphasenübergängen in Dirac-Systemen, bei denen die
auftretenden Symmetrien eine entscheidende Rolle für das kritische Verhalten am Über-
gang spielen. Wir verwenden Funktionale Renormierungsgruppen Technicken (FRG) um zu
zeigen, dass eine emergente relativistische Symmetrie ein gemeinsames Merkmal mehrerer
verschiedener Arten von Phasenübergänge ist. In drei verschiedenen Projekten, wurde das
Wechselspiel zwischen emergenten Symmetrien und Universalität durch FRG Technicken
untersucht. Das erste Projekt befasste sich mit dem Zusammenhang zwischen diskreter
Symmetriebrechung und dem Auftreten von zwei divergierenden Längenskalen sowie deren
zugehörigen kritischen Exponenten. Im zweiten Projekt wurde die Verbindung zwischen
multikritischen Punkten an denen zwei symmetriebrechende Phasen kompatibel sind und
die Möglichkeit eines kontinuierlichen Ordnung-zu-Ordnung Übergangs beleuchtet. Das
dritte und letzte Projekt befasste sich mit dem Bestehenbleiben chiraler Symmetrie in drei-
dimensionaler Quantenelektrodynamik, die hier gesehen werden kann als eine e�ektive
Beschreibung verschiedener Festkörpersysteme, für die niedrigstmögliche Anzahl von Fermio-
nenarten als auch mit einer dualen Beschreibung, die das Potenzial hat exakte Ergebnisse
für die stark korrelierte Theorie zu liefern.
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Chapter 1

Introduction

Understanding phase transitions and the critical phenomena associated to them has been
a major driving force in the quest for unveiling which states of matter Nature allows and
one part of fundamental physics that seems to continue to provide fruitful insights into
the inner workings of our universe. The technological prowess of the last few decades has,
moreover, allowed us to experiment with phenomena that were before, perhaps, thought
to be only of academical interest, for they were not readily available in Nature. A prime
example of this sort of development was the production in 2004 of a free standing two
dimensional structure made of carbon atoms: graphene [1]. In fact, twenty years earlier, the
�rst suggestions of an emergent relativistic low energy behaviour in graphite sheets had
already been made [2, 3] and with these, the �rst attempts at understanding the possible
phases in the system and the transitions between them.

Amongst the �rst interesting phenomena to be explored theoretically was that of breaking
of chiral symmetry in graphene, and its related anomaly [3]. Chiral symmetry breaking is,
however, a feature of strongly interacting systems (like QCD4), and graphene’s realization
of a three dimensional Dirac fermion is known for being very good at screening the elec-
tromagnetic interaction (at charge neutrality), due to the vanishing of the density of states
at the Dirac point [4]. Lucky for us, the condensed matter setting allows several di�erent
interactions to be induced. These can mimic the action of a gauge �eld [5–7] and indeed,
chiral symmetry breaking in Dirac systems can be achieved in di�erent ways [8, 9].

One way to induce chiral symmetry breaking in graphene is by including adsorbed atoms
on its surface [10–12]. In this case, the mass generation for the massless fermions is con-
comitant with a Kekulé distortion, and the system goes into one of three equivalent ground
states, each of which can be rightly called a Kekulé Valence Bond (KVB) con�guration. The
�rst experimental realization of this phenomenon [13] was achieved with graphene grown
on a copper substrate, where the long range order was observed through scanning tunneling
microscopy (STM) (see FIG 1.1). Once an experimental observation of the phase is achieved,
it seems only natural to consider the phenomena related to the transition into this phase.
In fact, although some of the features of the system when it is in a KVB phase had been pro-
posed [10–12] and partially con�rmed experimentally [13], there had been considerably less
e�ort in understanding the transition itself and the universality (or lack thereof) associated
to it.

The nature of the underlying lattice and the particular ordering formed in this case are
unique to the condensed matter setting (when compared to e.g. the high-energy-inspired,
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Figure 1.1: Observation of Kekulé Valence Bond patches on graphene grown
on a copper substrate, as seen through STM. Figure adapted from [13].

emergent-gauge-�eld treatment), and play an important role for critical behaviour. Because
these aspects had remained largely unexplored until recently [14–16], we set out to �ll in
some of the knowledge gaps in this area. In particular, we explored in detail questions like
the nature of the transition (can it be considered as a �rst or second order transition? if
the latter holds, under what conditions?) and features of the scaling behaviour of observ-
ables when the system transitions from one phase to the other. The results of this analysis
comprises Chapter 3 of this work.

The critical point describing a transition into the KVB phase of graphene is only one example
of what has been dubbed in the literature as a Fermion Induced Quantum Critical Point
(FIQCP) [17]. As such, not only are similar symmetry breaking patterns in other Dirac systems
possible, but di�erent realizations of the kind of mass generation described here could also
appear simultaneously. By this we mean that a similar mechanism as the one described
above could be responsible for two di�erent kinds of long range order in the same system.
With this setting in mind, it becomes important to consider di�erent ordering tendencies
and how they interact with each other.

In the simplest setting, where the gapless, semimetallic Dirac phase could be adjacent to
two gapped phases, the system exhibits a multicritical point (MCP) where all three phases
meet. According to a Landau-Ginzburg description of the phase transition [18], when two
adjacent phases have unrelated, independent symmetry properties, the transition between
them is no longer generically1 of second order (continuous), but is either of �rst order (dis-
continuous) or accompanied by an intermediate phase, as depicted in FIG. 1.2. One of the key
features of FIQCPs is that a simple Landau-Ginzburg description in terms of order parame-
ters only need not hold in a system where the low energy degrees of freedom are itinerant
fermions, so the natural question arises as to whether or not these are the two only options.

Recent Quantum Monte Carlo (QMC) simulations [19] suggest that, indeed, a third option
could be realized in Dirac systems: a generic direct, continuous, order-to-order transition.
The �ndings in [19] moreover seem to indicate that the line separating the two phases (with
broken O(3) and Z2 symmetry, respectively) has an emergent O(4) symmetry (see Fig. 4.1
in Chapter 4). A quick search through the literature points to another system where such a

1By this we mean, without the need to do some extra �ne tuning in the parameters driving the transitions.
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O1 O1
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M

Figure 1.2: Possible phase diagram scenarios in the vicinity of a multicritical
point (MCP) according to Landau-Ginzburg theory. A disordered phase (D)
can reach the ordered phase O1/2 by tuning the parameter g1/2, and these
two phases meet at the MCP (the red dot). The boundary between ordered
phases can be either a line of �rst order (discontinuous) transitions (left) or

a region of coexistence (M) where both orders are mixed (right).

non-Landau transition is possible, namely a Decon�ned Quantum Critical Point (DQCP) in
spin- 1

2 antiferromagnets on a square lattice. In that case, the critical point separating the
Néel ordered phase (which breaks O(3) symmetry) from the valence bond solid (VBS) phase
(which breaks O(2) symmetry) is more aptly described by emergent degrees of freedom
(spinons) which couple to an emergent gauge �eld and render the transition continuous,
while being con�ned in both of the ordered phases [20–22].

According to the numerical evidence [23], the transition there also shows an enlarged O(5)

symmetry at the critical point. Furthermore, recent developments in numerical simulations
of similar models indicate that emergent O(N) symmetries are an ubiquitous feature of
DQCPs [24, 25]. One question that naturally arises is: could the emergent enlarged symmetry
be a smoking gun signature for the kind of non-Landau transitions seen at DQCPs, namely,
for the existence of a line of continuous order-to-order quantum phase transitions?

The �rst theoretical analysis of the kind of transition studied numerically in [19] con�rmed
[26, 27] that there is always2 an MCP with emergent O(N1 + N2) symmetry, if the adja-
cent phases break independent O(N1) and O(N2) symmetries, respectively. These works
served as inspiration to explore the phase diagram of Dirac systems with two compati-
ble, dynamically-generated masses that come about through the same mechanism as the
chirality-breaking KVB phase. The results in Chapter 4 summarize our partial understanding
of the phase diagram of the system.

As mentioned earlier, graphene’s massless Dirac fermions can acquire a mass by the �uc-
tuations from induced interactions, but its "natural" electromagnetic interactions are not
strong enough to gap the system. This can be understood as a consequence of the fact that
the system is only quasirelativistic, i.e. the velocity of fermions and of gauge degrees of free-
dom is not the same and the electromagnetic interactions are still allowed to propagate in
3+1 dimensions, while the emergent massless fermions are con�ned to move in 2+1 dimen-
sions. In fact, the fully relativistic theory analogous to the one in graphene corresponds

2Terms and conditions apply. These can be found in Chapter 4.
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Figure 1.3: Expected phase diagram of QED3 as a function of number of
�avours Nf , taken from [28]. Note that here Nf refers to 4-component

fermions, of which the minimal number allowed is Nf = 1.

to three dimensional quantum electrodynamics (QED3) and is expected to exhibit sponta-
neous chiral symmetry breaking below a critical number of fermion �avoursNf < Nf,c ∼ 4.5,
as depicted in FIG. 1.3 (see e.g. [28] and references therein). Note that the low energy theory
of a single sheet of graphene corresponds to a system with Nf = 2 �avours of fermions.

To probe spontaneous chiral symmetry breaking in a 2 + 1 dimensional Dirac system, it thus
seems, we need a way to have a truly three dimensional gauge �eld mediated interaction.
Nature3, as luck may have it, has found a way to provide this to us in the form of an e�ective
theory for the surface states of an interacting 3+1 dimensional topological insulator (TI) [29,
30]. This latter realization, however, di�ers in one key aspect from the usual setting where
e.g. FIG 1.3 is believed to hold: where as in high energy conventions relativistic fermions
are collected in four dimensional representations of the Cli�ord algebra of Rd,1, their TI
counterparts are made up of two-component fermions and, incidentally, only one of them.
This situation can be loosely referred to as "Nf = 1/2".

Because the �eld theory at hand (QED3 atNf = 1/2) seems to also be an e�ective description
of several condensed matter systems [31–33], it seems natural to ask: can we also expect
spontaneous chiral symmetry breaking in this setting? Our attempts to provide an answer
to this question are collected in the �rst part of Chapter 5.

The relation of QED3 to one particular system, namely the half �lled Landau level [33], is
particularly interesting in our current setting since it more or less takes us back to square
one but with "less" fermions. Concretely, it has been proposed [33–35] that the seemingly
strongly interacting QED3 shares the same low energy properties of (one quarter of) the free
Dirac theory we started with4. We provide a simpli�ed explanation of this equivalence as
well as our attempt to extract universal information from it in the second part of Chapter 5.

Outline of the Thesis

The contents of this work have already been outlined in the above paragraphs and in ex-
actly the order they appear in the thesis, with one small but important exception. Since

3Or theoretical physicists, depending on the point of view.
4Recall that the ground state of a normal graphene sheet can be described by an e�ective theory with Nf = 2

�avours of free Dirac fermions.
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the quantum phase transitions considered in Chapters 3 and 4 can be induced by diverse
mechanisms, it is not at all clear from the outset that the degrees of freedom involved
(i.e. the bosonic order parameters) have a low energy description in terms of relativistic
dynamics. In the theoretical models used in those chapters, however, we do start from a
Lorentz invariant Ansatz for the e�ective actions involved in which bosonic and fermionic
degrees of freedom have the same velocity, vf = vb = 1 (in approppriate units). The jus-
ti�cation for this choice is found in the �nal part of Chapter 2, right after a short recap on
critical phenomena meant to set up notations and conventions and a recap of the variant
of renormalization group tool used in all other chapters. Concluding remarks are gathered
in Chapter 6. Appendix A contains detailed formulas used in the main text, and appendix B
is a supplement to Chapter 5 and contains an alternative way to compute one of the main
equations in that chapter.
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Chapter 2

Phase transitions and relativistic
invariance

In this chapter we discuss some of the common features that will be found in all of the prob-
lems dealt with in later chapters. In Sec. 2.1 we introduce the common languagewewill use to
describe phase transitions, starting with a recap of widely known facts. The discussion here
therefore borrows heavily from standard textbooks (e.g. [36, 37]) and is by no means exten-
sive since it serves mainly as a way to introduce the formalism that will be applied later on.
In Sec. 2.2.2 we describe our weapon of choice to tackle quantum phase transitions involving
strongly interacting fermionic systems, namely the functional renormalization group. Again,
the discussion is kept brief and the reader is advised to consult the literature for a more
in depth treatment [38, 39]. Finally, Sec. 2.3 presents a �rst application of the formalism: a
nonperturbative argument for emergent Lorentz symmetry at criticality in Dirac systems in
d = 2 spatial dimensions. The contents of section 2.3 are original, unpublished work by the
author and are a crucial part of the setup in later chapters.

2.1 Symmetry breaking and order parameters

A quantum systemwhose ground state does not have the full symmetries of the hamiltonian
describing it is said to exhibit spontaneous symmetry breaking [37]. Just as in thermal phase
transitions, the onset of spontaneous symmetry breaking in quantum many-body systems
is accompanied by the nonanalytic behaviour of some observable quantity [36]. Let the
symmetry transformations of the system be denoted by G. If the ground state |Ψ〉 is not
invariant under the action of a symmetry element g ∈ G, then one can �nd an operator O
transforming nontrivially under g and such that

φ = 〈O〉 6= 0 , (2.1)

where 〈O〉 := 〈Ψ|O|Ψ〉 is the expectation value on the ground state. The quantity φ will be
called an order parameter for the symmetry g. If the hamiltonian depends on a dimension-
less parameter g̃ such that the ground state is symmetric (φ = 0) for values of g̃ > g̃c but has
broken symmetry (φ 6= 0) for g̃ < g̃c then the phase transition at g̃ = g̃c is signaled precisely
by the nonanalytic behaviour of φ.

Order parameters thus serve as labels to identify di�erent phases and are therefore key
to understand the phase transitions between them. Consequently, they will be the main
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focus of a considerable part of this work and it will prove useful to get an intuitive feel for
them. To this end, we consider a fermionic system whose time evolution is determined by
the second quantised microscopic hamiltonian

H = H0 + V , (2.2)

where H0 is the free part and V a two body interaction, i.e.

H0 =
∑

α

εαc
†
αcα (2.3a)

V =
∑

αi

V α1,α2,α3,α4
c†α1

c†α2
cα4

cα3
, (2.3b)

with α a multi-index collecting all degrees of freedom including e.g. band and/or sublattice
indices and c†α is an operator that creates a fermion in state α. For spinful fermions on a
simple lattice, for example, α = (~k, s), with ~k ∈ U ⊂ Rd is a momentum vector in the �rst
Brillouin zone U and s ∈ {±1} denotes the spin projection on the z axis in units of ~/2.

Order parameters of interest for such a system can be de�ned as expectation values of
bilinears of the original fermions, namely, combinations of the form

Oα,β =
∑

δ,γ

Ṽ δ,γα,βc
(†)
δ c(†)γ , (2.4)

where the coe�cients Ṽ δ,γα,β can be thought of as a partial decomposition of the kernel of the
interacting potential V . To illustrate this last point, consider a translation invariant system
of spin 1/2 fermions, for which the bare interaction V is SU(2) conserving, then α = (~k, s)

and V α1,α2,α3,α4 can be split as

V α1,α2,α3,α4
= U(~k1,~k2,~k3)(2π)dδ(~k1 + ~k2 − ~k3 − ~k4)S({~σi}). (2.5)

where S is a function depending on the product of spin-rotation invariant combinations
~σi · ~σj for i, j ∈ {1, · · · , 4}. An analytic function S with these properties depends on the
products of such combinations so that it can be further decomposed into parts commuting
or anticommuting with the components of the spin operators. The coe�cients of such a
decomposition correspond to a choice of Ṽ and lead to the order parameters

ρ(~q) :=

〈∑

~k,s

c†s(~k + ~q)cs(~k)

〉
, (2.6a)

~M(~q) :=

〈∑

~k,s,s′

c†s(~k + ~q)(~σ)s,s′cs(~k)

〉
, (2.6b)

i.e., to order parameters for staggered charge density or staggered spin magnetization [40,
41]. It is worth pointing out that also order parameters of the form ∼ c†c† (e.g. accounting
for the formation of Cooper pairs) can be written in the aforementioned form. Alternatively,
one can consider order parameters starting from a given fermion bilinear and considering
the kind of interactions that could give rise to nonvanishing expectation values for it. This
approach, in turn, provides a way to identify the kind of interaction that leads to a breaking
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of the symmetry.

First hint of universality and �eld theory description When the phase transition is such
that φ = 0 at g̃ = g̃c the transition is said to be continuous or of second order. Close to g̃c,
the correlation length ξ associated to the observable O, de�ned as the exponent in

〈O(x)O(0)〉 ∼ e−|x|/ξ , (2.7)

diverges as a power law, that is

ξ−1 ∼ |g̃ − g̃c|ν , (2.8)

for ν a positive number. Because of this divergence, all other intrinsic length and en-
ergy scales in the system play no role and the onset of nonzero φ depends only on the
general features of the system, like the dimensionality and the symmetry properties that
O breaks/preserves. A description of the transition is thus possible in terms of a coarse
grained theory for the order parameter - a continuous �eld - since changes at microscopic
scales become irrelevant (in the nontechnical sense) and one can expect only these univer-
sal aspects to be of importance.

2.1.1 Landau-Ginzburg-Wilson theory

Let us start by considering a thermal phase transition in spatial dimension D, where the
parameter that needs to be tuned to reach said transition is temperature (i.e. g̃ = T ). A
good starting point to understand the vicinity of the critical point T = Tc, is to describe
the dynamics of the space dependent order parameter ϕ(x), where x ∈ RD, by the Landau-
Ginzburg free energy F [ϕ] = kBTS[ϕ], with

S[ϕ] =

∫
dD x

(κ
2

(∂iϕ)2 + V (ϕ)
)
, (2.9)

where V (ϕ) is an analytic function of ϕ, and i = 1, · · · , D. In the action Eq. (2.9), κ, as well
as the coe�cients of V in an expansion in powers of ϕ, contain all microscopic details of
the system and can be thought of as phenomenological parameters that can, in principle,
be determined from, e.g. experimental or numerical data. In the simplest scenario, where
the only relevant symmetry is ϕ → −ϕ one can truncate V to the lowest nontrivial order,
that is,

S[ϕ] =

∫
dD x

(κ
2

(∂iϕ)2 +
r

2
ϕ2 +

u

4!
ϕ4
)

(2.10)

where r ∼ T −Tc changes sign at the critical point. The inclusion of a spatially varying order
parameter is an improvement on the mean �eld treatment (corresponding to κ = 0) and
can be further improved by considering all possible �eld con�gurations in a path integral
formalism. One thus sets F = − ln(Z), where

Z =

∫
Dϕ exp(−S[ϕ]) . (2.11)

is the partition function of the system.
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From the partition function Z in Eq. (2.11) one can now obtain the n-point functions which
provide information about e.g. the susceptibility and other observable quantities.

2.2 Renormalization Group

Renormalization group techniques combine the idea that the properties of a system depend
on the energy scale at which it is probed with the scale invariance and universality implied
by the divergence of the correlation length. Although the method has proven to be useful
in a variety of contexts [42], we will be mainly interested in its use in describing critical phe-
nomena and consequently our discussion of the method will go straight to this particular
aspect.

The basic idea of the renormalization group transformation is to perform an iterative evalu-
ation of the partition function Eq. (2.11) where in each step one integrates out or decimates
certain degrees of freedom only, in such a way that at the end of the iteration process all
degrees of freedom have been considered. In a lattice system of spins, for example, this
could be adding the contributions of spins in a given block to de�ne a new coarse grained
spin variable [43].

The form of decimation we will be interested in consists of integrating out high energy de-
grees of freedom and is closely related to the so called momentum-shell RG which we now
describe. Consider a system whose energy is a monotonic increasing function of momen-
tum p := |~p|, e.g. a quadratic in momentum dispersion, then one can distinguish between
low and high energies by spliting momenta into "fast" and "slow" modes, i.e. Λ/b < p < Λ

or 0 < p < Λ/b, respectively, where b > 1 and Λ is the UV cuto� of the theory (for a lattice,
this would be the inverse lattice spacing). This induces a spliting of the �eld variables as
ϕ = ϕ+ + ϕ−, where ϕ± only contains fast/slow Fourier components.

The e�ective action Seff is now de�ned as

exp(−Seff [ϕ−]) :=

∫
Dϕ+ exp(−S[ϕ+ + ϕ−]) , (2.12)

and by rescaling the �elds and couplings, one can rewrite the latter so that it takes the same
form of the bare action, thus producing a mapping in the set of couplings,

xi → x̃i(b, {xj}) . (2.13)

If the procedure is performed n times, the limit n → ∞, corresponds to integrating out all
degrees of freedom, so that the �eld independent part so obtained would correspond to
the free energy density of the system. Considering the decimations by the factor b to be
made up of in�nitesimal steps of size δt, i.e. b ' 1 + δt for δt� 1, one obtains from Eq. (2.13)
a system of di�erential equations of the form

d

d t
xi = βi({xj(t)}) , (2.14)

and it is at this point that the divergence of the correlation length comes into play again.
Indeed, the procedure just described is nothing but a rescaling of the momentum scales of
the system, and close to the phase transition, the fact that there is a divergent length scale
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in the system leads to scale invariance. From this it follows that a stationary point of the
di�erential rescaling transformation Eq. (2.14), i.e. the so called beta functions, describes
the behaviour of the couplings at the phase transition.

For interacting �eld theories, however, obtaining an exact beta function is as complicated
as solving the full theory so that this procedure is often impossible to carry out, and one
must resort to approximations. Within perturbation theory, one thus identi�es some control
parameter and the approximation takes the form of a series of Feynman diagrams in said
parameter.

Although it is beyond the scope of this work to describe in detail the methods devised for
this purpose, it is worth mentioning two common approximation methods whose results
often serve to compare the results obtained with the nonperturbative method that will be
described in Section 2.2.2: The �rst one, the ε-expansion, uses the fact that the scaling of
�elds depends on the dimension of spacetime D in such a way that there is a dimension
Du such that for D > Du all couplings not present in the free theory get reduced with each
successive RG step, and thus become unimportant. Low order expansions in terms of the
di�erence ε := Du − D should thus provide trustworthy results close to ε ∼ 0. Unfortu-
nately, the systems of interest to us are such that ε = 1, so that high order expansions are
required to obtain sensible results and even then, the validity of the results in the limit ε→ 1

cannot be ensured without further independent checks and/or complicated resummation
schemes. The second common method is applicable whenever there is a large numberN of
some degrees of freedom of the theory (e.g. components of the order parameter or �avours
of fermions), in which case a similar expansion can be performed in powers of 1/N . This
method su�ers from the same disadvantage as the ε-expansion, namely that the systems of
interest to us usually lie in the range of N ∼ 1, so that results obtained within a large N ex-
pansion usually need to be complemented by other methods. Nevertheless, and as stated
above, both methods serve as a valuable guide to benchmark some of the results obtained
by nonperturbative methods where no obviously small control parameter is available and
we will make use of this observation in chapters 3 and 5.

2.2.1 Critical behaviour from RG �xed points

In the vicinity of a continuous phase transition, the free energy density, and consequently
several physical quantities of interest of the system, display scaling behaviour similar to that
of the correlation length ξ in equation Eq. (2.8). The scaling properties of the di�erent ob-
servables like susceptibilites and other correlators of the theory should thus be accessible
from information about the �xed point that describes said phase transition, as discussed
in the previous section. We now describe how to extract this information from knowledge
of the beta functions.

The set of beta functions for all the couplings of the theory are the prototypical example
of a dynamical system [44], for which there are extensive results and analogies that can not
only be carried over almost verbatim, but can also provide useful insights [45]. Of partic-
ular interest for us is the stability analysis, i.e. the description of properties close to the
stationary points of the �ow.
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In the following, we rephrase the discussion in terms of the renormalization time t, which
is de�ned as

t := ln

(
k

Λ

)
≤ 0 , (2.15)

with Λ the UV cuto� of the theory. Denoting the full set of couplings by a vector as ~x, a
stationary point is then just an element in coupling space ~x∗ such that

~β(~x∗) = ~0 , (2.16)

and for analytic beta functions we can linearize the system of equations Eq. (2.14) to study
deviations from this point. Denoting these as ~y := ~x − ~x∗, the linearized system takes the
form

d

d t
~y = M~y , (2.17)

where

Mij :=
∂βi
∂xj

∣∣∣
~x=~x∗

, (2.18)

is the stability matrix of the critical point. The solutions of equation Eq. (2.17) are given by

~y = exp(Mt)~y0 , (2.19)

from where the following physical picture of the vicinity of the critical point in terms of
the spectrum of −M - denoted by σ(−M) - emerges: all directions with positive eigenvalue
correspond to couplings that are driven away from their critical values when the scale is
changed, while those with negative eigenvalues correspond to couplings �owing towards
their critical values. Directions in the kernel of M correspond to couplings that freeze at
di�erent values depending on the initial conditions. Couplings satisfying these conditions
will be called relevant, irrelevant and marginal, respectively. Since σ(M) is in general com-
plex, the previously introduced classi�cation should be understood to apply to the real parts
of the eigenvalues.

A continuous phase transition can nowbe identi�edwith a stable saddle point, i.e. a station-
ary point that has only one relevant direction. In this case, one can obtain the correlation
length exponent, ν, from the scaling hypothesis and the assumption that close to criticality
ξ is the most important length scale. Concretely, if one denotes the momentum scale by k,
and if the parameter corresponding to the relevant direction is denoted by g, the singular
part of the free energy density scales as

fsing(g(k)) ∼ ξ−(d+z) ∼ |g − gc|(d+z)ν ∼ k(d+z)/θ1 , (2.20)

where z is the dynamical exponent relating frequency and momentum as ω ∼ kz , and

θ1 := max{σ(−M)} ; (2.21)
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is the largest eigenvalue1 of the stability matrix.

Away from the critical point and in the disordered phase where 〈ϕ〉 = 0, the correlations
in the system will fall o� as C(x) ∼ e−|x|/ξ , so the scaling behaviour exactly at criticality is
characterized by another exponent, namely the anomalous dimension of the order param-
eter. The anomalous dimension η measures the algebraic decay of the two point correlator
of the order parameter,

G(x) := 〈ϕ(x)ϕ(0)〉 ∼ e−|x|/ξ

|x|d−2+η
, (2.22)

and, together with ν, they provide all scaling exponents of response functions of the system
[39].

Saddle points with more than one relevant direction will be identi�ed with a �rst order
transition or with a multicritical point joining three or more di�erent phases. In the latter
case, and when the �xed point involves only two relevant directions, we say the multicritical
point is stable.

2.2.2 Functional Renormalization Group

The renormalization group transformation described in the previous section can be imple-
mented exactly in terms of a functional closely related to the generator of one particle
irreducible diagrams, Γ, also known as the e�ective action. This is particularly useful, since
n−point correlators depend solely on these diagrams. The e�ective action is obtained from
the generating functional by adding a source term J , as

exp(W [J ]) :=

∫
Dϕ exp(−S[ϕ] +

∫
Jϕ) , (2.23)

and then taking a Legendre transformation of this quantity, i.e.

Γ[φ] := sup
J

{∫
Jφ−W [J ]

}
. (2.24)

To implement the renormalization group on the e�ective action we construct a new scale
dependent functional by introducing an infrared cuto� at the scale k, denoted by ΓWk [φ], in
such a way that at any given scale k, only �uctuations with momenta q2 ≥ k2 are included in
ΓWk . In the limit k → 0 all �uctuations are included so that ΓW0 = Γ is the full e�ective action.
At the UV cuto� scaleΛ no �uctuations are included and ΓWΛ = S is the classical action. Such
a functional interpolating between the full (e�ective) and bare actions can be constructed
by following the same procedure used in contructing Γ, but with the replacement S → S +

∆Sk, where

∆Sk[ϕ] :=
1

2

∫
dD q

(2π)D
ϕ(q)Rk(q)ϕ(−q) , (2.25)

and Rk(q) is a regulator function that satis�es three properties:
1Note that we assumed, as is actually the case in spacetime dimensionD > 2, that the space of non-irrelevant

couplings is of �nite dimension so that for all �xed points, σ(−M) is compact and can be ordered by ordering its
real parts.
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(i) limk→0Rk(q) = 0 for �xed q.

(ii) limk→∞Rk(q) =∞.

(iii) Rk(q) does not explicitly break any global symmetries in S.

With a regulator satisfying the above properties, the �ow equation for ΓWk , usually referred
to as the Wetterich equation, is given by [42, 46]

∂tΓ
W
k [Φ] = STr

(
∂tRk

Γ
W (2)
k +Rk

)
, (2.26)

where

Γ
W (2)
k =

−→
δ

δΦ
ΓWk

←−
δ

δΦ
, (2.27)

is the functional Hessian and STr denotes the super trace, i.e. a trace that includes a nega-
tive sign for each fermionic component of the (column) vector of �elds Φ. The notation here
is merely used to distinguish the functional just de�ned from the e�ective action generating
the one particle irreducible diagrams Γ. From now on we will drop the superscript and refer
to this functional simply as the e�ective action.

For a given regulator Rk, properties of the �ow are nonuniversal and scheme dependent
at intermediate scales, but the conditions imposed on Rk ensure that they approach the
scheme-independent and therefore physically relevant quantities of interest. For this rea-
son, one has a lot of freedom in choosing the regulators. In particular, given that Eq. (2.26)
has a one loop structure, one can choose a regulator that simpli�es the required loop in-
tegrals. A convenient choice in relativistic systems that we will often use is the linear opti-
mized Litim regulator [47]. For bosons, it takes the form

Rk(q) = Zk(k2 − q2)Θ(k2 − q2) , (2.28)

where Zk := k−η is the "wavefunction normalization" including the anomalous dimension
η, and Θ is the Heaviside step function. For fermions a similar regulator can be de�ned by
including the spinor/band structure. These form of regulator has some convenient conver-
gence properties while allowing analytic evaluation of the loop integrals involved in com-
puting Eq. (2.26).

Truncations

The exact equation Eq. (2.26) is usually impossible to solve for nontrivial models and ap-
proximation schemes have to be devised. These take the form of an in�nite hierarchy of
integro-di�erential equations that can be truncated to a given order to make them a closed
system. The main approaches involve either a vertex or a derivative expansion, both of
which we will now brie�y describe.

The vertex expansion consists of, as the name suggests, expanding both sides of Eq. (2.26) in
powers of the involved �elds and matching the resulting coe�cients. This kind of approxi-
mation is particularly useful when extracting information about instabilities in condensed
matter systems, for it gives an unbiased way to probe the momentum dependence of, e.g.
competing order parameters.
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Derivative expansions are particularly useful when the momentum dependence of inter-
acting vertices is known beforehand and one is interested in long-wavelength physics, i.e.
where the order parameter �elds can be expected to vary smoothly in spacetime. In this
case, an expansion in gradients of the order parameter �elds is sensible. To implement this
approximation, an Ansatz for Γ is made, which for anO(N)-symmetric theory takes the form

Γk =

∫
dDx

[1

2
Zk(ρ)(∂µφα)2 + Uk(ρ) +

1

4
Yk(ρ)(∂µρ)2 + · · ·

]
, (2.29)

with ρ := φ2
α/2. When one further sets Y = 0, and considers Z to be �eld independent

this approximation is known as the improved local potential approximation, or LPA’. It is
this approximation that we will use in the following chapters, where we further expand the
potential U(ρ) in a Taylor series around a running minimum, and truncate up to some power
of the �eld φ.

Convergence and validity of results The FRGmethod does not rely on any parameter being
small (like e.g. ε or 1/N ) and for any particular truncation there is, in principle, no clear cut
method to control the range of validity of the results obtained. For the particular truncations
described above, one way to check for the consistency of results is to include all symmetry
allowed couplings (in LPA’) or vertices (in the vertex expansion) up to a given power of the
�elds, and neglect the �ow of higher order terms.

In LPA’ the approximation of considering powers of the �eld up to orderN is aptly referred to
as LPA’N . The reliability of the obtained results can thus bemeasured by the convergence of
observable quantities when increasing the order of truncation. For this reason, in the next
chapters we will always include all allowed couplings up to some N (high but, of course,
�nite) where it is already clear that the results for, e.g., critical exponents converge.

2.3 The case for Lorentz symmetry

As a �rst application of the formalism reviewed in Section 2.2.2, we provide a simple and
fairly general argument for the emergence of Lorentz symmetry at criticality in certain phase
transitions of interacting Dirac systems. Speci�cally we will argue that, at the critical point,
the velocities of fermions and of bosons reach the same value and that the di�erence of
velocities is an irrelevant parameter in the system.

Our starting assumption is that the bare action possesses relativistic covariance in the sep-
arate bosonic and fermionic sectors. This assumption, in turn, consists of two separate
statements:

(i) All spatial directions are equivalent.

(ii) The (bare) dynamical exponent controlling the frequency momentum relation ω ∼ kz ,
satis�es z = 1.

To proceed, we consider a systemof gapless Dirac fermions that interact with anNb-component
order parameter �eld ~ϕ. The �nal assumption will be that the interaction is such that a
nonvanishing expectation value for the order parameter corresponds to the opening of a
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fermionic mass gap, and such that it anticommutes with the kinetic terms of the fermions2.
Concretely, we consider the system described by the microscopic action

S =

∫
dDx

[
ψ(iγ0∂0 + ivfγj∂j)ψ + h̄ψ (γαϕα)ψ

− 1

2
ϕα(∂2

0 + v2
b∂

2
j )ϕα +

m̄2

2
|~ϕ|2 +

λ̄

4!
|~ϕ|4 + · · ·

]
, (2.30)

where repeated indices are summed over, j = 1, · · · , d, α = d+1, · · · , d+Nb and the gamma
matrices appearing in Eq. (2.30) are a 4-dimensional representation of the euclidean Cli�ord
algebra, i.e.

{γµ, γν} = 2δµν , (2.31)

for all µ, ν ∈ {0, 1, · · · , d+Nb}. The bosonic and fermionic velocities are represented by vb

and vf respectively, and h̄ is the Yukawa coupling between bosons and fermions. The dots in
Eq. (2.30) refer to either higher order terms in |~ϕ|2 (corresponding to self-interactions con-
sistent with O(Nb) symmetry) or terms mixing di�erent components of the bosonic �elds
(corresponding to anisotropy terms explicitly breaking O(Nb) symmetry). The bosonic mass
m̄2 serves as a tuning parameter to reach the transition and the quartic coupling λ̄ deter-
mines, as usual, the curvature at a minimum of the potential. We generalize the previous
bare action by considering Nf �avours of fermions and the most general bosonic potential
analytic in ϕα. The corresponding LPA’ Ansatz for the efective action thus has the form

Γk[~ϕ,Ψ,Ψ] =

∫
dDx

[
Zψ,kΨ(iγ0∂0 + ivf,kγj∂j)Ψ + h̄kΨ (γαϕα) Ψ

− 1

2
Zϕ,kϕα(∂2

0 + v2
b,k∂

2
j )ϕα + Uk(~ϕ)

]
, (2.32)

where we de�nedΨ = ⊕Nf
i=1ψ. In the following, it will prove convenient to de�ne the dimen-

sionful momentum vectors

q := (q0, ~q) , (2.33a)
qx := (q0, vx,k~q) for x ∈ {f,b} , (2.33b)

In the previous equation we made explicit that vb/f are running couplings, but from now on
we will omit the explicit k dependence. As mentioned before, for each physical situation,
the choice of regulator should be such that it does not explicitly break the symmetries
under consideration in order to avoid arti�cial regulator-induced symmetry breaking. Using
the notation just introduced, and the Feynman slash notation γµvµ =: /vwe can take the
regulators to be of the form

Rϕ,k(q0, ~q) = Zϕ,kq
2
brϕ

(
q2
b

k2

)
, (2.34)

Rψ,k(q0, ~q) = Zψ,k/qf
rψ

(
q2
f

k2

)
, (2.35)

2A detailed discussion of the kind of physics described by such a system, for Nf = 2, d = 2 and Nb = 2,
is performed in chapter 3. The conditions required to de�ne this model for general d,Nf and Nb, can be found
in chapter 4 where a detailed analysis of the transitions is performed for the case where all OPs involved have
rotational symmetry.
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where rϕ/ψ(·) are arbitrary "shape functions" such that the regulator satis�es the require-
ments stated in Section 2.2.2. We could, for example, use the linear Litim regulator intro-
duced in Eq. (2.28), whose shape function is

rϕ =

(
1

x
− 1

)
Θ(1− x) , (2.36a)

rψ =

(
1√
x
− 1

)
Θ(1− x) . (2.36b)

However, in the following we avoid restricting to a particular regulator shape function, to
ensure our argument remains as general as possible, and only use this particular form to
make provide some estimates later on. The choice of the functional dependence of the
regulator on momenta ensures that we do not introduce any bias towards either bosonic or
fermionic degrees of freedom. We note, however, that this is not the only possible choice
and, in principle, a momentum-only regulator should allow one to obtain the same results
as we will present below, at least in the low energy limit k → 0.

The vector of �elds in momentum space is given by

Φ(q)T =
(
~ϕ(q),Ψ(q),Ψ(−q)T

)
, (2.37)

so the regulator matrix is represented as

Rk(q) =



Rϕ,k(q)δαβ 0 0

0 0 Rψ,k(q)

0 −RTψ,k(−q) 0


 . (2.38)

To formulate the beta functions applying theWetterich equation, Eq.(2.26) to the LPA’ Ansatz,
Eq.(2.32), it is necessary to compute the dressed propagator. We thus split the Hessian of
Γk into �eld dependent and independent parts as Γ

(2)
k = ∆Γ

(2)
k + Γ

(2)
k,0, with Γ

(2)
k,0 the hessian

of Γk at zero fermionic �elds and at the minimum of the bosonic potential Uk. The �eld
independent part of the dressed propagator then takes the form

P−1
k (p, q) :=

(
Γ

(2)
k,0 +Rk

)−1

(p, q) =



D(q) 0 0

0 0 −GT (−q)
0 G(q) 0


 δD(p− q) , (2.39)

where theNb×Nb matrixD, andG, are the bosonic and fermionic propagators respectively.
Their entries are given by

(
D−1(q)

)
αβ

:= Zϕ,kq
2
b(1 + rϕ(q2

b))δαβ +
∂2U

∂ϕα∂ϕβ

∣∣∣∣∣
min

, (2.40a)

G−1(q) := Zψ,k/qf
(1 + rψ(q2

f )) + h̄γαϕα,min . (2.40b)

The β-functions of the velocities can now be obtained from the following projections

∂tZϕ = lim
q→0

∂

∂q2
0

∂tΓϕϕ(q) , (2.41a)
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∂t(Zϕv
2
b) = lim

q→0

∂

∂~q2
∂tΓϕϕ(q) , (2.41b)

∂tZψ =
1

4Nf
lim
q→0

tr

(
γ0

∂

∂q0
∂tΓψψ(q)

)
, (2.41c)

∂t(Zψvf) =
1

4Nfd
lim
q→0

tr

(
γj

∂

∂qj
∂tΓψψ(q)

)
. (2.41d)

In the previous equation we used the notation

∂tΓΦaΦb =

−→
δ

δΦa
∂tΓk

←−
δ

δΦb
,

=

−→
δ

δΦa

(
STr

(
∂tRk

∆Γ
(2)
k + P

)) ←−
δ

δΦb
. (2.42)

The anomalous dimension and the velocity anomalous dimension can now be de�ned as

ηϕ := −∂t lnZϕ , η̃ϕ := ∂t lnZϕv
2
b , (2.43a)

ηψ := −∂t lnZψ , η̃ψ := ∂t lnZψvF , (2.43b)

from where we �nally obtain the �ow equations for the velocities

∂tvb =
vb

2
(ηϕ + η̃ϕ) =

(
1−

(
vf

vb

)2
)

vb

2vdf
`2(g) , (2.44a)

∂tvf = vf (ηψ + η̃ψ) = vf
˜̀
1(vf , vb;g) , (2.44b)

where g denotes all other (dimensionless) �owing couplings, and `i are dimensionless
threshold functions that, of course, depend explicitly on the regulator shape functions. The
one entering the bosonic velocity is given by

`2(g) =
2h2NfvD

D

∫ ∞

0

d y y
D
2 ∂̃t


y
((

1 + rψ(y)

Pψ(y)

)′)2

+

((
M2
ψ

Pψ(y)

)′)2

 . (2.45)

while the one entering the fermion velocity is given by

˜̀
1(vf , vb;g) = 2h2

∫
dD p

(2π)D

[
tr(D′(p2

b))∂̃t

(
1 + rψ(p2

f )

Pψ(p2
f )

)(
v2

b~p
2

d
− p2

0

)

+ tr(∂̃tD(p2
b))

(
1 + rψ(p2

f )

Pψ(p2
f )

)′(
v2

f ~p
2

d
− p2

0

)]
, (2.46)

In both equations, the prime stands for the derivative with respect to the argument, since
all functions involved depend only on squares of momenta p2

x and the scale derivative
∂̃t is de�ned to act only on the regulators Rϕ,ψ . Moreover, we introduced the notation
M2
ψ = h2~ϕ2

min for the (dimensionless) generated mass of the fermions and Pψ(y) = y(1 +

rψ(y))2 + M2
ψ , while vD is the geometric factor coming from integration over the d sphere,

vD = (Γ(D/2)2D+1πD/2)−1.

Remarkably, Eq. (2.45) does not depend on the velocities at all3. The dependence on the
3Because of the dressed fermionic propagator, the equation does depend on ηψ and η̃ψ , but it does so linearly,

so the discussion that follows still holds.
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velocities is just the prefactor of Eq. (2.44a). From this it follows that the only zero of this
beta-function (for nonnegative vi) corresponds to equal velocities. The line in parameter
space vf = vb would consist of �xed points of the RG �ow equations if it is also a zero of
the beta function for vf , that is, if ˜̀1(vf = vb;g∗) = 0, with all couplings at their �xed point
values g = g∗.

That this is true follows, in turn, from the fact that for vf = vb = c we can perform the
following substitutions in Eq.(2.46) (by homogeneity of the arguments and the integration
region)

v2
x~p

2

d
→ c2~p2

d
→ p2

D
(2.47)

p2
0 →

p2

D
, (2.48)

which merely introduces an overall prefactor of c−d and evidently cancels the contributions
on both lines of Eq. (2.46). Therefore ˜̀1 vanishes for vf = vb = c and we can try to extract
the leading behaviour with respect to the velocities close to the line of �xed points in order
to perform a stability analysis of this line. In the vicinity of vf = vb = c, and by the same
homogeneity argument leading to Eq. (2.48), we obtain

˜̀
1(vf , vb;g) =

((
vb

vf

)2

− 1

)
`
(f)
1 (g)

2vdf
+

((
vf

vb

)2

− 1

)
`
(b)
1 (g)

2vdb
, (2.49)

with the new threshold functions given by

`
(f)
1 (g) :=

2h2vD
D

∫ ∞

0

d y y
D
2

[
tr(D′(y))∂̃t

(
1 + rψ(y)

Pψ(y)

)]
, (2.50a)

`
(b)
1 (g) :=

2h2vD
D

∫ ∞

0

d y y
D
2

[
tr(∂̃tD(y))

(
1 + rψ(y)

Pψ(y

)′]
. (2.50b)

Before we continue, it is worth pointing out that these equations hold regardless of the form
of the �owing bosonic potential Uk. The particular dependence of Uk on ~ϕ as well as the
number of components Nb are "hidden" in the matrix propagator D. Moreover the simple
form of the beta functions of velocities, namely Eqs. (2.44) with the approximation Eq. (2.50),
depend solely on the assumed isotropic nature of the LPA Ansatz, i.e., of the fact that we
assume the velocities in all spatial directions to �ow identically.

We now proceed with the stability analysis. Considering the �ow of only this sector of the
theory while all other couplings are at their critical values, i.e. g = g∗, the stability matrix
at a �xed point with vf = vb = c has the eigenvalues

λ1 = 0 , (2.51a)

λ2 = − 1

cd
(`

(b)
1 (g∗)− `(f)1 (g∗) + `2(g∗)) . (2.51b)

so the �xed point has no relevant directions coming from this sector if the sum of threshold
functions in Eq. (2.51b) is non-negative.

Without an explicit choice of rϕ,ψ , we cannot say much about the positivity of the di�erent
`i, but we can get an estimate for them if we approach the critical point from the disordered
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Figure 2.1: Flow of the velocities cf. Eqs. (2.44) for `(b)
1 (g∗) = 0.1, `2(g∗) = 0.7

and (a) negative or (b) positive `(f)1 in spatial dimension d = 2. The stream
lines point to the infrared, i.e. in both cases the line of �xed points vf = vb

is attractive when k → 0.

side. In that case we the minimum of the bosonic potential U(ρ) lies at ρ0 = 0, and the
function `2 satis�es

ηϕ = `2(g∗) , (2.52)

where ηϕ is the anomalous dimensions of the bosonic two-point correlator. The latter is
expected to be nonnegative in integer dimension and for any interacting �eld theory that
leads to a well de�ned underlying Hilbert space, i.e. where no negative norm states are
allowed (that this is not necessarily true for noninteger dimensions has been argued for in
[48]). We can thus expect `2 to be positive and of order unity [49, 50]. To get an estimate
for the other two threshold functions we have no choice but to use a particular regulator
shape function. With the choice of (2.36), for example, we obtain

ηψ = `
(b)
1 (g∗) , (2.53a)

0 = `
(f)
1 (g∗) , (2.53b)

i.e. we can expect `(b)
1 to be a small positive number. With these values of threshold func-

tions and di�erent values for `(f)1 (since its vanishing in Eq. (2.53b) seems to depend strongly
on our choice of regulator), the �ow of the velocities is as depicted in FIG. 2.1.

The physical signi�cance of Eqs. (2.44a) and (2.44b) is perhaps best understood by switching
to the variables

∆± :=
vf ± vb

2
, (2.54)

where it is clear that the di�erence ∆− corresponds to an irrelevant direction and the sum
∆+ to the marginal direction. This means that velocities will always �ow to a common value.
Our results also indicate that the value of c, controlled by the �ow of the sum ∆+, is not
universal but freezes at some value that depends on the initial conditions vb,0 and vf,0.
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The form of Eq. (2.44a) seems to indicate that there are no further �xed points with vf 6= vb

in Dirac systems in any spacetime dimension. Note that chiralO(Nb) universality classes for
Nf ≥ 1 are expected to satisfy the conditions leading to Eq. (2.52), namely, the �xed point
describing the transitions are well de�ned and can be found from an expansion starting in
the symmetric regime [49, 50]. We can thus expect the �ow of the velocities close to the
quantum critical points of interest in this work to be as described here.

For Lorentz invariance to be reached in a particular simulation of the given phase transition
or in an experiment (where the system sizes are �nite), the velocities would have to �ow
to the common value at a faster pace than the leading correction to scaling exponent as
obtained from a Lorentz invariant analysis, θ2. The rate at which the velocities approach
each other is given by the negative eigenvalue of the stability matrix, Eq.(2.51b), which we
denote by θ−. Since for universal critical behaviour we require only θ1 to be positive, the
previous statement translates to 0 > θ2 > θ−.

Note that without specifying a particular regulator shape function, it is not possible to tell
how fast the velocities approach their common terminal value c = vf = vb. Additionally,
since Eq. (2.51b) depends on the nonuniversal �xed point value c, it also depends on the
initial conditions on the velocities. With the choice leading to Eq. (2.53), however, we can
obtain an estimate for the chiral O(Nb) transitions by assuming c to be of the order of
vf,0 = 1. These estimates for Nf = 2 can be found in Table 2.1.

Table 2.1: Stability exponents: Numerical values for the largest two critical
exponents of chiral O(Nb) transitions and the exponent controlling the ap-
proach to Lorentz invariance θ− for Nf = 2 and di�erent Nb in D = 2 + 1 in
LPA12′. Nb = 23 corresponds to anXY model with cubic terms, i.e. themodel
studied in Chapter 3. In all cases except for the Chiral Ising model (Nb = 1)
the leading corrections to scaling (shown in boldface) are larger than θ−.

Nb θ1 θ2 θ−
1 0.9819 -0.8723 -0.7916
2 0.8623 -0.8779 -0.9376
3 0.7717 -0.9239 -1.099
4 0.7333 -1.017 -1.251
5 0.7374 -1.132 -1.374
23 0.8623 -0.00497 -0.942

Finally, our generic argument can be compared to results from an ε-expansion, where the
approach to Lorentz invariance was studied for O(2) order parameters without charge [51].
There it was found that in the absence of �uctuating gauge �elds, the bosonic and fermionic
velocities indeed approach a common terminal velocity c whose value lies between the ini-
tial values of vf/b. We further stress the key role played by the assumed isotropy of the
velocities in obtaining our results, since there is evidence that there is no common veloc-
ity if e.g. anisotropic gauge �elds are taken into account [52]. We moreover note that the
results derived here stand in stark contrast to quantum phase transitions in two spatial di-
mensions involving gapless fermions with a Fermi surface, in which both assumptions are
invalid [53, 54]. In such a system, directions parallel and perpendicular to the Fermi surface
have di�erent momentum dependence and z > 1.
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Chapter 3

Emergent length scales from
discrete symmetry breaking:
the Kekulé Valence Bond Solid

The quantum phase transition from a Dirac semimetal to a Z3-ordered Kekulé Valence Bond
Solid (KVBS) in two spatial dimensions is discussed in this chapter. This is an example of
a fermion-induced quantum critical point, in which the presence of the gapless fermions
becomes crucial to observe universal critical behaviour in what would otherwise be a dis-
continuous transition. In terms of symmetry breaking, the phase transition corresponds
to a crystalline system going from having a C6 to a C3 point symmetry. As such, this phe-
nomenon is relevant for e.g. graphene, as its honeycomb layer structure allows both the
presence of gapless fermions as well as the particular symmetry breaking patterns of in-
terest. The dimerized pattern that results in a KVBS state has been recently observed in
graphene grown on a copper substrate in [13].

As will be discussed in more detail below, the low energy e�fective theory of this transition
corresponds partially to that of a breaking of chiral symmetry for Dirac fermions and accord-
ingly, there have been considerable theoretical e�orts to understand such a phenomenon,
even in the context of condensed matter [3, 7–9]. However, given the particular nature of
a lattice system setting, there are two important aspects which are rather unique to it: The
�rst one is the fact that starting from a miscroscopic model possessing only Z3 symme-
try, the phase transition is characterised by an emergent U(1) symmetry at criticality. The
second is that, unlike the usual picture of second order phase transitions where only the
correlation length ξ diverges, the symmetry broken regime has a second diverging length
scale ξ′ induced by the discreteness of the nontrivial leftover symmetry in the symmetry-
broken regime. We discuss both of these aspects in more detail below. Our results include a
detailed examination of the emergence of the second length scale, improved estimates for
the value of corresponding critical exponent ν′, as well as general characterization of the
symmetric and symmetry-broken phases of Dirac fermions in spatial dimensions 1 < d < 3

and for general numbers of fermions.

The outline of this chapter is as follows: We introduce the dimerization pattern and discuss
its symmetry properties in Sec. 3.1. This includes a discussion of the systematics of fermion-
induced QCPs and some of the recent �ndings and evidence which support this scenario,
which justi�es the introduction of the Gross-Neveu-Yukawa theory of interest to describe
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the quantum phase transition of gapless Dirac fermions towards a Kekulé valence bond
solid (VBS) in Sec. 3.1.3. In this model the Kekulé VBS transition is captured by a complex-
valued and Z3-symmetric order parameter �eld which is coupled to the fermions. In Sec. 3.3
we discuss our results for the renormalization group �ows in the vicinity of the FIQCP. In
particular, we describe the �ow of the system from the symmetric into the symmetry-broken
regimewhich is subject to the in�uence of various �xed-points. Technical details on the �ow
equations are given in Appendix A.

Disclaimer The contents of this chapter have been published in [55] and some parts of the
text and �gures here are identical to that manuscript. Changes with respect to the published
manuscript include the addition of Sec. 3.1.1, the substantial modi�cation of the discussion
of Fermion-Induced Quantum Critical Points in Sec. 3.1.2 and several minor changes in other
sections, where detailed explanations have been added or expanded for improved read-
ability.

3.1 Kekulé Valence Bond Solid on the honeycomb lattice

3.1.1 Kekulé dimerization and related symmetries

To describe what a Kekulé dimerization pattern is, we start with the simplest tight binding
model describing the motion of spinless fermions on the honeycomb lattice [56], which
takes the form of the second quantized hamiltonian

Ĥ0 = −t
∑

~R,i

(
û(~R)†v̂(~R+ ~ei) + h.c.

)
, (3.1)

where the operator û(~R) (v̂(~R)) annihilates an electron at position ~R of the triangular sub-
lattice A (B), ~ei are the position vectors of the nearest neighbours, and the hopping param-
eter t satis�es t > 0 [57]. This hamiltonian can be diagonalized in fourier space to yield the
single particle energy dispersion

ε(~k) = ±t
∣∣∣∣∣

3∑

i=1

exp(i~k · ~ei)
∣∣∣∣∣ , (3.2)

with ~k in the �rst Brillouin zone. The two inequivalent points in the Brillouin zone at which
the dispersion vanishes, denoted by ~K and ~K ′ = − ~K, provide the main contribution to low
energy excitations above the ground state. We thus retain only Fourier modes close to these
points, i.e. |~k ± ~K|a = |~q|a� 1 with a the lattice constant, and de�ne the spinor

ψ̂(~q)T := (û( ~K + ~q), v̂( ~K + ~q), v̂(− ~K + ~q), û(− ~K + ~q)) , (3.3)

with û(q), v̂(q) the corresponding annihilation operators in the momentum representation.
In terms of these, the Hamiltonian takes the form

Ĥ0 =
∑

|~q|a�1

ψ̂(~q)†h(~q)ψ̂(~q), (3.4)
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with

h(~q) = vf~α · ~q , (3.5)

for ~α = σz ⊗ ~σ, and vf = 3ta/2. The advantage of this representation for the spinors ψ is
that they can be clearly seen to be composed of two Dirac cones with opposite "chiralities"
given by eigenvalues of the operator σz ⊗ 12. Of the many di�erent kinds of interactions
that can open a gap in the spectrum [58–64], we will be concerned with those that break
this chiral symmetry.

The simplest terms connecting the two Dirac points [13, 65–69] take the form of anticom-
muting mass terms for the spinors. Concretely, adding to h(q) a term of the form

δh = φ1α3 + φ2α5 , (3.6)

where φ1/2 ∈ R, α3 := σi ⊗ 12 and α5 := σ2 ⊗ 12, corresponds to opening a 2
√
φ2

1 + φ2
2 gap

in the one particle spectrum and clearly {~α, α3/5} = 0.

The complex quantity φ(~R) := φ1(~R)+ iφ2(~R) is a Kekulé texture. Whenever φ(~R) is nonzero
we will say that the system is Kekulé ordered or that the system is in a Kekulé Valence Bond
(KVB) phase. The microscopic e�ect of the added term can be seen by going back to the
real-space representation, where φ corresponds to a modulation of the hopping parameter
with a wavevector connecting the ~K and ~K ′ Dirac points, i.e. t→ t+ δt(~R, j), with

δt(~R, j) = φ(~R)ei
~K·~ejei(

~K− ~K′)·~R/3 + c.c. , (3.7)

which means φ induces a dimerization pattern in the honeycomb lattice and thus doubles
the size of the unit cell or, in other terms, turns the C6 symmetry of the original lattice into
a smaller C3 symmetry. This is depicted in FIG. 3.1.

We used the linearization of the hopping hamiltonian, Eq. (3.5), to introduce the Kekulé or-
der parameter but the latter can be considered without discussing the former and both
descriptions should, of course, be consistent. Because of the lattice origin of the Kekulé
ordering as a modulated hopping amplitude, it is important to ensure that all other sym-
metries of the microscopic hamiltonian in Eq. (3.1) are preserved when we add interactions
to the continuum limit of the linearized version Eq. (3.5). In this sense, the most relevant
symmetry with respect to the Kekulé order is time reversal (TRS) symmetry, which basically
amounts to demand that the modulation induced by φ is real. TRS is implemented in the
linearized hamiltonian Eq. (3.5) by the transformation ψ̂ → TK ψ̂ whereK is complex con-
jugation and T is a matrix exchanging ~K and ~K ′ but leaving the sublattices invariant. In our
representation, this matrix is given by

T = σx ⊗ σx , (3.8)

which, combined with the interpretation of φ as an order parameter, leads to the following
transformation rule under TRS

φ1(~R) = 〈ψ̂†(~R)α3ψ̂(~R)〉 → +φ1(~R) , (3.9)

φ2(~R) = 〈ψ̂†(~R)α5ψ̂(~R)〉 → −φ2(~R) . (3.10)
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Figure 3.1: Honeycomb lattice and Kekulé dimerization. (a) SublatticesA and
B are represented by the open and �lled circles. (b) One of the three possi-
ble dimerization patterns of the Kekulé VBS state, where thick red lines mark
stronger bonds and thinner gray lines mark weaker bonds. (c) Brillouin zone
of the honeycomb lattice with the Dirac points K,K′ where the Kekulé pat-

tern opens a mass gap.

3.1.2 Fermion-induced quantum critical points

The Kekulé ordering can be any of three di�erent but equivalent patterns observed in FIG. 3.1.
Thus, φ is a complex-valued order parameter whose physics is invariant under rotations of
2π/3 on the complex plane. Within the Landau-Ginzburg-Wilson approach and to study the
onset of this order, one would de�ne a free energy functional F [φ] possessing a discrete Z3

symmetry, i.e. F [φ] should include terms proportional to φ3. A mean-�eld Landau-Ginzburg
approach then suggests that the minimum of F [φ] discontinuously jumps from φ = 0 to
φ 6= 0 when the system is tuned through the transition, see FIG. 3.2. This simple assess-
ment, however, underestimates the impact of �uctuations which can become essential for
an appropriate description of a system, when the dimensionality is decreased or when ad-
ditional degrees of freedom are relevant. In fact, even beyond this mean �eld picture (as
will be discussed below in Sec. 3.2.3 and in particular FIG. 3.3), a description in terms of a Z3

order parameter �eld alone appears to be inadequate for the Kekulé VBS transition in Dirac
systems at zero temperature, as the �uctuations of the gapless Dirac fermions can strongly
a�ect the nature of the phase transition.

For instance, it is known that the critical behaviour of O(N)-symmetric order parameters
gets strongly modi�ed by the inclusion of gapless fermion �uctuations and de�ne the chi-
ral universality classes [70–74]. That massless degrees of freedom a�ect the physics of this
particular problem has already been hinted at in Refs. [14–17, 75], where evidence that the
expected discontinuous Kekulé transition is rendered continuous in 2+1 dimensions is pre-
sented.
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Figure 3.2: Landau-Ginzburg free energy for nonzero cubic terms g 6= 0.
Across the transition, the minimum of F [φ] jumps from its value at the origin

F [φ = 0] = 0, to a nonzero value F [φ = φmin] 6= 0.

From a RG point of view, the fact that the phase transition changes from being discontinu-
ous to continuous can be understood by considering the scaling dimensions of the coupling
constant g corresponding to the cubic order-parameter term, i.e. gφ3. At the Gaußian, non-
interacting �xed point, its presence suggests a second RG relevant direction with sizable
power-counting dimension [g] = 3 − D/2 where the spacetime dimension is D. At a non-
trivial interacting �xed point, �uctuation corrections modify the RG scaling of all couplings
as compared to the scaling suggested by dimensional analysis [76, 77]. Whether the phase
transition is �rst order or continuous then depends on whether the direction correspond-
ing to the cubic coupling remains relevant or becomes irrelevant at the �xed point that
describes this transition. This means when the �uctuations from the gapless Dirac fermions
are strong enough to render the canonically relevant direction from the cubic coupling irrel-
evant, a continuous transition is induced. In this case, only one relevant direction remains,
i.e. a single tuning parameter is su�cient to drive the system to the non-trivial �xed point
and universal critical behavior can be observed [16].

3.1.3 E�ective model for the Kekulé transition

In the previous section, it was established that a description of the KVBS transition requires
considering the �uctuations of the gapless fermionic degrees of freedom. We now consider
the continuum limit of the previously described theory and rephrase the main ingredients
of the low energy e�ective theory in the path integral formalism. As a generalization we
consider Nf pairs of independent Dirac points, to account for e.g. spin (Nf = 2), so the
euclidean Lagrangian corresponding to Eq. (3.5) takes the form (in units where vf = 1),

L0 =

Nf∑

ν=1

ψν(−iγµ∂µ)ψν , (3.11)

where we de�ned ψν := γ0ψ†ν for γ0 := σx ⊗ 12 and γi := γ0αi. Considering the Kekulé
order parameter as a dynamical bosonic �eld, its coupling to the fermions corresponds to
the Yukawa coupling

Ly := h

Nf∑

ν=1

ψν
(
φ1γ

3 + φ2γ
5
)
ψν , (3.12)
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with γ3/5 := γ0α3/5. Note that in the Lagrangian for the fermions and the Yukawa interac-
tion alone, cf. Eqs. (3.11) and (3.12), the chiral symmetry is the same as the U(1) symmetry
generated by γ35 := −iγ3γ5:

ψ → eiθγ35/2ψ , φ→ eiθφ . (3.13)

This symmetry is, however, reduced by the transformation properties of φ under rotations
of 2π/3. Since any of the three dimerization patterns of FIG. 3.1 represents the same phase
transition, the e�ective theory should be invariant under these rotations. For later conve-
nience, we de�ne φ = φ1+iφ2√

2
, so the dynamics of the order parameter are thus described

by a lagrangian

Lb = −|∂φ|2 + V (φ, φ∗) , (3.14)

in which the potential V (φ, φ∗) contains all bosonic self-interaction terms allowed by Z3

symmetry. Since this includes all U(1) symmetric terms, this means that V depends (only)
on the rotationally invariant quantity ρ := φ∗φ ∝ φ2

1 + φ2
2, as well as a Z3-invariant quantity

τ ′. In principle, this means that we have two choices for τ ′:

φ3 + φ∗3 = φ3
1 − 3φ1φ

2
2 , (3.15)

or i(φ3 − φ∗3) = φ3
2 − 3φ2φ

2
1 . (3.16)

but due to Eq. (3.10) terms of odd degree in φ2 alone are not time reversal symmetric, and
should not enter the e�ective theory. This leads us to conclude that the most general po-
tential describing the transition is a real function of the two invariants

ρ(φ, φ∗) := φ∗φ =
φ2

1 + φ2
2

2
, (3.17)

τ ′(φ, φ∗) := φ3 + (φ∗)3 =
φ3

1 − 3φ1φ
2
2√

2
,

that is V (φ, φ∗) = U(ρ, τ ′). The full low-energy e�ective theory for the transition is thus
given by the Gross Neveu Yukawa theory with lagrangian [3, 67]

L = L0 + Ly + Lb . (3.18)

3.2 FRG analysis of the symmetry broken regime

3.2.1 Truncation

Our FRG analysis of the KVBS transition is based on an ansatz for the e�ective average ac-
tion Γk, inspired by the original form of the microscopic lagrangian, Eq. (3.18). Denoting
dimensionful quantitites by a bar, we have explicitly

Γk =

∫
dDx

[
Zψ,kΨ(−iγµ∂µ)Ψ + h̄kΨ

(
Φ1γ

3 + Φ2γ
5
)

Ψ

− 1

2
Zφ,k(Φ1∂

2
µΦ1 + Φ2∂

2
µΦ2) + Uk(ρ̄, τ̄ ′)

]
, (3.19)
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where Zψ,k and Zφ,k are the running wavefunction renormalization constants, ρ̄, τ̄ ′ are the
bosonic �eld invariants de�ned in Eq. (3.17) and (3.20), and h̄k is the running Yukawa cou-
pling. To simplify notation, we de�ned Ψ := ⊕iΨi, so that our gamma matrices are now
of size Nfdγ , with dγ the dimension of the chosen representation of the Cli�ord algebra of
R2+1 (namely dγ = 4). The potential Uk(ρ̄, τ̄ ′) is de�ned as Γk[Φ,Φ∗] =: ΩUk(ρ̄, τ̄ ′), where
the �elds Φ,Φ∗,Ψ are held constant and where Ω is the volume of the system.

In the symmetry-broken regime, the potential V (Φ,Φ∗) exhibits three equivalent minima
and the physics is generally determined by the global minimum of the potential and its
surrounding. Consequently, we use an expansion around one of these three minima in the
following. Additionally, to simplify some of the resulting expressions, we introduce another
time reversal symmetric Z3-invariant quantity, which is a combination of ρ and τ ′:

τ̄ := τ̄ ′ + 2ρ̄3/2 . (3.20)

With this de�nition, we �nd that τ̄ = 0 when evaluated at a minimum of V (Φ,Φ∗). We note
that the whole procedure could also be carried out in terms of monomials of the original
�elds,so that there are no introduced nonanalytic terms by using this new invariant.

3.2.2 Flow equations

The di�erent threshold functions l······,m······ can be all evaluated explicitly and are presented
in App. A.1

Mass terms and bosonic potential

To discuss �xed point properties, it is necessary to switch to dimensionless variables, de-
noted without the bar, and de�ned as

ρ :=
kD−2

Zφ,k
ρ̄ , and τ :=

k3(D−2)/2

Z
3/2
φ,k

τ̄ , (3.21)

for the bosonic invariants and

h2 :=
h̄2

k4−DZ1
φ,kZ

2
ψ,k

, (3.22)

for the Yukawa coupling.

Moreover, to study the FIQCP from both sides of the transition we now expand the dimen-
sionless potential u := k−DUk around ρ = τ = 0 for the symmetric phase and around one
of its running minima, κρ,k := ρmin

j,k 6= 0 for the symmetry broken regime. Here, j ∈ {1, 2, 3}
enumerates the three equivalent minima of the potential. We use the freedom in choosing
any of the three minima by choosing one in which τ vanishes, which is equivalent to the
choice φmin

1 = −√2ρ, φmin
2 = 0.

The expansion of the potential in the symmetric regime then reads explicitly

uk(ρ, τ) =

Nmax∑

m+n=1

λm,n;k

m!n!
ρmτn , (3.23)
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with

λm,n;k :=
∂m+nuk
∂ρm∂τn

∣∣∣
ρ=τ=0

; (3.24)

while in the symmetry-broken regime, the expansion is given by

uk(ρ, τ) = Λ0,1;kτ +

Nmax∑

m+n=2

Λm,n;k

m!n!
(ρ− κρ,k)mτn , (3.25)

where

Λm,n;k :=
∂m+nuk
∂ρm∂τn

∣∣∣
ρ=κρ,τ=0

, (3.26)

0 =
∂uk
∂ρ

∣∣∣
ρ=κρ,τ=0

, (3.27)

and Nmax denotes the order of the truncation.

The �ow equations are functions of the second and third derivatives of the bosonic poten-
tial. Of particular importance is the Hessian of the potential, for its eigenvalues de�ne the
longitudinal and transversal masses. We denote the derivatives with respect to the compo-
nents of φ with a subindex and the derivatives with respect to the invariants Eqs. (3.17) and
(3.20) by a superindex, i.e. uij = ∂2u

∂φi∂φj
and analogously for uijk and u(m,n) = ∂m+nu

∂ρm∂τn . With
these conventions, the general expression for the masses in terms of the invariants ρ and τ
is

m2
L,T = ρu(2,0) +

9

2

√
ρu(0,1) + u(1,0) + τ

(
2u(0,2) + 3u(1,1)

)
±

[(
ρu(2,0) − 9

2

√
ρu(0,1)

)2

+ 3τ
(

2u(0,1) + 3(τ − 2ρ3/2)u(0,2) + 2ρu(1,1)
)
u(2,0)

+
9τ√
ρ

(u(0,1))2 +
9τ

2
√
ρ

((
3(6ρ3/2 + τ)u(0,2) + 10ρu(1,1)

)
u(0,1)

+2ρ
(

9
√
ρτ(u(0,2))2 + 6τu(1,1)u(0,2) + 4ρ(u(1,1))2

))]1/2
. (3.28)

which simplify substantially when evaluated at the minimum of our choice to

m2
L,min = 2κρΛ2,0 , (3.29)

m2
T,min = 9

√
κρΛ0,1 . (3.30)

From Eqs. (3.29) and (3.30), it can be seen that there are no Goldstone modes in the system
for any nontrivial dependence of u on τ , which is to be expected given that only a discrete
symmetry is broken. In other terms, the masses m2

L,m
2
T are always di�erent and nonzero

except exactly at the phase transition. The appearance of a nonzero transversal mass is
the reason behind the emergence of a second length scale in the symmetry-broken regime.
Note, moreover, that this phenomenon can only be seen when κρ 6= 0 and, in particular, ob-
serving its e�ect depends crucially on the fact that we can follow the evolution of the system
for arbitrarily large values of κρ, which is not a feasible task in a perturbative approach. In
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terms of these masses, the �ow equation for u is given by

∂tu = −Du+
1

2
(D − 2 + ηφ)

(
2ρu(1,0) + 3τu(0,1)

)
+ 2

(
lB(m2

L) + lB(m2
T )
)

− 2Nfdγ lF (ωψ), (3.31)

where ωψ = 2h2ρ, and the anomalous dimension ηφ will be de�ned below. Flow equations
for the individual bosonic couplings λ/Λ are obtained by acting with ∂t on both sides of
Eqs. (3.26) and (3.27). Further terms appearing in the �ow equations below are given by the
expressions

u11 = 2ρu(2,0) + u(1,0) , (3.32)
u12 = u21 = 0 , (3.33)
u22 = 9

√
ρu(0,1) + u(1,0) , (3.34)

u111 = −
√

2ρ
(

3u(2,0) + 2ρu(3,0)
)
, (3.35)

u112 = u121 = u211 = u222 = 0 , (3.36)

u221 = u212 = u122 =
9u(0,1) + 18ρu(1,1) + 2

√
ρu(2,0)

−
√

2
. (3.37)

Yukawa Coupling

To obtain a projection for the Yukawa coupling, we expand the �elds as a sum of their ex-
pectation value plus a �uctuating part, i.e. Φ1 = Φ1,0 + ∆Φ1, Φ2 = ∆Φ2. We choose the
following projection for the Yukawa coupling,

h̄k =
1

Nfdγ
Tr
[
γ5

δ

δ∆Φ2(p′)
δ

δΨ(p)
Γk

δ

δΨ(q)

]
, (3.38)

leading to the �ow equation

∂th
2 =(D − 4 + ηφ + 2ηψ)h2 − 8h4

(
lFR2
11 − lFR1

11

)
− 16

√
2κρh

4u122l
FR1R2
111 . (3.39)

Anomalous dimensions

The anomalous dimensions, are de�ned as

ηφ = −∂t lnZφ,k , ηψ = −∂t lnZψ,k , (3.40)

and to compute them, we evaluate the Wetterich equation for momentum dependent �elds
and take the derivatives with respect to momenta of the two point function. We project
onto the transversal mode to obtain the low energy contributions (this would correspond
to the Goldstone modes in a continuous symmetry-breaking scenario). Explicitly,

Zφ,k =
∂

∂p2

∫

q

δ

δ∆Φ2(−p)
δ

δ∆Φ2(q)
Γk (3.41)

Zψ,k =
1

NdγD
Tr
[
γµ

∂

∂pµ

∫

q

δ

δΨ(p)
Γk

δ

δΨ(q)

]
, (3.42)
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Figure 3.3: Stability exponent θ2 for the U(1) symmetric non-Gaußian �xed
point of the Z3 GNY model. In the purely bosonic limit, this corresponds to
the O(2)-symmetric Wilson-Fisher FP. We show di�erent small numbers of
fermion �avors Nf as function of the dimension. From top to bottom, we
show Nf ∈ {0, 1

4
, 1

2
, 3

4
, 1, 2}. As soon as fermions are added, this FP becomes

stable below some critical dimension. The results have been calculated in
LPA8′.

from which one gets the �ow equations

ηψ =
8vD
D

h2
(
mFB

(12)R1
+mFB

(12)R2

)
, (3.43)

ηφ =
4vD
D

[
mB

4R2
(u222, u221) +mB

4R1
(u211, u221) + 2mB

(22)R1R2
(u221, u211, u222) (3.44)

+ 2Nfdγh
2
(
mF

4 (ωψ) + 2h2κρm
F
2 (ωψ)

) ]
,

where vD = (2D+1πD/2Γ(D/2))−1 is a geometric factor coming from the loop integrations.
For a given truncation of the potential including powers of the �eld up to Nmax, Eqs. (3.31)
to (3.44) form a closed set of coupled di�erential equations, cf. Ref. [16].

3.2.3 Fixed point analysis

The FRG approach as set up in the previous section allows us to study the �xed-point prop-
erties of the system, as well as the RG �ows in the symmetric and the symmetry-broken
regime. In this section, we �rst extend previous investigations of the FIQCP by including
spacetime dimensions 1+1 ≤ D ≤ 2+1 which are accessible with the FRG [78–83]. Then, we
present how the system �ows from the Dirac semimetal regime to the ordered phase and we
explain the di�erent regimes of this �ow in terms of the characteristic �xed point structure.
Finally, we give estimates for the scaling exponent of the second length scale that emerges
in the ordered phase.

Fermion-induced QCP belowD = 2 + 1

The existence of the FIQCP above a critical Nf,c ≈ 1.9 in D = 2 + 1 was established in the
work [16], where the FRG analysis of �xed points in the symmetric regime was carried out.
there it was found that the FIQCP is characterized by an emergent U(1) symmetry where
all couplings that break the U(1) down to Z3 vanish at the �xed point. Therefore, the FIQCP
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coordinates and, more importantly, a subset of the critical exponents coincide with the ones
from the chiral XY model which also exhibits a global O(2) ∼= U(1). An analysis of the �xed
points for lower dimensions is the goal of this section.

Here, we show that this is also true for lower dimensions, cf. also Ref. [14]. We �nd that for
any given non-zero number of Dirac fermions Nf , there is a critical dimension below which
an O(2) symmetric Gross-Neveu-Yukawa �xed point becomes stable so that a second order
transition is induced realizing the FIQCP scenario. This can be seen in FIG. 3.3, where we
plot the second largest critical exponent θ2 of the O(2)-symmetric �xed point for di�erent
dimensions and Nf . If θ2 < 0, the �xed point is stable and describes a second order phase
transition. We see how θ2 of theO(2)-symmetric FP changes from the case without fermions
Nf = 0 to the one with fermions and that it drops below zero at a critical dimensionsDc > 2

as soon asNf 6= 0. This critical dimension continuously connects to the value that was found
before [16].

Interestingly, there is potentially another �xed point that can yield a second order transition
for dimensions close toD = 2: in the system without fermions, this �xed point corresponds
to the phase transition of the three-state Potts model [84–86], and disappears above a cer-
tain critical dimension in the vicinity of D = 3, see Sec. 3.4. We �nd, however, that as soon
as the fermions are included, this Pott’s �xed point always becomes unstable, so that the
O(2)-symmetric FIQCP is the only possibility to obtain a second order transition. The reason
for the destabilization of the Potts �xed point upon inclusion of fermions is that, even for
small Nf , we introduce another RG direction represented by the Yukawa coupling h. At the
Potts �xed point, the Yukawa coupling is h∗ = 0, and below D = 4, this always introduces a
relevant direction to the Potts �xed point making it unstable.

3.3 Flow from Dirac semimetal to Kekulé order

Turning back to the physical case ofD = 2+1, we now study the renormalization group �ow
of the model, which exhibits a rich structure. In the phase diagram of the considered Gross-
Neveu-Yukawamodel, the FIQCP separates the symmetric or Dirac-semimetal (DSM) from the
symmetry-broken regime. To see the scaling behavior as induced by the FIQCP, a �ne-tuning
of the RG-relevant parameter is required. Eventually, in the deep infrared, when almost all
momentum-modes have been integrated out, the system ends up either in the DSM phase
or in the symmetry-broken phase. To understand the semimetal-to-Kekulé-VBS transition
in terms of the renormalization group �ow, we have to consider the �xed point structure
beyond the FIQCP. Generally, the renormalization group �ow to the symmetry-broken phase
in the vicinity of the fermion-induced QCP proceeds as follows [14]:

(1) At microscopic scales, the RG �ow of the system is initialized in the symmetric regime
and a �ne-tuning of the mass parameterm2 has to be performed to drive the system close
to the FIQCP.

(2) The system still remains in the symmetric regime on intermediate scales where it ap-
proaches the FIQCP which then dominates the scaling behavior. In this regime the cubic
coupling, λ0,1 =: g, is attracted to its �xed-point value g∗ = 0 and therefore becomes small.
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NG FIQCP DSM

g

em2

FIG. 3: Schematic flow of the cubic coupling as a func-
tion of a tuning parameter em2. em2 > 0 indicates the system is
in the symmetric regime and em2 < 0 that it is in the symme-
try broken regime. Vertical dotted lines are em2 = ±1, and
the horizontal dotted line g = +1. We show four trajectories
for identical initial g and di↵erent values of em2.

tuned, the flow will stay in the symmetric regime, dom-
inated by a fixed point that we call DSM fixed point in
the following. This behavior is schematically shown in
Fig. ??. In the following, we will describe the di↵erent
fixed point regimes that characterize the symmetric and
ordered phase in more detail. Furthermore, we show rep-
resentative RG flow trajectories of the quartic coupling
in Fig. ?? running through all the described regimes ex-
plicitly. Thereby the di↵erent fixed point regimes are re-
vealed as plateaus where the flow of the quartic coupling
hardly changes. However, if there is a relevant direction,
the flow is eventually driven away from the corresponding
fixed point value.

1. Dirac semimetal regime

When the system is in the DSM phase it is eventu-
ally dominated by the symmetric DSM fixed point which
can be analytically found in the symmetric FRG flow
equations upon taking the limit �1,0 = m2 ! 1. In
this limit, we obtain the following beta functions for the
Yukawa coupling, the cubic and the quartic scalar cou-
pling within the LPA0

�h2 = h2

✓
D � 4 + 2cDNfh2 3D � 4

D(D � 2)

◆
, (29)

�g =
g

2

✓
D � 6 + 6cDNfh2 3D � 4

D(D � 2)

◆
, (30)

�� =
�(D � 4)

4
� cDNfh2

D

✓
8h2 + �

4� 3D

(D � 2)

◆
, (31)

where cD = d�vD. We note that these beta functions
are not restricted to a finite expansion in the LPA0, but
are valid to any order, i.e. in particular for LPAn0 with
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FIG. 4: Flow of cubic coupling the symmetric regime
The other RG parameters, e.g., � and h2, flow to their DSM
fixed-point values and the dimensionless mass m2 diverges.

n ! 1. These beta functions admit a nontrivial fixed-
point solution reading

h2,⇤
DSM =

D

2cDNf

D(4�D)(D � 2)

(3D � 4)
, (32)

g⇤DSM = 0 , (33)

�⇤DSM =
8D

cD

(4�D)(D � 2)2

(3D � 4)2Nf
. (34)

The values of the couplings at the DSM fixed point
depend only on the dimension D and the number of
fermions Nf . Moreover, they are independent of the or-
der of truncation within the LPA0. The DSM fixed point
can be characterized by the anomalous dimensions

⌘⇤� = 4�D , and ⌘⇤ = 0 . (35)

Further, the Yukawa coupling h2 takes the value given by
Eq. (??), and all U(1) breaking terms vanish. All other
couplings take the values

�⇤DSM
m,0 =

✓
(4�D)(2�D)D

cDNf (3D � 4)

◆m
4cDNfm!

D(2m�D)
, (36)

for all m > 1.

An evaluation of the stability matrix at the DSM fixed
point gives three leading eigenvalues

✓1,DSM = D � 3 , ✓2,DSM = ✓3,DSM = D � 4 . (37)

Therefore, disregarding the flow of the mass term ⇠ m2,
at the DSM fixed point there is no relevant direction as
✓i  0. Only the direction corresponding to the cubic
coupling turns out to be marginal. This implies that,
while all other couplings flow to their respective DSM-
fixed-point values, the cubic coupling freezes at di↵erent
infrared values, depending on the initial conditions, see
Fig. ??.

Figure 3.4: Schematic �ow of the cubic coupling as a function of a tuning
parameter m̃2. m̃2 > 0 indicates the system is in the symmetric regime and
m̃2 < 0 that it is in the symmetry broken regime. Vertical dotted lines are
m̃2 = ±∞. We show four trajectories for identical initial g and di�erent val-

ues of m̃2.

(3) After some RG-time close to the FIQCP, the �ow departs from it and goes towards the
�xed point that characterizes the symmetry-broken phase of the O(2) model - the Nambu-
Goldstone (NG) �xed point. We note that due to the small but �nite cubic coupling, the
transversal mode already acquires a small mass.

(4) Finally, as the cubic coupling is relevant at the NG �xed point and g 6= 0 the �ow will be
driven away from the NG �xed point and the mass of the pseudo-Goldstone mode becomes
more pronounced which is related to the appearance of the second length scale ξ′.

When the initial system is not �ne-tuned, the �ow will stay in the symmetric regime, domi-
nated by a �xed point that we call DSM �xed point in the following. This behavior is schemat-
ically shown in FIG. 3.4. In the following, we describe the di�erent �xed point regimes char-
acterizing the symmetric and ordered phase in detail. Furthermore, we show representative
RG �ow trajectories of the quartic coupling in FIG. 3.5 running through all the described
regimes explicitly. Thereby the di�erent �xed point regimes are revealed as plateaus where
the �ow of the quartic coupling hardly changes. However, if there is a relevant direction,
the �ow is eventually driven away from the corresponding �xed point value.

Dirac semimetal regime.

When the system is in the DSM phase it is eventually dominated by the symmetric DSM �xed
point which can be analytically found in the symmetric FRG �ow equations upon taking the
limit λ1,0 =: m2 → ∞. In this limit, we obtain the following β functions for e.g. the Yukawa
coupling (h2), the cubic (g) and the quartic scalar coupling (λ := λ2,0)

βh2 = h2

(
D − 4 + 2cDNfh

2 3D − 4

D(D − 2)

)
, (3.45)

βg =
g

2

(
D − 6 + 6cDNfh

2 3D − 4

D(D − 2)

)
, (3.46)
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βλ = λ(D − 4)− 4cDNfh
2

D

(
8h2 + λ

4− 3D

(D − 2)

)
, (3.47)

where cD = dγvD. These admit a nontrivial �xed-point solution

h2,∗
DSM =

D

2cDNf

(4−D)(D − 2)

(3D − 4)
, (3.48)

g∗DSM = 0 , (3.49)

λ∗DSM =
8D

cDNf

(4−D)(D − 2)2

(3D − 4)2
. (3.50)

We note that these β functions are not restricted to a �nite expansion in the LPA′, but are
valid to any order, i.e. in particular for LPAn′ with n → ∞. In fact, one can characterise
the Dirac semimetallic phase by precisely these �xed point values and moreover, the values
of the couplings at the DSM �xed point depend only on the dimension D and the fermion
numberNf . As wementioned before, they are independent of the order of truncation within
the LPA′ and the �xed point solution can be generalized to arbitrary λr,s.

λ∗DSM
r,s =

(
(4−D)(2−D)D

cDNf(3D − 4)

)r
4cDNfr!

D(2r −D)
δs,0 , (3.51)

for all s ∈ N0, r ≥ 2. Further, the anomalous dimensions for the order parameter �uctuations
and the Dirac fermions characterizing the DSM are

η∗φ = 4−D , (3.52)

η∗ψ = 0 . (3.53)

An evaluation of the stability matrix at the DSM �xed point gives three leading eigenvalues

θ1,DSM = D − 3 , θ2,DSM = θ3,DSM = D − 4 . (3.54)

Therefore, disregarding the �ow of the mass term ∼ m2, there is no relevant direction at
the DSM �xed point as θi ≤ 0. Only the direction corresponding to the cubic coupling turns
out to be marginal. This implies that, while all other couplings �ow to their respective DSM-
�xed-point values, the cubic coupling freezes at di�erent infrared values, depending on the
initial conditions.

Symmetry-broken regime

After departing from the FIQCP in the symmetry-broken regime, the RG �ow exhibits a win-
dow of scales where the couplings are dominated by the fermionic generalization of the
Nambu-Goldstone �xed point, which is well-known from the purely bosonic O(N) models.
Therefore, it is characterized by the vanishing of all the U(1) breaking couplings Λi,j = 0

for j > 0 and h2 = 0. Furthermore, we can de�ne it formally in terms of the limit κρ → ∞,
which allows us to simplify the β functions in the symmetry-broken regime. The lowest
order couplings have the β functions

βΛ2,0 = Λ2,0

(
8vDΛ2,0

D
+ (D − 4)

)
, (3.55)



36
Chapter 3. Emergent length scales from discrete symmetry breaking:

the Kekulé Valence Bond Solid

-20 -15 -10 -5 0
1

5

10

50

100

t

qu
ar
tic
co
up
lin
g

NG

DSM
FIQCP

(2)

(1)

(3)

Figure 3.5: Flowof thequartic coupling into the di�erent regimes: (1) for g ≡ 0
the �ow generically starts in the symmetric regime in the ultraviolet and can
be �ne-tuned to approach the FIQCP. Later, it may enter the SSB regime (as
indicated by the change of color from blue to red) and �ows to the NG �xed
point, where it remains (light red line). (2) For small g 6= 0 the �ow trajectory
is almost identical during the entire �ow. Only in the deep IR it departs from
the NG �xed point due to the dangerously irrelevant direction corresponding
to the cubic operator. (3) There can also be �ows which remain completely in
the symmetric regime and no symmetry breaking occurs. In this case the �ow
approaches the DSM �xed point in the deep IR as indicated by the light blue
line. In the insets, we schematically show the shape of the e�ective potential

in the di�erent regimes.

βΛ3,0
= (2D − 6)Λ3,0 +

24vDΛ2,0

D

(
Λ3,0 − Λ2

2,0

)
. (3.56)

These β functions admit a non-trivial �xed point solution for the scalar couplings, which we
refer to as the Nambu-Goldstone (NG) �xed point, reading

Λ∗NG
2,0 =

D(4−D)

8vD
, Λ∗NG

3,0 = 3

(
D

8vD

)2
(4−D)3

6−D . (3.57)

Just as in the case of the DSM �xed points, the β functions Eq. (3.56), and therefore the �xed
point values of the couplings, Eq. (3.57), are independent of the order of the truncation and
are valid for any LPAn′. This can be traced back to the fact that for h2 → 0 and κρ →∞, the
β functions for any given coupling of order r depend only on the couplings of degrees less
than r, i.e. there is some function depending on r, fr, such that

βΛr,0 = fr({Λj,0}), j ≤ r . (3.58)

Moreover, it can be seen that the NG �xed point solution is independent of Nf . The Yukawa
coupling and the U(1) breaking coupling are both relevant directions at the NG �xed point.
Without them, i.e. in case of the O(2) model, the NG �xed point is fully attractive and com-
pletely dominates the infrared behavior of the model in the symmetry-broken phase. The
evaluation of the full stability matrix at the NG �xed point, taking into account perturba-
tions in the direction induced by h2 and U(1)-breaking couplings Λ∗NG

i,j = 0 for j > 0, shows
that the cubic coupling not only is relevant at the NG �xed point, but it is the most relevant
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Figure 3.6: Flow of the dimensionful masses m2
L,T , cf. Eqs. (3.29) and (3.30),

in the symmetry broken regime. The red and blue curves correspond to
the masses of one of the trajectories that escape the NG �xed point (i.e.,
when g 6= 0) and the black dashed curve corresponds to the �ow of the
purely U(1) symmetric system with otherwise identical initial conditions. At
the beginning of the �ow all masses are identical and they eventually split
when approaching the IR. In the IR both masses �ow to non-zero values

m2
L(k = 0) 6= 0,m2

T (k = 0) 6= 0.

coupling in D = 3, as

[g]NG =
6−D

2
, [h2]NG = 4−D , [κρ]NG = 2−D . (3.59)

3.3.1 Second correlation length exponent

Having established the global RG �ow of the model, we turn again to its implication for criti-
cal properties. The fact that the cubic coupling changes from being irrelevant at the FIQCP to
relevant at the NG �xed point implies that eventually, in the deep infrared, the �ow is driven
away from the NG �xed point when the cubic coupling does not exactly vanish. This means
that g will start to grow. As a result the transversal mass, which is zero for g = 0, also in-
creases and thus provides a second mass scale besides the longitudinal mass (cf. Eq. (3.29)).
We show the evolution of the dimensionful longitudinal and transversal masses in FIG. 3.6.

The two length scales ξ and ξ′ can de de�ned from the values of k for which the �ow departs
from the FIQCP and the NG �xed point, respectively [87]. For k > kc, the longitudinal and
transversal mass are identical and both �ow to zero at the transition to the Kekulé phase. On
the symmetry-broken side of the transition k < kc, they split and, after an initial increase,
�uctuations lead to a decrease of the masses towards the infrared. The transversal inverse
susceptibility (i.e. the mass) stops running beyond the scale given by kξ . 1 while the
longitudinal susceptibility does so at the scale kξ′ . 1. This means that the respective
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dimensionless quantities �ow according to their canonical dimension, i.e. for k < ξ−1

m2
T ∼

√
κρ(k)g(k) ∼

√
κρ(ξ−1)(kξ)(2−D)/2g(ξ−1)(kξ)(D−6)/2 ∼√κ∗ρg∗k−2ξ−|θ2|−2

=: k−2δtν(2+|θ2|) , (3.60)

where, ν = θ−1
1 corresponds to the inverse correlation length exponent of the Z3 order, θ2

is the scaling exponent related of the cubic coupling at the FIQCP and δt the distance to the
critical point. Since the second length scale marks where the (dimensionless) transversal
mass escapes the NG, this happens when m2

T (k = ξ′−1) ≈ 1, so by de�nition

m2
T ∼ (kξ′)−2 =: k−2δt2ν

′
. (3.61)

Eqs. (3.60),(3.61) thus lead to

ν′

ν
= 1− θ2

2
. (3.62)

Despite the exclusive appearance of the second length scale in the symmetry-broken regime,
the ratio of their correlation length exponents ν′/ν is uniquely determined by a scaling law
employing properties of the FIQCP alone [14, 87]. This can be understood in terms of the
dangerously irrelevant coupling g. Only if g is non-zero, the transversal mass, which is re-
sponsible for the second scale, will be �nite away from the critical point. Therefore the
scaling of m2

T must be related to scaling of g at the critical point. This scaling, in turn, is
given by θ2.

In Tab. 3.1, we show the two largest critical exponents for several choices of Nf and list
our estimates for ν′, whenever we �nd that the FIQCP is stable in D = 2 + 1. ν′ shows
only very small deviations from ν due to the smallness of |θ2| � 1 which we deem unlikely
to be observed either in an experimental setup or in lattice Quantum Monte Carlo (QMC)
simulations. Instead, as stated in earlier works [16], one can expect that large corrections
to scaling will have to be considered in corresponding lattice QMC simulations.

Table 3.1: Correlation length exponents: Numerical values for the largest two
critical exponents and the second correlation length exponent for di�erent
Nf in D = 2 + 1 in LPA12′. The exponents are given by ν = θ−1

1 and ν′ =
ν(1− θ2/2). The exponent deciding over stability θ2 is shown in boldface.

Nf ν θ2 ν′

1 1.195 +0.167 -
2 1.157 -0.0031 1.159
3 1.109 -0.0235 1.122
4 1.082 -0.0263 1.096
5 1.066 -0.0255 1.080
∞ 1 0 1

3.4 A sanity check: remark on the Potts model

Due to the fact that the FRG approach does not rely on any parameters being small, it is
useful to �nd some form of benchmarking of our results other than the convergence de-
scribed in Section 2.2.2. Some aspects of the Kekulé transition inD = 3 have been explored
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with QMC simulations in [17], and the results there are in relatively good agreement with the
corresponding FRG calculations of critical exponents in [16]. For 2 ≤ D < 3, to the best of
our knowledge, there are no analogous numerical results.

For one particular case, however, there is something better: an exact result. Indeed, for
Nf = 0 and D = 2, the e�ective action reduces to the bosonic part only, i.e. Eq. (3.14) and
this is the �eld theory of a three-state Potts model, for which the exact solution is known
[85]. In particular, it is known that there are two critical points: a critical Potts and a tricritical
�xed point (TCP) with three relevant directions. The Potts FP comes with correlation length
exponent and anomalous dimension[85]

Potts : ν2,ex =
5

6
≈ 0.83 , η2,ex =

4

15
≈ 0.27 . (3.63)

The critical and tricritical �xed points can be continued above two dimensions where they
change their coordinates. It is expected [85] that these two collide and disappear to the
complex plane for some dc > 2. In that case no stable �xed point exists in the system
and the transition from the symmetric to the Z3 ordered phase is discontinuous. Numerical
results in d = 3 for the three-state Potts model suggest that dc < 3.

Here, we explore a simple approach to the two-dimensional case by a �nite expansion in the
LPA′ and note that this can only provide qualitative results on the Potts �xed point. As has
been shown in earlier work for scalar [78–81, 83] and scalar-fermionmodels [82], the FRG can
also be used to describe critical behavior below three dimensions. For a quantitive estimate,
it will be required to work with higher expansions or usemethods beyond a �nite expansion,
as towards two dimensions more and more couplings become canonically relevant.

Employing an LPA8′ expansion in the symmetric regime, we can give �rst estimates on the
limit of the purely bosonic Potts model. In fact, we �nd both the critical Potts �xed point
and one tricritial �xed point, as expected. In d = 2 the Potts �xed has the critical exponents

Potts : ν2,LPA8′ ≈ 0.82 , η2,LPA8′ ≈ 0.22 , (3.64)

which already compares well to the exact results. Also, we can continue the �xed point
search in higher dimensions towards d = 3 and beyond to exhibit the �xed-point collision.
Within LPA8′, we �nd that the Potts FP and the tricritical FP indeed collide at a critical di-
mension of dc,LPA8′ ≈ 3.2 which seems too large in comparison with numerical results. We
observe that higher orders in the LPA′ seem to push the critical dimension below three.
However, we note that, in contrast to the FIQCP, going to higher orders in the LPA′ still leads
to corrections and we do not yet see convergence. Therefore, to settle the convergence of
the critical exponents and the critical dimension for the Pott’s �xed point with the fRG, a
more thorough study will be required, which is beyond the scope of this work. As one alter-
native, we suggest the pseudo-spectral methods as developed in Refs. [83, 88, 89] for FRG
applications.
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3.5 Conclusion

In this chapter, we have provided a thorough study of the renormalization group �ow near
the �uctuation-induced quantum phase transition to the Kekulé VBS state in Dirac semi-
metals as it appears for fermions on the two-dimensional honeycomb lattice. This transi-
tion is characterized by the condensation of the Kekulé order parameter which reduces the
chiral U(1) symmetry of the Dirac system to a discrete Z3 symmetry, resulting in a series of
unconventional properties at and close to the quantum transition. Firstly, the fact that the
transition is continuous and not discontinuous is an e�ect driven by strong (fermion) �uc-
tuations. Secondly, there is an emergent U(1) symmetry at the quantum critical point and,
thirdly, a second length scale appears in the symmetry broken phase due to the breaking of
the discrete symmetry. We noted that these properties are shared with the scenario of the
decon�ned QCPs.

We have investigated the semimetal-to-Kekulé quantum transition in terms of an appropri-
ate Gross-Neveu-Yukawa model with the help of the non-perturbative functional renormal-
ization group. While building on our previous work, we have extended it in various direc-
tions. First, we have established the FIQCP scenario for the full range of dimensions between
1 + 1 ≤ D ≤ 2 + 1 for small numbers of fermion �avors Nf ≤ 2.

We have found that for everyNf > 0, there is a critical dimension 2 < D < 4 above which the
fermion-enhancedO(2) �xed point becomes stable, giving rise to a second order transition.
This is in stark contrast to the model where Nf = 0, corresponding to the �eld-theoretical
formulation of the three-state Potts model, where only close to D = 1 + 1 does a stable
O(2)-breaking �xed point appear. Our �ndings �t nicely to the observation that fermions in
Dirac systems tend to support symmetry enhancement [26, 51, 90–92].

Furthermore, we have discussed that, due to the discrete symmetry breaking, there are no
Goldstone modes. Instead, in the symmetry-broken regime, two �nite masses appear - the
longitudinal and transversal mass. Importantly, the scaling of the transversal mass depends
on the scaling of the cubic term and de�nes a second length scale, which diverges at the
QCP.

We provided a comprehensive analysis of the �xed-point structure in the symmetric as
well as in the symmetry broken regime. By solving the �ow equations in both regimes,
we studied the complete behavior of the RG �ow beyond a pure �xed point analysis. While
the Dirac semimetal �xed point dominates the long-range behavior of the system in the
semimetallic phase, the symmetry-broken regime shows a more subtle behavior: here, the
Nambu-Goldstone �xed point dominates the system on intermediate length scales. Even-
tually, when the cubic coupling is �nite, the RG �ow leaves the NG regime giving rise to a
sizable transversal mass and the concomitant second length scale.

We also calculated improved estimates for the correlation length exponent of the second
length scale and show that it is very close to the order parameter correlation length ex-
ponent. We therefore expect that it will be very challenging to observe this behavior in
numerical simulations.

In summary, we provided a uni�ed picture of the system close to the fermion-induced QCP
in the symmetric as well as in the symmetry-broken phases.
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Chapter 4

Order-to-order transitions of Dirac
fermions with compatible orders

As mentioned brie�y in the introduction 1, a prominent example of a transition that can-
not be described within Landau-Ginzburg theory, is a Decon�ned Quantum Critical Point
(DQCP) in spin- 1

2 antiferromagnets on a square lattice. This is a critical point describing a
continuous transition between a Néel ordered phase (which breaks O(3) symmetry) and a
valence bond solid (VBS) phase (which breaks O(2) symmetry), where an emergent gauge
�eld couples to spinons which are con�ned in both of the ordered phases [20–22]. Numeri-
cal analysis of several models expected to exhibit such a transition [23–25], moreover reveal
that there is an enlarged O(N) symmetry at the critical point.

Quantum critical points with emergent O(N) symmetry are not entirely new, and indeed
have been argued to exist in di�erent unrelated contexts, e.g. [93, 94]; nevertheless, the
emergent symmetry has been mostly seen as a secondary feature and considered indepen-
dently from the nature of the transition. There is, however, at least one case where the non-
Landau nature of the transition and the emergent symmetry coexist: the Landau-forbidden
phase transition describing a semimetallic to Kekulé VBS phase of graphene studied in the
previous chapter shows an enlarged O(2) symmetry at the critical point [14, 16, 17, 55]. Be-
cause in that case the continuity of the transition can be seen as a consequence of �uctua-
tions of themassless fermions, it is natural to ask if the two phenomena are related, namely,
what is the relation - if any - between fermionic-induced criticality and Landau-forbidden
transitions (like the one found at a DQCP).

An interesting development from recent QMC simulations[19] suggests that the connection
could be more than circumstantial and might indeed play a role for the kind of non-Landau
transition expected in DQCPs, namely the existence of a direct order-to-order transition
which is possible not only at a multicritical point where the phases meet, but also away
from it. Moreover, the �ndings in [19] seem to indicate that there is a line separating the two
phases (with broken O(3) and Z2 symmetry, respectively) with an emergent O(4) symmetry
(see Fig. 4.1).

It is worth to emphasize that evidence for some of the features expected to be present in
non-Landau transitions comes mostly from numerical simulations of various models, and it
is desirable to have complementary analytical methods to better understand this phenom-
ena. Progress in this direction has been achieved already and indeed, the emergent O(5)

symmetry observed in Quantum Monte Carlo simulations [23] can be argued for within the
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(a) (b)

Figure 4.1: (a) Expected phase diagram from Quantum Monte Carlo simula-
tions of a system of hopping electrons on the Honeycomb lattice with on site
Hubbard repulsion U and Ising-like bond interactions h. The Antiferromag-
netic phase is characterised by broken O(3) symmetry and the KVBS ohase
breaks Z2 symmetry by allowing only one of the possible patterns described
in Chapter 3. (b) EmergentO(4) symmetry across the putative line of contin-

uous transitions. Pictures taken from [19].

recently proposed web of dualities of D = 2 + 1 �eld theories [34, 95], while the expected
existence of a second length scale at the continuous transition proposed in [96] and sup-
ported by QMC simulations therein can, for example, be understood to be a general feature
of a continuum �eld theory with a dangerously irrelevant parameter in the �ow of the theory
[87]. In the case of itinerant quasirelativistic massless fermions interacting with two families
of order parameters, the �rst e�orts to understand analytically the emergent symmetry at
the critical point were made by means of a �rst-order ε-expansion [26, 27].

For this reason, in this chapter we concern ourselves with the investigation of the quantum
phase and the multicritical behavior of Dirac fermions with two compatible orders in the
vicinity of a multicritical point where the two ordered phases meet with the semimetallic
phase. Our goal is a better understanding of the recent numerical studies that found evi-
dence for non-Landau transitions and emergent symmetry between the two ordered states
arguing in favor for decon�ned quantum criticality in 2+1d Dirac materials. Here, we pro-
vide a �eld-theoretical analysis of this transition in a generalized model based on non-
perturbative functional renormalization group equations. Our �ndings support the emer-
gence of enhanced symmetry at the multicritical point and further suggest that the tran-
sition between the two ordered phases away from the multicritical point takes place as a
sequence of two continuous transitions with an intermediate region of coexistence with ap-
proximateO(N) symmetry. We compare to the numerical QuantumMonte Carlo simulations
for the case in which the order parameters correspond to phases with broken O(3) and Z2

symmetry.

The main result of this chapter is the phase diagram presented in FIG. 4.11. Our main result
thus consists of di�erent key results, the �rst being the con�rmation of the existence and
stability of an Isotropic Fixed Point (IFP) for all consistent values of Nf and N (see the def-
inition of ’consistent’ below). We show that some of the features observed in simulations
(emergent symmetry away from the IFP and increase of the one particle gap across the tran-
sition and phase boundaries composed of continuous transitions) are consistent with the
scenario described above.
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This chapter is organized as follows: in section 4.1 we describe the general features of the
model we consider, set up some of the notation to be used, and make a short recap of
the results obtained in [26, 27] by ε-expansion methods. Section 4.2 presents our main
results including a detailed description of the properties of each of the phases. Finally we
discuss our results and their relevance to QMC simulations in section 4.3. The contents of
this chapter are currently being prepared for submission [97].

4.1 Compatible orders in Dirac systems

In a system of gapless Dirac fermions, several ordered states can take place. If one charac-
terizes the ordering tendencies by the symmetry they break, one can moreover study the
interplay of di�erent interactions in terms of the relations between the operators that gen-
erate said symmetries. If the generators anticommute with each other we say that they are
compatible. If they, moreover, anticommute with the kinetic terms of the free Hamiltonian
in d spatial dimensions, they are said to be compatible masses. This is because if H0 is the
free Dirac hamiltonian, built out of gammamatrices γj (j = 1, · · · , d) and the two generators
of the compatible symmetries are members of the Cli�ord algebra βα ∈ Cl(d) for α = 1, 2

satisfying

{βα, γj} = {β1, β2} = 0 , (4.1)

then adding terms of the form ∆H = m1β1 +m2β2 to H0 opens a gap in the spectrum as

E(~p) = |~p| −→
√
~p2 +m2

1 +m2
2 . (4.2)

The generalization to two families of compatible masses, with N1 and N2 generators re-
spectively thus generate a O(N1)⊕O(N2) symmetry under which the mass operators βimi

transform as vectors. Depending on the kind of interactions, the order parameters involved
can take several forms.

For example, and as discussed at length in the previous chapter, a 2 component OP with
a global Z3 symmetry - i.e. a Kekulé texture - is one candidate for such a mass. Another
mass-like OP is the one induced when the lattice system possesses some on-site spin de-
pendent repulsive interactions. In that case an antiferromagnetic order can take place. If
this interaction acts identically on both chiral sectors, the orders are compatible. For spin-
less fermions on the honeycomb lattice one can moreover de�ne another mass compatible
with the Kekulé texture that takes the form of a staggered chemical potential [66].

To construct an e�ective theory of the onset of any of these kind of orders, one needs to take
into account the gaplessness of the fermions, since they cannot be described by mere LG
theory alone and, instead, the e�ective low energy theory takes the form of a Gross Neveu
Yukawa (GNY) model [59, 62]. Concretely, this means the critical properties of the system
are described by the microscopic euclidean lagrangean 1

L =

Nf∑

α=1

ψα

(
−i/∂ + g1

N1∑

a=1

γaφφa + g2

N2∑

b=1

γbχχb

)
ψα

1Note that, as in the previous chapter, we assume from the outset that the system has Lorentz invariance at the
critical point.
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Figure 4.2: Domain of consistency of the model of Eq. 4.3 as a function of
fermion �avour number Nf and OP components N := N1 + N2 is depicted
as the blue shaded region and the region of stability of the IFP (according to

the ε-expansion) as the red shaded region.

+
1

2

N1∑

a=1

φa
(
−∂2 +m2

1

)
φa +

1

2

N2∑

b=1

χb
(
−∂2 +m2

2

)
χb

+
u1

8

(
N1∑

a=1

φ2
a

)2

+
u2

8

(
N2∑

b=1

χ2
b

)2

+
u3

4

∑

a,b

φ2
aχ

2
b , (4.3)

where the real order parameters (OPs) φ = (φ1, ..., φN1
) and χ = (χ1, ..., χN2

) couple to
the Nf �avours of fermions via the Yukawa couplings g1/2 and the N1 + N2 matrices γaφ, γbχ
anticommute with each other as well as with the ones coming from the kinetic terms of the
fermions.

Letting N := N1 + N2 it becomes clear that the model of Eq. (4.3) requires d + N anticom-
muting matrices, where d is the spatial dimension. Since the dimension dγ of the irreducible
representations of Cl(m) - the Cli�ord algebra generated by m elements [98] - is

dγ = 2b
m
2 c , (4.4)

a minimal requirement for the model to be consistent is thus that the number of �avours
of 4-component fermions satis�es 4Nf ≥ dγ (see FIG. 4.2). For graphene (Nf = 2 and d = 2),
for example, this implies N ≤ 5.

The �rst-order ε-expansion analysis is su�cient to con�rm the existence of an RG �xed point
with an enlarged O(N) symmetry, from now on to be referred to as the isotropic �xed point
(IFP), which is stable for all consistent combinations ofNf andN . However, it is known from
studies of purely bosonic O(N1) ⊕ O(N2) theories [99, 100] that the perturbative analysis
not only grossly overestimates the stability of �xed points, but can “�nd” features of the
system which do not exist beyond the �rst order expansion. Additionally, in the bosonic
O(N1)⊕O(N2) theory it is known that the stability of all �xed points depends heavily on the
particular value of N and, for example, in d = 2 + 1 the IFP is unstable for N ≥ 3. Moreover,
because the nature of amulticritical point (e.g. bicritical vs tetracritical) is usually described
in terms of the sign of

δ̃ := u1u2 − u2
3 (4.5)
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Figure 4.3: Topological defect in a system of spin- 1
2
particles on a square lat-

tice. At a point where 4 domain walls corresponding to the di�erent ground
states meet, there is an unpaired spin 1

2
. The defect thus carries a spin quan-

tum number. Figure taken from [101].

at the �xed RG point, there are no general statements that can be said about the transition
between the ordered phases when, like in our case, the �xed point has δ̃ = 0.

What could be missing in this picture?

For order parameters transforming as vectors under O(N), one can in principle associate
certain "topological defects". These can be thought of as singular con�gurations of the OP
�elds that carry some nontrivial quantum numbers, and whose conserved current can be
encoded as the �ux of a gauge �eld. The most physically transparent example of this is that
of the Valence Bond State (VBS) of a system of spin- 1

2 particles on a square lattice [101].
In that case there are four degenerate ground states that correspond to the four di�erent
dimerization patterns and the system is said to be in a VBS if it is in any of these ground
states. A topological defect of the VBS is just a domain wall between two di�erent dimer
patterns as seen in FIG 4.3.

The e�ect of the vortices in the system can be understood easily: when they proliferate, the
VBS order is destroyed. An e�ective description of the transition between a VBS-ordered
and a vortex-condensed phase takes the form of a �eld theory of a 2-component spinon z
with a Z4 anisotropy and minimally coupled to a U(1) gauge �eld, i.e. a theory whose low
energy description is given by the lagrangean

L =
1

2

2∑

a=1

| (∂µ − ieaµ) za|2 +
r

2

(
2∑

a=1

z2
a

)
+
u1

8

(
2∑

a=1

z2
a

)2

+
u2

8

2∑

a=1

z4
a +

1

4
fµνf

µν , (4.6)

with fµν = ∂µaν − ∂νaµ, the �eld strength tensor. Because of the spinful nature of the
vortices, the destruction of VBS order comeswith the onset ofSU(2) = SO(3) spin symmetry
breaking. The �eld theory of Eq.(4.6) should thus describe a second order phase transition
(upon tuning r) between two ordered phases: one breaking O(2)-symmetry (the VBS state)
and one breakingO(3) symmetry (in this case, it can be identi�ed with an antiferromagnetic
Néel ordered state).
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Such a description in terms of the topological defects becomes relevant (in the standard,
non-RG sense of the word) if both ordered adjacent phases can be described in terms of the
proliferation of their corresponding topological defects. The take-homemessage is that the
inclusion of topological defects through a gauge �eld becomes pertinent, if not necessary, in
this case. This in turn, provides an answer to the question raised in the title of this section.
Indeed, Eq. (4.3) includes several cases where there is no description in terms of topological
defects, namely, whenever N1 = 1 or N2 = 1. In these cases, Eq. (4.3) can still describe the
vicinity of the transition between a phase with broken O(1) = Z2 and a phase with broken
O(N) symmetry, and the presence of topological defects of the O(N) order parameter (if
allowed) should play no signi�cant role in the nature of the transition. We adopt this point
of view also in the case where both OPs can have topological defects in the following, and
discuss brie�y the general case in Sec.4.3.

4.2 FRG analysis

For our renormalization group analysis we can immediately postulate the form of the LPA’
ansatz for Γk based on the original form of the microscopic action in Eq. (4.3), namely

Γk =

∫
dDx

{
ψν
(
−iZψ,k /∂ + ḡ1,kMφ + ḡ2,kMχ

)
ψν

− 1

2
Zφ,kφa∂

2φa −
1

2
Zχ,kχb∂

2χb + Vk(φa, χb)
}
. (4.7)

where we use the summation convention on repeated indices. In the following we denote
with a bar dimensionful quantities. The scale dependence of the Yukawa couplings ḡ1,k and
ḡ2,k as well as the wavefunction renormalizations ZΦ,k have been made explicit and the
mass terms in the previous equationMφ,Mχ are given by

Mφ = γaφφa, Mχ = γbχχb . (4.8)

Furthermore the bosonic potential Vk(φ, χ) is an analytic function of the O(N1) and O(N2)

invariant quantities

ρφ :=
φaφa

2
, ρχ :=

χbχb
2

, (4.9)

and it can be expanded around a (running) minimum, denoted by κφ/χ := ρφ/χ,min. The
nature of the minimum corresponds to three di�erent scenarios:

(i) Both OPs remain in their symmetric phases - κφ/χ = 0.

(ii) One of the OPs acquires an expectation value, while the other one remains in its sym-
metric phase.

(iii) Both OPs acquire an expectation value - κφ/χ 6= 0.

The beta functions for the dimensionless Yukawa couplings gi,k, de�ned as

g2
1 =

ḡ2
i

ZφZ2
ψk

4−D , g2
2 =

ḡ2
2

ZχZ2
ψk

4−D , (4.10)
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Figure 4.4: Stability exponent. The third exponent of the stability matrix at
the IFP (θ3), as a function ofN := N1 +N2 for �xedNf . determines if the MCP
is stable. The lines include only consistent values of Nf and N . All values

except for the gray line correspond to FRG results within LPA’12.

as well as for the anomalous dimensions ∂tZψ/φ/χ are obtained by taking the corresponding
derivatives of the Ansatz Eq. (4.7). The details of the regulators used as well as the choice of
projections can be found in the appendix A.

4.2.1 Fixed points and criticality from FRG

Denoting the set of �owing couplings by x and the coordinates of the �xed point by x∗, the
�xed point will be stable if θ3, the third largest eigenvalue of the stability matrix,

Mij := − ∂βi
∂xj

∣∣∣
x∗
, (4.11)

is negative. We �nd that all values of Nf , N which are consistent are also such that the IFP
is stable. Unlike in the perturbative result, where θ3 = −1 for all combinations of Nf , N , we
see that for �xed Nf , the IFP becomes more stable with increasing N . This is depicted in
FIG. 4.4.

4.2.2 Constructing the phase diagram

The IFP can be found from a truncation in which both OPs have vanishing expectations
values, that is, when we use the expansion

u(ρφ, ρχ) = m2
1ρφ +m2

2ρχ +

M/2∑

m+n=2

λmn
m!n!

ρmφ ρ
n
χ . (4.12)

for the dimensionless bosonic potential. Note that in this notation the quartic couplings
correspond to λ2,0, λ0,2 and λ1,1. A �rst guess about the phase structure of the system can
be obtained from the RG �ow diagram in the relevant sector, corresponding to the bosonic
masses (m2

1,m
2
2), by setting all other couplings to ther �xed point values. This is depicted in

FIG. 4.5 for Nf = 2 and N = 2, 3, 4, 5 within LPA’4, but the situation is qualitatively the same
for di�erent consistent values of Nf .

Taking into account that negative values of m2
i correspond to a phase where the symmetry

O(Ni) is broken, one can infer that at the IFP with coordinates (m2
c ,m

2
c), the phases where
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Figure 4.5: Flow diagram in the (RG-) relevant submanifold spanned by
(m2

1,m
2
2) for Nf = 2 when all other couplings are set to their IFP values. The

red dot corresponds to the IFP, and the black stream line to a �ow within the
enlarged-symmetry subspace. Stream lines that cross the vertical (horizon-
tal) red line correspond to �ows where the O(N1) (O(N2)) symmetry breaks.
Note that most �ows crossing one of the red lines are ultimately directed

away from the red line perpendicular to it.

only one of the symmetries is broken meet with the semimetallic one, and that the phases
with one of the symmetries broken are generically characterised by the other symmetry
being always present i.e. �ows where m2

1 < 0 stay in the m2
2 > 0 region and viceversa. This

is portrayed as the blue and green stream lines in FIG. 4.5. However the diagram seems to
suggest that for all combinations ofN1/2 there are �ows that remain in the regionm2

1,m
2
2 < 0

so that a coexistence of phases seems possible in a fan around the line where m2
1 = m2

2 -
i.e. the line with exact O(N) symmetry - and whose thickness depends on the particular
combinations ofNi. This is displayed as the dark gray line in the bottom left panel of FIG. 4.5.

This preliminary analysis is incomplete for several reasons. First and foremost is the fact that
the �ows form2

i,k < 0 need to take into account that the minimum of the bosonic potential
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lies away from the origin in �eld space, a fact which is neglected in Eq. (4.12). Additionally,
these streams can be misleading in the sense that there appears to be a saddle point for
m2

1 = m2
2 < 0 which upon closer examination is, in fact, not a �xed point of the whole set of

�ow equations.

Additionally, whenever there are two relevant directions (like at the IFP), the presence of κi
can lead, e.g. to the full O(Ni) symmetry getting restored, i.e. the blue, green and gray �ow
lines in FIG. 4.5 can return to the m2

i > 0 region along the k → 0 �ow. In fact, examples of
�ows where a nonzero minimum of the potential develops only at intermediate scales are
known from renormalization group studies of ultra cold atoms and QC2D [102, 103]. Conse-
quently, to determine what phases are allowed in the system, one needs to follow how the
expectation values of the OPs �ow towards the infrarred, i.e., to compute

lim
k→0

κφ,k , and lim
k→0

κχ,k . (4.13)

We do this by solving the initial value problem for the whole set of beta functions where
the initial conditions are drawn from paths in the plane of (RG-) relevant couplings in the
vicinity of the IFP and computing the quantities of Eq. (4.13) from the solutions obtained. The
(dimensionful) expectation values of the OPs in units of the scale Λ along a curve enclosing
the IFP take the form depicted in FIG. 4.6.
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Figure 4.6: Dimensionful expectation values of the order parameters along
a circular path on the relevant plane centered at the IFP and parameterised
by the angle s ∈ {0, 2π} (in units of the maximum value obtained along the
trajectory). The path has a radius of r = m2

c/300. the gray vertical line corre-
sponds to the point where the trajectory crosses the direction along the line
m2

1 = m2
2. For these parameters there seems to be some regions of coexis-

tence within the blue shaded area, with widths of at least 9π/80 (top) and
3π/20 (bottom). The lack of points in the region closest to the line of ex-
act O(N) symmetry is caused by numerical instability of the integrated �ow,
which serves as an indirect evidence of the preservation of O(N) symmetry

in the coexistence regions - see main text for details.

From this we can already con�rm our earlier suspicion and infer that a system described by
the low energy e�ective theory of Eq. (4.7) indeed realizes all three possibilities mentioned
at the beginning of Sec. 4.2, which means that there is a semimetallic phase, two ordered
phases with broken O(Ni) symmetry and at least one region of coexistence of both orders.
The one di�erent case is when both OPs are of Ising type (N1 = N2 = 1). Then, there is
no coexistence region at all, and the transition between both phases appears to be of �rst
order, we discuss this particular case in Sec. 4.2.3
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From the global plots in FIG. 4.6 it is not evident that there is some extra structure within the
coexistence region for N1 = 3, N2 = 1. To see exactly what happens in this region, we can
zoom in on the same trajectory, and �nd the behaviour observed in FIG. 4.7, where it can be
seen that there is a thin strip within the in which one of the symmetries gets restored, and
that this symmetry gets broken again on approaching the line of O(N) symmetry, which is
inside the region where the integrated equations remain unstable - depicted as the white
region in that �gure.
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Figure 4.7: Expectation values of the order parameters in units of the UV
cuto� Λ along the same circular path described in FIG.4.6. φc = 5π/4 ≈ 3.927
marks the line emerging from the IFP where m̃2

1 = m̃2
2. Color code is identical

to FIG. 4.11.

A direct and continuous transition between the ordered phases thus seems possible, but
not generically. By this we mean that such a transition is possible only within a �nely tuned
trajectory that passes exactly through the IFP. From FIG. 4.7, it appears that all transitions
involved are continuous, so that the multicritical point in question is closer to a tetracritical
point than to a bicritical one [99]. There is also a hidden hint in FIG. 4.6 about the existence
of an enlarged O(N) symmetry away from the IFP and in the coexistence region.

The lack of data points in this region is caused by a numerical instability of the integrated
beta functions, which we interpret as a consequence of the fact that the expectation values
of the OPs �ow according to (see the exact expression in the Appendix A)

∂tκi ∝
1

δk
, (4.14)

where

δk := λ2,0λ0,2 − λ2
1,1 (4.15)

is the scale dependent version of the quantity de�ned in Eq. (4.5). In the region closest to
the line of exact O(N) symmetry, where all couplings are identical, we have limk→0 δk ≈ 0,
which causes said numerical instability. We now describe in more detail each of the phases.
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DSM1+2 phase

The phase where limk→0 κφ,k = limk→0 κχ,k = 0, i.e. where both symmetries are left unbro-
ken, is connected to the Dirac semimetallic one and, as expected [26], is triviallyO(N1+N2)-
symmetric. We denote it as DSM1+2. Moreover, this phase is characterised in LPA’∞ by
nonvanishing universal �xed point values for all running couplings [55]. This means, in par-
ticular, that the Yukawa and quartic couplings satisfy g2

1 = g2
2 =: g2/vD and λ2,0 = λ1,1 =

λ0,2 =: λ/vD, and they �ow to the universal values

g2
DSM,∗ =

D(4−D)(D − 2)

8(3D − 4)Nf
, (4.16)

λDSM,∗ =
2D(4−D)(D − 2)2

(3D − 4)2Nf
, (4.17)

as can be seen in FIG. 4.8.

(a) (b)

Figure 4.8: Flow of dimensionless couplings (a) Yukawa couplings and (b)
quartic couplings, for initial conditions such that the system remains in the
disordered phase. The initial conditions for both sets of couplings here de-
picted are identical and coincide with the values at the �xed point. Note that,
unlike in a purely bosonic theory [99], the system leaves the higher symmetry
subspace at intermediate scales 0 < k < Λ and returns to it at the end of the

�ow.

We note here that this just implies that the dimensionful quantities �ow according to their
canonical scaling, and the physically relevant quantity controlling the strength of interac-
tions �ows to zero in the infrarred [104],

ḡ2
i

m̄2
i

→ 0 . (4.18)

NGi⊕DSMj phases

For a range of initial conditions, only one of the OPs acquires a �nite expectation value. In
the following discussion we �x the OP with the broken symmetry to be that corresponding
to N1, i.e. φ, so that our statement can be rephrased as

lim
k→0

κ̄φ,k 6= 0 , and lim
k→0

κ̄χ,k = 0 .
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This OP can thus be described as �owing to a Nambu-Goldstone infrared �xed point (of that
symmetry) where the dimensionless expectation value satis�es

lim
k→0

κφ,k =∞ , (4.19)

while the other OP approximately decouples and �ows to a semimetallic-like �xed point (of
the other symmetry), i.e, one where Eq. (4.18) holds. We denote such a phase as NGi⊕DSMj .

Order-to-order transitions with O(N) symmetry

The most interesting part of the phase diagram is, arguably, where the two phases meet. As
mentioned in the previous section , crossing from an O(N1)-broken phase into an O(N2)-
broken phase takes place as a continuous two-step process in which both symmetries are
broken after the �rst step. This is clearly in FIG. 4.7 is the de�nition of a coexistence region.
One consequence of this is that the one particle gap at the Dirac points does not close
during the whole process, unless one �ne tunes the system to go exactly through the IFP.
Denoting the single particle gap by

∆sp := 2g2
1κφ + 2g2

2κχ , (4.20)

the previous statement can be seen in FIG. 4.9.
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Figure 4.9: Single particle gap at the Dirac point along the same kind of circu-
lar path described in 4.6, and normalized to the maximum attained along this
trajectory, ∆̄sp,max. As before, the vertical line corresponds to the direction

of exact O(N) symmetry.

Unsurprisingly thus, the two symmetries do not decouple inside the coexistence regions.
Keeping up with the previous conventions this means that the fan is not a NG1⊕NG2 phase,
i.e. the infrarred behaviour of the couplings di�ers from that of two decoupled bosonic
theories in their respective symmetry-broken regimes. Instead, the phase is closer to what
we could denote a NG1+2-phase, i.e., to a phase where all bosonic couplings �ow together
to an infrarred �xed point of broken O(N) symmetry. The approximate conservation of the
enlarged symmetry was already adressed in the discussion of FIG. 4.6 and we now provide
a more direct evidence.

To this end we consider di�erent initial conditions corresponding to points within the co-
existence regions in FIG. 4.6, and to the left and right of the line of exact O(N) symmetry.
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We choose initial conditions such that

0 6= lim
k→0

κφ,k 6= lim
k→0

κχ,k 6= 0 . (4.21)

Exact O(N) symmetry would imply

f(φa, χb) := lim
k→0

Vk(φ, χ) = f(φ2
a + χ2

b) , (4.22)

lim
k→0

δk = 0 , (4.23)

where Vk is the running bosonic potential and δk is de�ned in Eq. (4.15). This, in turn, implies
that lines of constant f , i.e. contour lines, are circles as a function of φa, χb. FIG. 4.10 shows
the contour lines for the two points mentioned, where it is clear that to a very good approx-
imation these contours are indeed circular close to the center (φa = χb = 0) although they
are both characterised by limk→0 δk 6= 0.

(a) (b)

(c) (d)

Figure 4.10: Contour plots of the bosonic potential close to the line of exact
O(N) for di�erent points on the path described in 4.6 in arbitrary units. For
N1 = 3, N2 = 1 (�gures (a) and (b)), the initial conditions correspond to
|s− 5π/4| = (a) 11π/800 (b) 7π/400 , while forN1 = 3,N2 = 2 (�gures (c) and

(d)) they correspond to |s− 5π/4| =(c) π
80
and (d) π

40
.
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Phase diagram

A summary of the considerations exposed in the previous sections is given by the phase
diagram in FIG. 4.11. As a �nal remark, we note that the continuous transitions that make
up the border of the coexistence region - i.e. away from the IFP - have critical behaviour in
the universality class corresponding to the OP that develops a nonzero expectation value.
By this we mean that for the �rst transition observed when crossing from a O(N1)− to a
O(N2)−broken phase, the critical exponents should be that of the chiral O(N2) universality
class, while the second transition belongs to the chiral O(N1) universality class. This is in
contrast to the expected chiralO(N1+N2) criticality that would be observed crossing exactly
through the IFP.
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Figure 4.11: Phase diagram close to the IFP for N1 = 3, N2 = 1, Nf = 2.
The tuning parameters required to reach the IFP are m̃2

i and the phases with
broken O(Ni) and unbroken O(Nj) symmetry are denoted NGi⊕DSMj . The
evolution of the expectation values is along the red path marked in the �gure
and described in FIG. 4.6. For the case withN1 = 3, N2 = 2, Nf = 2, the phase
diagram looks very similar, but the very narrow region of DSM1⊕NG2 within

the coexistence region is missing.

4.2.3 The case N1 = N2 = 1

The casewhere bothOPs are of Ising type is di�erent from the ones discussed thus far. As can
be seen in FIG. 4.12, there are no regions where both OPs have nonzero expectation value,
which means there is no coexistence of phases in this case. This is further con�rmation
that, unlike what the top left panel in FIG. 4.5 suggests, the �ow of the couplings in the
symmetry-broken regime can di�er dramatically from the phase diagram expected from an
analysis based solely on the symmetric expansion.

From FIG. 4.12 it moreover appears that the transition is of �rst order, since the values of
the expectations values of both OPs seem to jump abruptly to zero along the line of O(2)

symmetry. The phase diagram for this case thus looks like that of a bicritical MCP, i.e. the
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Figure 4.12: Dimensionful expectation values of the order parameters along
the whole path described in FIG. 4.6 for N1 = N2 = 1. The closeup (inset)
suggests no evidence of a coexistence region or numerical instability of the

integrated �ow.

left panel of FIG. 1.2. The one particle gap also remains open in this case, as can be seen in
FIG. 4.13.

4.3 Conclusion

We investigated a system of massless D = 2 + 1 dimensional Dirac fermions interacting
with two families of compatible order parameters with O(N1) and O(N2) symmetry and
found that, contrary to earlier �eld theoretical [27] and numerical expectations [19], this
system does not seem exhibit a line of direct continuous order-to-order transitions. For the
particular case N1 = N2 = 1, it does seem to support a line of discontinuous transitions.
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Figure 4.13: Single particle gap at the Dirac point along the same kind of cir-
cular path described in 4.6, and normalized to the maximum attained along
this trajectory, ∆̄sp,max. The gap diminishes at the line of exact O(2) symme-

try but remains nonzero across the (discontinuous) transition.
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The previously established emergent O(N1 + N2) symmetry [26] is exact only at the multi-
critical point, but the enlarged symmetry survives to a good approximation within a �nite
portion of the phase diagram of the system as long as both OPs are not of Ising type. These
results, in particular the phase diagram, depend solely on the properties of the e�ective
action when k → 0, and are thus robust to all orders of the local potential approximation
[55]. Our results explain the two seemingly incompatible �ndings of recent Quantum Monte
Carlo simulations [19], namely the continuity of the transition and the nonvanishing of the
single particle gap at the Dirac points away from the multicritical point. Indeed, note that a
direct order-to-order transition in a system where the order parameters are masses and no
other mechanism is at play, can only be made continuous by closing the gap. Conversely,
a direct transition where the gap does not close cannot be continuous. We observed this
latter scenario for the case where both of the involved symmetries are Z2. Then, the transi-
tion is discontinuous while the gap remains open, and the fact that no topological defects
can be de�ned in this case suggests that there is no other mechanism that can change the
nature of the transition.

As we found, the key ingredient to bridge these two situations is the fact that the transition
is not direct but takes place as a sequence of two transitions. The width of the coexistence
region could, in principle, be made to vanish by the inclusion of topological defects of the
involved order parameters [101], as long as they are irrelevant at the �xed point. Note,
however, that our �ndings are qualitatively the same for all values of consistent Nf and N
and in particular for all systems where one of the order parameters does not support such
a topological defect, e.g., where N1 6= 1 = N2. It would be an interesting problem to see,
for example with the help of dualities [95], what happens to the topological defects of the
O(N1) order parameter in this case.
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Chapter 5

Conformal symmetry of QED3 at
NF = 1 and its dual description

The previous two chapters dealt with quantum phase transitions described by massless
Dirac fermions that can acquire a mass by the �uctuations induced from interactions. In
contrast, this chapter deals with Dirac fermions that do not get gapped by interactions. Our
system of interest is QED3, i.e. Dirac fermions interacting with a U(1) gauge �eld. Di�erent
incarnations of this quantum �eld theory have been proposed as an e�ective description
of several physical situations of relevance in condensed matter systems. These include
algebraic spin liquids [31], high temperature superconductors [32] and, more recently, as a
theory for the surface states of interacting topological insulators [29, 30] and of the half-
�lled Landau level [33]. The latter two proposals are peculiar in that they involve a single
two-component Dirac fermion (NF = 1) coupled to an emergent U(1) gauge �eld, and it is
this particular version of the theory that has been proposed to be a fermionic analogue of
particle-vortex duality in two spatial dimensions [34, 35].

Because the physics of the problems dealt with in the previous chapters led naturally to this
choice, we kept the convention of high-energy physics, where Dirac fermions are collected
in a 4D-representation of the fermion spinor algebra. We will keep the notation used so
far (namely, Nf ) to refer to the 4D representation, and use in this chapter NF to refer to
the 2D representation. The case of interest in this chapter can therefore be referred to as
“Nf = 1/2”. It has only recently received attention due to its association to topological
condensed matter systems.

QED3 atNF = 1 poses two interesting questions. The �rst is related to the fact that according
to many studies (e.g. [28, 105]), chiral symmetry is expected to be spontaneously broken
below a certain fermion number. That is, for Nf < Nχ

f,cr ∼ 4, the fermions are expected to
acquire a mass dynamically in the ψ̄ψ channel (cf. FIG. 1.3). Since theNf = 1/2 case does not
have the full chiral symmetry to begin with, as it may be viewed to operate within one chiral
sector, this expectation may not hold. One can thus ask, what symmetries can be broken
in this case? The second is related to the aforementioned proposals, where the strongly
interacting �eld theory at hand appears to be dual to a free Dirac fermion. The question
that can naturally arise is: assuming such a duality, what can we learn about QED3? That
is, can we obtain nontrivial results for observables of a strongly interacting theory (QED3)
based on exact knowledge of the properties of a noninteracting one?
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Using the functional renormalization group, we explore the �rst of these two questions. We
�nd that the interplay of gauge �uctuations with generated interactions in the four-fermi
sector stabilizes an interacting conformal �eld theory (CFT) with �nite four-fermi coupling
in the infrared. The number of symmetries that can be broken is now reduced and there
remains essentially only one independent four-fermi coupling (λ) of the associated Fierz
algebra, as explained in detail in Sec. 5.2). With this, we �nd that gauge �uctuations never
destabilize the four-fermi sector toward symmetry-breaking su�ciently strongly; instead,
the �ow is always attracted toward an infrared stable �xed-point for the four-fermi coupling,
which preserves the scaling/conformal symmetry of the gauge sector. Surprisingly, this is
due to the absence of a λ2 term in the β-function for the four-fermi coupling: the �avor
trace carries a∼ (NF−1)λ2. This is what stabilizes the CFT atNF = 1. Related cancellations
of β-functions in the single-�avor case also appear in the Gross-Neveu model; in particular
these also hold at higher loop orders [106–108]. To answer the second question we explore
some of the consequences of the proposed particle-vortex duality between a free Dirac cone
and QED3. We do this by studying the constraints imposed by the duality on the strongly
interacting theory and compute the universal constants of the topological current correlator
of the latter.

This chapter is organized as follows: in Sec. 5.1, we recapitulate how related runaway �ows
of di�erent physical origin have been detected in Ref. [28]. Then, the Fierz-complete action
of Nf 4-component Dirac fermions from which we project out the β-functions for a single
two-component fermion,NF = 1 is presented in Sec. 5.2. Details of a direct derivation of the
β-function for the four-fermi coupling λ are relegated to appendix B. In Sec. 5.3, we explore
consequences of a fermionic particle-vortex duality. We determine exactly the universal
constant of the topological current correlator of QED3, an interacting theory, by relating
it to the electromagnetic response of a free Dirac cone. Finally, in Subsec. 5.3.2 we point
out the need to include the generated four-fermi coupling (and possibly other ingredients)
in order to establish exponent identities for operator dimensions in compliance with the
duality.

Disclaimer The contents of this chapter have been published in [109]. All �gures coincide
with the published manuscript, and several parts of the texts are reproduced almost iden-
tically and with only minor changes. Several portions of the text have been rewritten for
clarity and a recap subsection 5.3.1 has been included to provide context. Some references
have been updated to include recent results.

5.1 Conformal scaling and its breakdown for QED3 at low Nf

In Ref. [28], β-functions for QED3 with four-fermion couplings were calculated using a 4D-
reducible representation of the fermionic spinor �elds. The main scope of that work was
an investigation of the symmetry breaking patterns of QED3, including chiral channels, by
detection of runaway �ows for fermionic couplings caused by �xed point annihilation. To
set the stage for QED3 with a 2D-irreducible representation of the fermionic spinor �elds,
we now recapitulate the key elements of this analysis.
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5.1.1 Fierz-complete action

Based on the bare action of a Maxwell term for the photons coupled to a set of Nf �avors
of 4-component Dirac fermions (�avor index implicit)

S =

∫
d3
x

{
ψ̄
(
i/∂ + ē/a

)
ψ +

1

4
FµνF

µν

}
, (5.1)

the following Fierz-complete LPA ansatz for the euclidean, scale (k-) dependent e�ective ac-
tion is su�cient to study symmetry-breaking into the complete set of all possible fermionic
channels

Γk[ψ̄, ψ, a] =

∫
d3
x

{
ψ̄
(
iZψ /∂ + ē/a

)
ψ +

Za
4
FµνFµν +

Za
2ξ

(∂µaµ)2

+
˜̄g

2Nf
(ψ̄γ45ψ)2 +

ḡ

2Nf
(ψ̄γµψ)2

}
. (5.2)

Here we used the Feynman "slash-convention", where γµxµ = /x. For later convenience, we
introduce an explicit representation of the gamma matrices, namely, for µ = 1, 2, 3,

γµ = σ2 ⊗ σµ , (5.3a)
γ4 = σ1 ⊗ 1 , (5.3b)
γ5 = γ1γ2γ3γ4 = σ3 ⊗ 1 , (5.3c)
γ45 = iγ4γ5 = σ2 ⊗ 1 . (5.3d)

In the ansatz Eq. (5.2), the last two terms ˜̄g, ḡ are two four-fermi couplings from which all
possible interaction channels, which can lead to condensation of fermion bilinears, can be
constructed. ξ is a gauge �xing parameter which will be set to ξ = 0 in the following (Landau
gauge). In total, Eq. (5.2) has 5 running couplings (Zψ , Za, ē, ˜̄g and ḡ), which depend on the
cuto� scale k. We will be interested in their �ow as k → 0.

5.1.2 β-functions

The quantities discussed so far are dimensionful quantities (denoted with a bar). Since
we are not only interested in their evolution in the infrared, but also in the �xed point
properties, we de�ne the associated dimensionless quantities (without the bar) as

e2 =
ē2

ZaZ2
ψk

, (5.4a)

g =
kḡ

Z2
ψ

, (5.4b)

g̃ =
k˜̄g

Z2
ψ

. (5.4c)

In the simplest, point-like truncation for the couplings, projected onto the most singular
point in frequency- andmomentum space (the origin at q = 0), the leading order β-functions
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for the gauge coupling e2 and the two four-fermi couplings g̃, g of Eq. (5.2) are:

∂te
2 =(ηa − 1)e2 , (5.5a)

∂tg =g(1 + 2ηψ) + l1ψ

(
1

Nf
g̃g +

2Nf + 1

3Nf
g2

)
−
l1,1a,ψ
3

(
4g̃e2 − 2ge2

)
, (5.5b)

∂tg̃ =g̃(1 + 2ηψ)− l1ψ
(

2Nf − 1

Nf
g̃2 − 3

Nf
g̃g − 2

Nf
g2

)

− l1,1a,ψ
(
2g̃e2 + 4ge2

)
+ l2,1a,ψ2Nfe

4 . (5.5c)

Here, as per our convention, we have abbreviated the scale-derivative ∂t = k ∂k. The set of
β-functions Eq. (5.5) is closed by two anomalous dimensions making it 5 equations and 5
couplings to solve. The anomalous dimension of fermions ηψ is given by

ηψ =
2e2

3

[
m2,1
a,ψ − m̃

1,1
a,ψ

]
, (5.6)

where the threshold functions take the form

m̃1,1
a,ψ =

3

2
− 1

6
ηψ −

1

4
ηa

m2,1
a,ψ = 1− 1

4
ηa . (5.7a)

The photon anomalous dimension ηa is physically caused by decay and recombination into
fermion-antifermion pairs. In general, the gauge sector of QED3 requires a delicate treat-
ment due to its complicated momentum structure in the infrared regime, as detailed in
[28]. For our purposes, it will be enough to make use of the analysis developed there, that
delivers the following form for ηa:

ηa =Nfe
2L(F )

1 (ηψ) . (5.8)

The threshold function appearing in Eq. (5.8) is listed in the appendix A.3 and those in
Eq. (5.5) are (for the linear Litim regulator)

l1ψ =
2

3
− 1

6
ηψ (5.9)

l1,1a,ψ =
4

3
− 1

6
ηψ −

2

15
ηa (5.10)

l2,1a,ψ = 2− 1

6
ηψ −

4

15
ηa (5.11)

and are positive in the regimes of interest, that is, the “RG-corrections” by the anomalous
dimensions are subdominant when compared to the leading term.

The 5 β-functions Eq. (5.5) and Eqs. (5.6,5.8) have nontrivial (i.e where not all couplings are
zero) scale-invariant, real-valued solutions for large enough Nf > Nf,c; these signify a con-
formal phase. We now �rst describe the nature of these conformal �xed-points and subse-
quently explain how the scaling breaks down at Nf = Nf,c.
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Figure 5.1: Fermion anomalous dimension and value of the gauge coupling in
the conformal phase as a function of the �avor number Nf . The dashed line
indicates the regime below Nf,c, where the conformal �xed point becomes

unstable and likely spontaneous symmetry breaking sets in.

5.1.3 Interacting conformal �xed point for Nf > Nf,c

Due to charge conservation, the photon anomalous dimension is exactly equal to one for
any value of Nf > Nf,c:

η∗a = 1 , (5.12)

that is, along the line of interacting conformal �xed points corresponding to the conformal
phase. This follows from Eq. (5.5a). Since η∗a depends on e2

∗ itself, this �xes the numerical
value of the gauge coupling, given in FIG. 5.1, as a function of Nf . The values of η∗ψ depend
on the number of fermion �avors. This follows from a solution of the coupled equations for
the anomalous dimensions Eqs. (5.6),(5.8). Its values are given in FIG. 5.1 for the linear regu-
lator.Alternative techniques to access the conformal phase and its exponents and operator
dimensions are the 1/Nf expansion, which o�ers perturbative control for su�ciently large
Nf (e.g.: [31, 110–116]), and the ε-expansion around d = 4 in the limit ε→ 1 (e.g.: [116–118]).

It is a feature of the β-functions that the �ow of the gauge coupling Eq. (5.5a) and conse-
quently the universal �xed-point values e2

∗(Nf) shown in FIG. 5.1 do not depend on g̃ or g. At
the level of the perturbative Ward identity, this is diagrammatically due to Furry’s theorem,
i.e., the vanishing of graphs with an odd number of external gauge �eld insertions. This
decoupling of the gauge �ow from the fermion sector permits a simpli�ed analysis of sym-
metry breaking patterns. e2 may be viewed as an external parameter for the fermionic �ow
Eqs. (5.5c) and (5.5b). Here we have taken the fermionic couplings to be not fundamental in
the UV, g̃k=Λ = gk=Λ = 0. They �rst need to be generated by gauge �eld �uctuations. We
now recapitulate how to detect symmetry breaking from the �ows of Eqs. (5.5,5.6,5.8).

5.1.4 Breakdown criterion of conformal scaling at Nf,c

For su�ciently large Nf > Nf,c, the initial values, gk=Λ = g̃k=Λ = 0 lie in the basin of at-
traction of a conformal �xed point. Note that in general there are four �xed point solutions,
only one of which is infrared attractive. This is the conformal �xed-point at �nite e2

k→0 = e2
∗.

This point will be labeled as O.
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Figure 5.2: Fixed point values of the fermionic couplings g̃ and g at the scale-
invariant/conformal �xed point O for a range of Nf > Nf,c. The gauge
coupling is set to the respective �xed point value e2

∗(Nf). Finite imaginary
parts indicate spontaneous symmetry-breaking. Here this happens below

Nf,c = 4.7.

For Nf ≤ Nf,c, however, the four-fermi couplings at O start developing imaginary parts,
which is indicative of spontaneous symmetry breaking and the phase boundary between
the conformal phase and a phase with spontaneously broken symmetry.

In FIG. 5.2, we plot the �xed-point values of g and g̃ in the complex plane for varying Nf .
We observe that at Nf ≤ Nf,c h 4.7 the couplings develop imaginary parts. This estimate
is coincidentally close to a recent computation from the F-theorem and a resummed ε-
expansion Nf,c ≈ 4.4 [117] as well as to another recent estimate from the ε-expansion at
Nf,c ≈ 4.5 [118].

An explicit solution of the 5 coupled �ow equations as a function of k con�rms this picture:
for Nf ≤ 4.7, the four-fermi couplings diverge at some �nite scale ksb. These runaway �ows
indicate that �uctuations in one, or several, fermion bilinear channels become so strong
that one, or a combination, of bilinears are likely to condense and spontaneously break the
conformal symmetry.

5.2 QED3 with NF = 1

We now adapt the analysis of the previous section to the novel case of NF = 1 and delay
the discussion of the physical realizations of this system to the next subsection. The 2D
irreducible representation of the Cli�ord algebra can be obtained by a procedure described
in Ref. [28] and that we now reproduce for completeness.

De�ning the projectors

PL,R :=
1

2
(14 ± γ45) , (5.13)

one can de�ne 2D-spinors by the prescriptions (with a = 1, ..., Nf a �avor index),

PLψ
a =:

1√
2
χa ⊗

(
1

i

)
, ψ̄aPL =:

1√
2
χ̄a ⊗

(
1 −i

)
, (5.14)
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(a): Nf = 6 > Nf,c (b): Nf = 4 < Nf,c
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Figure 5.3: Explicit solutions of the �ow equations in the conformal phase
(a) and in the phase with putatively broken symmetry (b). In the second case,

the fermionic �ow diverges at tsb = −12.9.

PRψ
a =:

1√
2
χa+Nf ⊗

(
1

−i

)
, ψ̄aPR =: − 1√

2
χa+Nf ⊗

(
1 i

)
. (5.15)

The four fermi interactions then become

(
ψ̄aγ45ψ

a
)2
a=1...Nf

→
(
χ̄iχi

)2
i=1...NF

, (5.16a)
(
ψ̄aγµψ

a
)2
a=1...Nf

→
(
χ̄iσµχ

i
)2
i=1...NF

, (5.16b)

which implies, for NF = 1,

−3(χ̄χ)2 = (χ̄σµχ)2 , (5.17)

which in turn means there is only one independent fermionic interaction term left. The LPA
ansatz for the e�ective action Eq. (5.2) then reduces to

Γk[ψ̄, ψ, a] =

∫
d3
x

{
χ̄
(
iZψ /∂ + ē/a

)
χ+

Za
4
FµνFµν +

Za
2ξ

(∂µaµ)2 + λ̄(χ̄χ)2

}
(5.18)

with λ̄ = ˜̄gk−3ḡk. Making use of the �ow Eqs. (5.5), the β-function for λ̄ can be obtained from
∂tλ̄ = ∂t ˜̄gk − 3∂tḡk. Consequently, the �ow equation for the dimensionless renormalized
coupling λ = λ̄kZ−2

ψ is given by

∂tλ = λ(1 + 2ηψ) + 2l1,1a,ψλe
2 + l2,1a,ψe

4. (5.19)

The key feature of this equation is the absence of a λ2 term. This is due to cancellations
in the β-function special to the NF = 1 case as we explain in Appendix B.2. This structural
specialty is already visible upon setting Nf = 1/2 in Eq. (5.5c); then the g̃2 in that equation
disappears and the �xed-point structure qualitatively changes. Further implementing the
symmetry Eq. (5.17), then yields Eq. (5.19) for a single four-fermi coupling. Of course, this
β-function Eq. (5.19) may also be derived directly from applying the Polchinski-Wetterich
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Λ show-
ing convergence of both, the gauge coupling e2 and the four-fermi coupling

λ, toward �xed-point plateaus in the infrared as k → 0.

equation [46, 119] to the ansatz Eq. (5.18). This is performed explicitly in Appendix B.

5.2.1 Interacting conformal �xed point

We can now perform the symmetry-breaking analysis along the lines explained above but
with the reduced number of equations, by feeding the gauge sector and anomalous dimen-
sions into Eq. (5.19). Given the IR �xed point of the gauge sector (e2 = e2

∗ = 1.59, η∗a = 1,
η∗ψ = −0.64) as an input, and because ∂tλ is linear in λ, there can be only one �xed point
solution to Eq. (5.19):

λ∗ = −
l2,1A,ψe

4
∗

1 + 2ηψ + 2l1,1A,ψe
2∗

= −1.20,
∂(∂tλ)

∂λ

∣∣∣∣∣
(λ∗)

= 1 + 2ηψ + l1,1A,ψe
2
∗ = 3.87 (5.20)

The numerical values are provided for the linear regulator and in Landau gauge as before.
Given the positive slope of ∂tλ, the �xed point λ∗ is found to be infrared attractive. There-
fore, no runaway �ow occurs for arbitrary initial values e2

k=Λ and the �xed-point structure
and explicit �ows (see FIG. 5.4) preserve scaling/conformal invariance as k → 0.

5.2.2 Discussion

In principle, by virtue of Eqs. (5.16b,5.17) a runaway �ow in the four-fermi sector with gauge-
invariant regularization can lead to quadratic mass terms ∼ mχ̄χ and spontaneous back-
ground currents∼ 〈jµ〉χ̄σµχ thereby breaking time-reversal and space-re�ection symmetry.
In fact, this parity anomaly appears generically if the entire set of large gauge transforma-
tions is allowed, such that Chern-Simons terms of all levels are induced [120–123].
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This seems to not be the case in the physical systems where Eq. (5.1) is supposed to be
a good e�ective description. Indeed, as a theory for the surface states of topological in-
sulators, QED3 with NF = 1 is a good description provided that 4π units of �ux of aµ are
identi�ed with the creation operator of one electron (this will be discussed in some more
detail below). As such, a single Chern-Simons term (corresponding to a 2π-�ux of aµ) breaks
charge conservation and is therefore not allowed in the e�ective theory [29].

5.3 Fermionic particle-vortex duality: an application

In this section we �rst discuss the general idea of a �eld theory duality and the particular
form that we will be interested in latter parts of the chapter. The discussion in section 5.3.1
is based primarily on [124, 125]. The recap on bosonic particle-vortex duality consists of
widely known facts and can, accordingly, be found in standard textbooks, e.g. [37, 126]. The
version of fermionic duality that we describe here is adapted from [34, 35].

5.3.1 The general idea and the bosonic version

Two physical systems are said to be dual to each other if they are equivalent. In the simplest
form, this just means that one system is a "rewriting" of the other. To illustrate this point,
consider systems described by hamiltoniansH,H ′ depending on some degrees of freedom
(DOF) φ, φ′, and coupling constants g, g′, respectively. If it is possible to �nd a transformation
of the DOFs, φ = T (φ′), as well as of the couplings, g = T̃ (g′), such that

H(φ(φ′); g(g′)) = H ′(φ′; g′) , (5.21)

then the systems are clearly equivalent to each other, and there is a direct way to obtain all
information of one of the systems from knowledge of the corresponding information of the
other. Exactly this kind of dualities were the �rst ones to be discovered in the context of
statistical physics, where, e.g. a rewriting of variables of the Ising model on a square lattice
leads to a self duality relating strong to weak couplings [43].

This seemingly trivial kind of duality can be seen to be at the heart of the celebrated
bosonization procedure in 1+1 dimensional �eld theories [127, 128]. Concretely, the fact that
the �eld theories Sf and Sb given by

Sf =

∫
d2 x

(
iψ̄γµ∂µψ −mψ̄ψ −

g

2
ψ̄γµψψ̄γµψ

)
, (5.22a)

Sf =

∫
d2 x

(
−1

2
∂µφ∂µφ+m cos(βφ)

)
, (5.22b)

produce the same amplitudes (i.e. all n-point correlators) upon the identi�cations

β2

4π
=

π

π + g
, (5.23a)

ψ̄γµψ ←→ β

2π
εµν∂νφ , (5.23b)

ψ̄ψ ←→ cos(βφ) , (5.23c)
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can be seen to be a consequence of the possibility of constructing bosonic operators out of
the fermionic ones and viceversa. Incidentally, this fact is hidden in the dictionary between
theories Eq. (5.23), as only pairs of fermionic �elds there are mapped to bosonic ones. If one
is not interested in an exact rewriting of individual operators, but only in comparing correla-
tors, the dictionary translating fermionic into bosonic theories can be roughly1 summarized
as

ψ(x) =
1√
2πa

exp
(
i
√

4πφ(x)
)
, (5.24)

with a a cuto� regularizing the short distance x → 0 limit in correlators. In these terms,
the theories are dual if the same cuto� is chosen to regularize both the fermionic and the
bosonic theory.

As written, both theories in Eq. (5.23) are strongly interacting, so the usefulness of the duality
is not all too evident. However, for m = 0, the bosonic side of the duality is noninteracting
and thus exactly solvable while the fermionic side remains interacting. Although care is
needed when translating the results obtained from the bosonic system into the fermionic
one, the duality provides a full solution of a strongly interacting theory. Of course, for any
given interacting theory we cannot expect to �nd a dual free theory describing it, but if some
dual description is available, we can still gain some clear physical picture from it. This is
illustrated with a further example in the next section.

The duality just described is an example of a ’weak duality’ in the language of [125]. It is weak
in the sense that the equivalence holds when both �eld theories are exactly as written. In
contrast, a ’strong’ duality is a statement about RG �ows and �xed points of the two related
theories, as we will see in the next section.

Bosonic particle-vortex duality in 2d

To de�ne what a strong duality means, we start with an example, namely the the bosonic
version of particle vortex duality. To this end, consider a complex order parameter �eld φ
living in 2+1d and described by the action (in Minkowski signature)

Sp =

∫
d3 x

(
|∂µφ|2 − r|φ|2 − u|φ|4

)
. (5.25)

This �eld theory is dual [129] to a gauged version of itself, namely

Sv =

∫
d3 x

(
|(∂µ − iẽaµ)ϕ|2 − r̃|ϕ|2 − ũ|ϕ|4 +

1

2ẽ2
fµνf

µν

)
, (5.26)

with fµν = ∂µaν−∂νaµ the srength tensor of the U(1) gauge �eld aµ. The dictionary relating
the two theories is given by

φ∗∂µφ− (∂µφ∗)φ←→ 1

2π
εµνρ∂νaρ , (5.27)

1The standard treatment starts with two bosonic �elds φ± out of which left/right-handed fermions are de�ned
according to ψL/R ∼ exp(±i

√
4πφ±)
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i.e. the particle current of φ corresponds to a �ux of the gauge �eld a, so that the particle
number operator for φ translates to an operator destroying a monopole (or magnetic �ux
vortex) of a. This is precisely where the name of the duality comes from.

The last fact can be easily encoded to produce a statement about path integrals with the
help of a background gauge �eld Aµ and a coupling constant e. This is done by minimal
coupling in the theory of Eq. (5.25), ∂µ → ∂µ − ieAµ, and by adding a so called BF-term to
the lagrangean density of Eq. (5.26),

Sv −→ Sv +

∫
d3 x

eẽ

2π
εµνρAµ∂νaρ ; (5.28)

in this way Sp/v → Sp/v[A] and the duality can be expressed as

Zp[A] = Zv[A] , (5.29)

with

Zp[A] :=

∫
Dφ exp(iSp[A]) , (5.30)

Zv[A] :=

∫
DϕDaµ exp(iSv[A]) . (5.31)

A concrete physical model where the action of Eq. (5.25) is of relevance is that of an e�ective
theory for the Mott insulating to super�uid transition in a bosonic Hubbard model at �lling
one. Then φ is an order parameter for the super�uid density, and tuning the parameter r
through zero in Eq. (5.25) leads to a conformal �eld theory describing the transition between
these two phases. In the "particle" formulation, the disordered phase with 〈φ〉 = 0 corre-
sponds to the Mott insulator, while in the "vortex" picture, it is a condensate of the vortices
of the gauge �eld a, and corresponds to the Higgs phase of Eq. (5.26), with 〈ϕ〉 6= 0.

Note that, although the duality gives information about the phases of the system, for the
partition functions in Eq. (5.29) to be gauge invariant with respect to the background �eld
A, the scalar �elds on both sides of the duality must remain massless [35]. Thus, the extra
step of rewriting the duality as an equality of partition functions gives a statement about
the conformal phases of both theories: the phase transition described by Eq. (5.26) ob-
tained by tuning the parameter r̃ to zero describes the same transition as Eq. (5.25) when
the parameter r is tuned to zero.

The new formulation of the phase transition is not only conceptually rich, but carries more
information than it may at �rst appear. Indeed, by identifying the CFTs of both �eld theories
we have made a statement about the equality of the scaling dimensions of all operators
involved, and therefore, about the involved universality classes. This means, in particular,
that complete families of �eld theories that di�er from each other by irrelevant operators
get identi�ed by this duality. It is in this sense that this equivalence is referred to as a
"strong" duality in the literature [125]. From the equivalence of the CFTs, the equality of e.g.
the following scaling dimensions can be deduced

[|φ|2] = [|ϕ|2] , (5.32a)
[φ∗∂µφ] = [εµνρ∂νaρ] . (5.32b)
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5.3.2 The fermionic duality

Starting with the works [29, 30, 33], it was suggested that QED3 at NF = 1 is dual to a much
simpler theory, namely a free Dirac cone2. In terms of the path integrals involved, the duality
is

Zψ[A] = ZΨ[A] , (5.33)

where

Sψ[A] =

∫
d3 x

(
ψ̄ [iγµ(∂µ − ieAµ)]ψ

)
, (5.34)

and

SΨ =

∫
d3 x

(
Ψ [iγµ(∂µ − iẽaµ)] Ψ +

1

2ẽ2
fµνf

µν +
ẽe

4π
εµνρAµ∂νaρ

)
. (5.35)

and both fermionic �elds ψ,Ψ are two-component spinors. The form of the two actions
involved makes already evident why we refer to this duality as the fermionic version of
particle-vortex duality. In the following we will also refer to the theory Eq. (5.34) as the Dirac
cone and to the theory Eq. (5.35) as the composite fermion. Moreover, the dictionary relating
the two theories can be read o� the previous two equations and is explicitly given by

ψ̄γµψ ←→ 1

4π
εµνρ∂νaρ , (5.36)

i.e., the density of the ψ-fermions corresponds to two (in units of 2π) �uxes of the gauge
�eld a.

A good argument for the veracity of the duality has been made in [130], and we will content
ourselves with taking the arguments there as a proof, i.e. we assume that the strong form
of the duality holds. In this section, and based on the considerations from the previous
subsection, we thus want to make universal statements regarding the CFTs of both sides
of the duality, similar to those in Eq.(5.32), which are independent of energy scales and,
in particular, of the �xed point value of the couplings involved. We can therefore set the
couplings e, ẽ to their �xed point values e∗, ẽ∗ and rede�ne the gauge �elds, i.e. a → a/ẽ∗
and A → A/e∗. This sets the stage for our program: constraining the topological current
correlator in Subsec. 5.3.2 and the mass dimension in Subsec. 5.3.2.

Constraining the topological current correlator

The current-current correlator on the Dirac cone side of the duality Eq. (5.34) can be com-
puted explicitly

〈jµ(−p)jν(p)〉 = −NFC
ψ
j |p|

(
δµν −

pµpν
p2

)
(5.37)

2There are several technicalities involved in de�ning this duality rigorously which, however, add nothing to the
present discussion. The interested reader can �nd all the details in [34]
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where jµ = ψ̄γµψ is the ψ-fermion current, NF = 1 is the number of ψ-fermions and

Cψj =
1

16
. (5.38)

This equation is exact because the CFT in the Dirac cone side Eq. (5.34) is that of a quadratic,
free theory. On the composite fermion side, the ψ current gets mapped to the topological
current

J top
µ =

1

4π
ενκµ ∂νaκ , (5.39)

and we should have

〈jµ(−p)jν(p)〉 = 〈J top
µ (−p)J top

ν (p)〉 , (5.40)

where it is understood that the expectation values on each side of (5.40) are taken with
respect to their respective actions. Now, for zero doping and in a conformal phase (charac-
terized by η∗a = 1) with conserved topological current ∂µJ top

µ = 0, the correlator must also
have the form of Eq. (5.37) with an independent universal constant

〈J top
µ (−p)J top

ν (p)〉 = −NF,cfC
top
J |p|

(
δµν −

pµpν
p2

)
(5.41)

with NF,cf = 1 the number of composite fermions Ψ. The number Ctop
J is, however, not

known, since the composite fermion theory is interacting. We can now use Eq. (5.40) to de-
termine Ctop

J exactly thus constraining perturbative computations for Ctop
J . The best esti-

mate forCtop
J has been obtained by large-N diagrammatic methods 3. Denoting the number

of fermionic components as NG, the result reported in Ref. [116] ( Eq. (4.3.)) then reads:

Ctop
J =

[
2

π2NG

(
1 +

1

NG

(
8− 736

9π2

))
+ ∆Xtop(NG)

]
(5.42)

where we have gathered the unknown interaction corrections to all orders in 1/NG into the
variable ∆Xtop(NG) and already adjusted the conventions de�ning the current correlator,
i.e. J top

µ → J top
µ /2. Recalling that our spinors are two-dimensional,

NG = 4Nf = 2NF , (5.43)

and invoking Eqs. (5.38,5.40), we obtain for NF = 1

Ctop
J =

[
0.347365 + ∆Xtop(NG = 2)

]
, (5.44)

∆Xtop(NG = 2) = −0.0973652 . (5.45)

Knowledge of the exact value for this and other universal constants may help to constrain
perturbative computations of thermodynamics, entanglement, and response functions of
QED3 and possibly extensions thereof.

3By this we mean that a counting of diagrams is performed to order 1/N , but no assumptions are made about
the size of N .
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Scaling dimension of mass operator at one-loop

Our analysis of QED3 in Sec. 5.2 was based on an Ansatz with massless fermions, so it does
not allow us to obtain directly an estimate of the scaling dimension of the fermion mass
operator. As advertised before, the duality allows one to obtain such scaling dimensions.
In particular, in addition to the matching of particle current and gauge �eld �ux, the strong
form of a duality implies that the mass scaling dimensions coincide [130]. The analogue of
Eq. (5.32) is then

[ψ̄ψ] = [ΨΨ] . (5.46)

The left hand side of Eq. (5.46) is exactly zero, as are the anomalous dimensions of any free
theory. To obtain the right hand side, we use a more pedestrian approach, namely a one-
loop calculation. That is, we compute the singular corrections to the scaling dimension of
the mass operator ΨΨ for the fermion �elds at the �xed-point of Subsec. 5.2.1:

∫
d3 x m̃Zm̃ZΨ ΨΨ (5.47)

De�ning the anomalous exponents (Λ is the running cuto� scale),

ηΨ = −∂ logZΨ

∂ log Λ
, (5.48a)

ηm̃ = −∂ logZm̃
∂ log Λ

, (5.48b)

the total correction to the scaling dimension of the mass operator is then

ηmass = ηm̃ + ηΨ . (5.49)

We �rst compute the fermionic �eld renormalization ZΨ and ηΨ from the one-loop self-
energy shown in FIG. 5.5. The photon anomalous dimension is η∗a = 1 so we can use the
overdamped one-loop form for the propagator of the gauge �eld, i.e., for NF = 1:

Dµν(q) =
16

ẽ2∗|q|

(
ηµν − (1− ξ)qµqν

q2

)
, (5.50)

where, as before, ẽ is the charge of the Ψ fermion with respect to the gauge �eld a, as
denoted in Eq. (5.35). For simplicity, we use the Feynman gauge ξ = 1 in what follows.

Figure 5.5: One-loop fermion self energy for ZΨ and the corresponding
anomalous dimension ηΨ.

With this, the singular fermion self-energy correction is:

δΣΨ(q) = ẽ2
∗

∫
d3 p

(2π)3
(−γµ)Gψ(q + p)(−γν)Dµν(p)
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(a) (b)

Figure 5.6: One-loop graphs for insertions of the mass operator m̃ = ΨΨ.
(a) is computed in the text and (b) arises from the four-fermi coupling λ and
does not produce singular corrections, when approximating λ asmomentum-
independent. Upon keeping the momentum-dependence of the four-fermi
coupling, for example via σ-meson exchange [131], (b) can also generate sin-

gular corrections to operator dimensions.

= − 8

3π2 /q log

(
Λ

|q|

)
, (5.51)

and the anomalous dimension for the fermions is

ηΨ = −Λ
∂

∂Λ
tr

(
γµ

∂

∂qµ
δΣΨ(q)

)∣∣∣∣∣
q=0

=
8

3π2
, (5.52)

in agreement with a previous calculation upon setting their N to 1/2 and gauge �xing ξ = 1

[32].

The one-loop graphs for the correction to the mass operator δm(k) are shown in FIG. 5.6.
Graph (a) is non-vanishing and yields the divergent correction

δm̃(k) = 1
24

π2
log

(
Λ

|k|

)

ηm̃ = −24

π2
. (5.53)

Adding the exponents as per Eq. (5.49) we get the �nal result

ηmass = − 64

3π2
, (5.54)

which agrees with the leading term in a computation of the same quantity by Gracey upon
setting his Nf = 1/2 [132]. This di�ers by a lot from the expected result from the duality.
However, one must bear in mind that the computation just presented is based on a one-
loop computation, which is not the best estimate for low fermion numbers. Implementing
the momentum-dependent four-fermi coupling via σ-meson exchange [131] will produce
corrections to Eq. (5.54), as may other additional terms to the truncation Eq. (5.18). It is an
interesting project to establish explicitly the exponent identities conjectured by the duality.

For the insertion of the (conserved) current operator, the cancellation can be seen already
at the level of our approximation. That is, for

∫
dd3x jµ ZjµZΨ ΨγµΨ , (5.55)



72 Chapter 5. Conformal symmetry of QED3 at NF = 1 and its dual description

Figure 5.7: One-loop correction to insertions of the current operator jµ =
ΨγµΨ.

with jµ = ΨγµΨ, the current anomalous dimension is

ηcurrent = ηjµ + ηΨ = − 8

3π2
+

8

3π2
= 0 , (5.56)

which follows from evaluating the diagram of FIG. 5.7:

δjµ(q) =
8

3π2

(
γµ log

(
Λ

|q|

)
− qµ

q2 /q

)
, (5.57)

5.4 Conclusion

This chapter explored aspects of a particle-vortex duality for Dirac fermions in two space
dimensions. We raised the question whether a single two-component Dirac fermion cou-
pled to U(1) gauge �eld can have a conformally invariant ground state and found indica-
tions that this may the case, at least for the initially only weakly coupled model. The CFT
we found is not free but has non-trivial anomalous dimensions and �nite four-fermi cou-
plings. It would desirable to have a (non-perturbative) proof of the absence of spontaneous
symmetry-breaking in the ground state of Eq. (5.2) by generalizing the Vafa-Witten theorem
to smaller �avor numbers down to NF = 1.

The strong form of the duality between QED3 and a free Dirac cone constrains operator di-
mensions and, as we tried to show, also universal constants of electromagnetic response
functions. Admitting the presence of Chern-Simons terms would in principle open up the
possibility to investigate a number of other possible dualities [34, 35]. Coupling the dynam-
ical gauge �eld aµ to a dynamic �eld bµ via 1

2π

∫
d3
xεµνρaµ∂νbρ, for instance, a duality to the

Wilson-Fisher �xed-point of ϕ4 theory has been conjectured recently [34, 35]. In the future,
it will be interesting to investigate this scenario within the present RG framework by adding
the corresponding terms to the ansatz for the scale dependent e�ective action Eq. (5.2).
The computation of the respective �ow equations, however, may not be straightforward. As
discussed in [28] in detail, the gauge sector of QED3 requires a delicate treatment due to its
complicated momentum structure in the infrared regime. While the computation in [28] on
which the present work relies was speci�cally tailored to account for this subtlety, it is not
clear whether the modi�cation due to a Chern-Simons term can be incorporated directly.
We leave this more generalized problem for future work.

It would also be interesting to establish exponent identities and possibly emergent conser-
vation laws of dual QED3 more completely and to higher loop order. To strengthen the link to
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a speci�c condensedmatter situation, a further topic of interest are the “non-universalities"
of dual QED3 such as the kinematics, velocities, additional interactions, and energy scales
below which the continuum �eld theories for the e�ective degrees of freedoms emerge.
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Chapter 6

Summary and outlook

In this work, we have presented a functional renormalization group study of quantum phase
transitions and phases of Dirac materials, with a focus on spacetime dimension D = 3 and
with an eye on transitions that might present behaviour outside the expected scope of a
naïve Landau description. In Chapters 3 and 4 we showed the important role that gap-
less fermions play in the dynamics of the order parameters and how they provide a simple
mechanism to observe transitions that would otherwise not be allowed within the Landau-
Ginzburg paradigm.

Our results moreover illustrate the versatility of the FRG method. Indeed, many of the rel-
evant features of the transitions studied in this work can be best observed when analyzing
the critical points by approaching them from the ordered phases, a task which is muchmore
easily achieved within our nonperturbative treatment when compared to usual perturbative
approaches. In chapter 2 we moreover provided an original example of this versatility by
showing how all quantum critical points that involve mass-like order parameters in Dirac
systems approach a Lorentz invariant form in the low energy limit, regardless of the dimen-
sionality of the system, the number of fermions involved or the particular details of the
bosonic self-interactions, but provided that these are isotropic in the spatial dimensions.
A potentially interesting extension of our arguments to e.g. interactions mediated by emer-
gent gauge �elds could lead to novel �xed points or phases where no Lorentz symmetry is
achieved [52].

The treatment of compatible orderings presented in Chapter 4 certainly allows room for
improvement. As mentioned in detail there, although it is reasonable to consider the tran-
sition as mediated just by �uctuations of the local order parameters and of the fermions,
it is of course not unthinkable that monopole operators for the order parameters play an
important role. To what extent they e�ect the symmetry enhancement properties of the
gapless fermions is not at all clear and could lead to a better understanding of not only
the phases of Dirac materials, but also of spin models in which decon�ned quantum critical
points are presumed to exist.

Additionally, we showed in Chapter 5 how the condensed matter realizations of well known
theories like Quantum Electrodynamics can present unexpected behaviours di�ering from
their high energy counterparts. In Chapter 5 we moreover explored a dual description of
QED3 that allowed us to obtain nontrivial information of this strongly interacting theory.
This latter fact opens the door to study similar systems. The duality that we considered is
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perhaps the simplest of a recently proposed web of dualities that seems to provide unex-
pected and far reaching connections between many �eld theories, yielding complementary
descriptions of several condensed matter systems.

One need not even consider other "threads" of the web, as the exact same duality that we
have analyzed in Chapter 5 o�ers a rich variety of phenomena that can be theoretically
challenging and experimentally accessible [133]. The connection that this duality provides
to the physics of the half-�lled Landau level promises to provide several interesting options
that remain to be explored [134, 135].
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Appendix A

Threshold functions

This appendix lists all the threshold functions not written explicitly in the main text.

A.1 Threshold functions - Kekulé Valence Bond Solid

Here we present the threshold functions that appear in the �ow equations and the anoma-
lous dimensions of chapter 3. In the following we restrict to a choice of cuto� RΦ,k(q) that
allows explicit analytic evaluation of the integrals involved and has favorable convergence
properties [47, 136–139]:

Rφ,k(q) = Zφ,k(k2 − q2)θ(k2 − q2) , (A.1)
qRψ,k(q) = iZψ,k/q(k − q)θ(k2 − q2) . (A.2)

The threshold functions in the e�ective potential read

lB(ω) =
2vD
D

(
1− ηφ

D + 2

)
1

1 + ω
, (A.3)

lF (ω) =
2vD
D

(
1− ηψ

D + 1

)
1

1 + ω
. (A.4)

In the anomalous dimensions the threshold functions are

mF
2 =

1

(1 + ωψ)4
, (A.5)

mF
4 =

1

(1 + ωψ)4
+

1− ηψ
D − 2

1

(1 + ωψ)3
−
(

1− ηψ
2D − 4

+
1

4

)
1

(1 + ωψ)2
. (A.6)

For any of the three equivalent minima of the order parameter potential, the remaining
threshold functions are somewhat more involved and read

mB
(4)R1/2

(v1, v2) = vD

(
(1 + u22/11)

(1 + u22/11)v1 − u12v2

((1 + u11)(1 + u22)− u2
12)2
−

u12

(1 + u11/22)v2 − u12v1

((1 + u11)(1 + u22)− u2
12)2

)2

, (A.7)

mB
(22)R1R2

(v1, v2, v3) = vD

(
(1 + u11)(1 + u22)

((1 + u11)v1 − u12v2)((1 + u22)v1 − u12v3)

((1 + u11)(1 + u22)− u2
12)4
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+ u2
12

((1 + u22)v2 − u12v1)((1 + u11)v3 − u12v1)

((1 + u11)(1 + u22)− u2
12)4

− u12(1 + u22)
((1 + u22)v2 − u12v1)((1 + u22)v1 − u12v3)

((1 + u11)(1 + u22)− u2
12)4

− u12(1 + u11)
((1 + u11)v1 − u12v2)((1 + u11)v3 − u12v1)

((1 + u11)(1 + u22)− u2
12)4

) , (A.8)

mFB
(12)R1/2

=

(
1− ηφ

D + 1

)
(1 + u22/11)2 + u2

12(
(1 + u11)(1 + u22)− u2

12

)2

(1 + ωψ)
, (A.9)

l
FR1/2
nm =

2vD
D


m

(
1− ηφ

D + 2

)
(1 + u22/11)2 + u2

12(
(1 + u11)(1 + u22)− u2

12

)
(1 + u22/11)

+ n

(
1− ηψ

D + 1

)
1

1 + ωψ

]
× (1 + u22/11)m(

(1 + u11)(1 + u22)− u2
12

)m
(1 + ωψ)n

, (A.10)

lFR1R2
111 =

2vD
D

[(
1− ηφ

D + 2

)
(2 + u11 + u22)

(1 + u11)(1 + u22) + u2
12

(1 + u11)(1 + u22)− u2
12

+

(
1− ηψ

D + 1

)
(1 + u11)(1 + u22)

1 + ωψ

]
× 1
(

(1 + u11)(1 + u22)− u2
12

)2

(1 + ωψ)
.

(A.11)

Let us note that these threshold functions simplify for our choice of the minimum as u12 = 0

in this case.

A.2 Threshold functions for compatible orders

A.2.1 FRG equations

Anticipating the splitting of the bosonic degrees of freedom into longitudinal and transver-
sal, we denote the combined independent �elds as Φ := {φL, φT , χL, χT }. We moreover
make use of the standard linear regulators for bosons and fermions, RΦ(p) = ZΦp

2rB(p2)

and Rψ(p) = −Zψ/prF (p2), and feed the Ansatz of Eq. (3.19) into the Wetterich equation. The
respective projections are described below.

Masses and bosonic potential

The di�erent masses appearing in the threshold equations are obtained from the Hessian
of the dimensionless potential u(ρφ, ρχ). Denoting derivatives with respect to Φ with sub-
scripts and derivatives with respect to ρφ, ρχ with superscripts, (i.e. u(m,n) := ∂m+nu

∂ρmφ ∂ρ
n
χ
), the

nonzero entries are given by

u11 = u(1,0) + 2ρφu
(2,0) , u22 = u(1,0) , (A.12)

u33 = u(0,1) + 2ρχu
(0,2) , u44 = u(0,1) ,

u13 = u31 = 2
√
ρφρχu

(1,1) , ωψ = 2(g2
1ρφ + g2

2ρχ) ,
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from which we de�ne the entries of the bosonic propagator matrix as

d1/2,L :=
1 + u33/11

(1 + u11)(1 + u33)− u2
13

, (A.13)

diT :=
1

1 + u2i2i
, (A.14)

dφχ :=
u13

u2
13 − (1 + u11)(1 + u33)

. (A.15)

The �ow equation for the potential therefore takes the form

∂tu = −Du+ (D − 2 + ηφ)ρφu
(1,0) + (D − 2 + ηχ)ρχu

(0,1) (A.16)
+ `B1L + (N1 − 1)`B1T + `B2L + (N2 − 1)`B2T − dγ`F ,

with threshold functions

`Biα :=
4vD
D

(
1− ηi

D + 2

)
diα , (A.17)

`F :=
4vD
D

(
1− ηψ

D + 1

)
1

1 + ωψ
. (A.18)

Yukawa couplings

In order not to introduce a bias between order parameters with and without goldstone
modes (i.e. when one of the OPs is of Ising type), we take a projection along the longitudi-
nal directions of the OPs. The coordinates are chosen such that φ1 and χ1 are the massive
directions, this means

∂tgi =
1

dγ
tr

(
γ1

Φ

δ

δΦ2i−1(q)

−→
δ

δψ̄(q)
∂tΓk

←−
δ

δψ(q)

)∣∣∣∣∣
Φ=ψ̄=ψ=0,q=0

. (A.19)

The full �ow equations thus obtained are

∂tg
2
1 = (D − 4 + η1 + 2ηψ)g2

1 − 2g2
1

[
g2

1

(
(N1 − 1)LFB110,1T − LFB111,1L

)

+ g2
2

(
(N2 − 1)LFB110,2T + LFB111,2L

)]
− 16g4

1g
2
2
√
ρφρχL

BB
21

+ 2g2
1

[
u221(N1 − 1)

√
2ρφg

2
1L

FB
120,1T + u441(N2 − 1)

√
2ρχg

2
2L

FB
120,2T

]

− 2g2
1u111

[√
2ρφ

(
g2

1L
FB
122,1L − g2

2L
BB
12

)
+ 2g2

2

√
2ρχL

FR
12,1

]

− 2g2
1u331

[√
2ρφ

(
g2

1L
BB
12 − g2

2L
FB
122,2L

)
+ 2g2

2

√
2ρχL

FR
12,2

]

− 2g2
1(u131 + u311)

[√
2ρφ

(
g2

1L
FR
12,1 − g2

2L
FR
12,2

)
+ g2

2

√
2ρχ(LBR11 + LBR02 )

]

− 8g4
1ρφ

[
g2

1(LFB211,1L − (N1 − 1)LFB210,1T )− g2
2((N2 − 1)LFB210,2T + LFB211,2L)

]
,

and
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∂tg
2
2 = (D − 4 + η2 + 2ηψ)g2

2 − 2g2
2

[
g2

2

(
(N2 − 1)LFB110,2T − LFB111,2L

)

+ g2
1

(
(N1 − 1)LFB110,1T + LFB111,1L

)]
− 16g4

2g
2
1
√
ρφρχL

BB
21

+ 2g2
2

[
u443(N2 − 1)

√
2ρχg

2
2L

FB
120,2T + u223(N1 − 1)

√
2ρφg

2
1L

FB
120,1T

]

− 2g2
2u333

[√
2ρχ

(
g2

2L
FB
122,2L − g2

1L
BB
12

)
+ 2g2

1

√
2ρφL

FR
12,2

]

− 2g2
2u113

[√
2ρχ

(
g2

2L
BB
12 − g2

1L
FB
122,1L

)
+ 2g2

1

√
2ρφL

FR
12,1

]

− 2g2
2(u313 + u133)

[√
2ρχ

(
g2

2L
FR
12,2 − g2

1L
FR
12,1

)
+ g2

1

√
2ρφ(LBR11 + LBR02 )

]

− 8g4
2ρχ

[
g2

2(LFB211,2L − (N2 − 1)LFB210,2T )− g2
1((N1 − 1)LFB210,1T + LFB211,1L)

]
,

with threshold functions given by

LFBmnr,iα :=
8vD
D

[(
1− ηψ

D + 1

)
mdiα

1 + ωψ
+

(
1− ηi

D + 2

)
nd2

iα

+

(
1− ηj

D + 2

)
r|εij |d2

φχ

]
dn−1
iα

(1 + ωψ)m
, (A.20)

LFRmn,i :=
8vD
D

[(
1− ηψ

D + 1

)
mdiL

1 + ωψ
+

(
1− ηi

D + 2

)
nd2

iL

+

(
1− ηj

D + 2

)
|εij |(d2

φχ + d1Ld2L)

]
dφχ

(1 + ωψ)m
, (A.21)

LBBmn :=
8vD
D

[(
1− ηψ

D + 1

)
m

1 + ωψ

+n

((
1− η1

D + 2

)
d1L +

(
1− η2

D + 2

)
d2L

)]
dnφχ

(1 + ωψ)m
, (A.22)

LBRmn :=
8vD
D

[(
1− ηψ

D + 1

)
m

1 + ωψ

+n

((
1− η1

D + 2

)
d1L +

(
1− η2

D + 2

)
d2L

)]
d2
φχ +md1Ld2L

1 + ωψ
, (A.23)

where the index i, j ∈ {1, 2}, which refers to the two distinct Yukawa couplings, is summed
over when repeated and α ∈ {L, T} refers to the longitudinal or transverse components,
respectively.

Anomalous dimensions

Finally, the set of equations is closed by considering the anomalous dimensions.

∂tZi = lim
q→0

∂

∂q2

−→
δ

δΦ2i−1(q)
∂tΓk

←−
δ

δΦ2i−1(−q)

∣∣∣∣∣
Φ=ψ̄=ψ=0

, (A.24)

∂tZψ = − lim
q→0

1

dγD
tr

(
γµ

∂

∂qµ

−→
δ

δψ̄(q)
∂tΓk

←−
δ

δψ(q)

)∣∣∣∣∣
Φ=ψ̄=ψ=0

, (A.25)

from which one gets
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ηi =
4vD
D

[
mB
i +Nfdγg

2
im

F
]
, (A.26)

ηψ =
8vD
D

(
g2

1

(
mFB

11,1L + (N1 − 1)mFB
10,1T

)
+ g2

2

(
mFB

11,2L + (N2 − 1)mFB
10,2T

))
, (A.27)

with

mF :=

(
1− ηψ
D − 2

+ 1

)
2

(1 + ωψ)3
−
(

1− ηψ
D − 2

+
1

2

)
1

(1 + ωψ)2
, (A.28)

mB
1 := d2

1T

(
(u122d1L + u322dφχ)2 + (u322d2L + u122dφχ)2

)
, (A.29)

mB
2 := d2

2T

(
(u344d2L + u144dφχ)2 + (u144d1L + u344dφχ)2

)
, (A.30)

mFB
mn,iα :=

(
m

(
1− ηi

D + 1

)
d2
iα + n

(
1− ηj

D + 1

)
|εij |d2

φχ

)
1

1 + ωψ
. (A.31)

A.3 Threshold function for the gauge �eld anomalous dimen-
sion

To compute the photon anomalous dimension it is necessary to take into account the mo-
mentum dependence of the wavefunction renormalization factor. Because we expect the
polarization to go as ∼ 1/p, the naive zero momentum limit might be ill-de�ned. To have
control over the calculation, one instead de�nes the anomalous dimension as dependent
on a control parameter ζ by de�ning

ηa := −∂t lnZa(p2 = ζ2k2) , (A.32)

where k is the running scale. The pointlike limit that we used for all other couplings is thus
achieved by setting ζ → 0 if the limit is well de�ned. This produces, upon inserting the
projection into the Wetterich equation the following threshold function

L(F )
1 (ηψ) := lim

ζ→0

8v3

ζ2

∫ ∞

0

dy
{

2

3

∂trψ(y)− ηψrψ(y)
√
y [1 + rψ(y)]

3 − 1

2

∫ 1

−1

dx
√
yx2 − ζx

y − 2ζx
√
y + ζ2

[
[∂trψ](y)− ηψrψ(y)

[1 + rψ(y)]2[1 + rψ(y − 2ζx
√
y + ζ2)]

+
[∂trψ](y − 2ζx

√
y + ζ2)− ηψrψ(y − 2ζx

√
y + ζ2)

[1 + rψ(y)][1 + rψ(y − 2ζx
√
y + ζ2)]2

]}
. (A.33)

For the Litim linear regulator shape function rψ(x) = (
√
x
−1 − 1)Θ(1− x), the limit ζ → 0 is

�nite.
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Appendix B

Direct derivations of β-functions of
four-fermi couplings

B.1 Derivation of β-function ∂tλ for four-fermi coupling λ

The beta function for the single fermionic coupling λ can be derived without making refer-
ence to the �ow equations (5.5) by applying the ansatz to the Wetterich equation 2.26

∂tΓk =
1

2
STr

[
∂tRk

Γ
(2)
k +Rk

]
=

1

2
STr

[
∂̃tPk

]
+

1

2
STr

[
∂̃t

∞∑

n=1

(−1)n−1

n
(P−1

k Fk)n

]
(B.1)

to extract ∂tλ from the ansatz (5.18). The expansion of this equation on terms of propagator
and �uctuation matrices Γ

(2)
k + Rk = P−1

k + Fk facilitates a projection onto the respective
operator structures. The propagator matrix is given by

P−1
k = δ(3)(p− q)



Pµνa 0 0

0 0 −Pχ
0 −PTχ 0


 , (B.2)

Pχ = /q · [Zψ(1 + rψ)]−1 , (B.3)
Pa = [δµνq

2 − qµqν ] · [Zaq2(1 + ra)]−1 . (B.4)

Here, only terms ∼ (χ̄χ) are of interest. Therefore, any explicit dependence of the �uctua-
tion matrix on the gauge �eld aµ can safely be dropped from the outset and we get

Fk =




0 ēχ̄q−pσµ −ēχTp−qσTµ
−ēσTν χ̄Tq−p −2λ̄

∫
p1
χ̄Tp1 χ̄p−q+p1 2λ̄

∫
p1

[
χ̄Tp1χ

T
p−q+p1 − (χ̄p1χp−q+p1)1

]

ēσνχp−q 2λ̄
∫
p1

[(χ̄p1χp−q+p1)1+ χp1 χ̄p−q+p1 ] −2λ̄
∫
p1
χp1χ

T
p−q−p1




(B.5)

Projecting onto spatially constant fermion �elds χp := χδ(3)(p), the basic building block of
the expansion (B.1) can be expressed as

[
P−1
k Fk

]
µν

= δ(3)(p− q)




0 Pµνa ēχ̄σν −Pµνa ēχTσTν

−Pχēσµχ −Pχ2λ̄ [(χ̄χ)1+ χχ̄] Pχ2λ̄χχT

PTχ ēσ
T
ν χ̄

T PTχ 2λ̄χ̄T χ̄ −PTχ 2λ̄
[
χ̄TχT − (χ̄χ)1

]


 .

(B.6)
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Figure B.1: Diagrammatic representation of the contributions to ∂tλ̄. It is a
special feature here that diagram (a) vanishes after the trace.

There are three contributions to the �ow of the bare coupling λ̄ which can be depicted
diagrammatically as in �g. B.1 below.

Here, double lines symbolize the (full) renormalized propagators in (B.2).

Fermionic self interaction This contribution does not involve the gauge vertex. Conse-
quently, only the lower right submatrix of eq. (B.6) is needed. Projecting onto (χ̄χ)2 gives

∂tλ̄|λ̄2(χ̄χ)2 =
1

Ω

1

2

−1

2
STr

[(
P−1
k Fk

)2
λ̄2

]
= 0 (B.7)

where Ω is the three-dimensional spacetime volume. Thus, tracelessness of the quadratic
term in the expansion enforces linearity of the β-function. This �nding is crucial for QED3

being conformal for N (2)
f = 1 and it only occurs for this �avor number. Some details of why

this is the case are given in App. B.2 below.

Triangle diagram Both gauge and fermionic sectors are involved in the computation of this
diagram. It is given by

∂tλ̄|λ̄ē2(χ̄χ)2 =
1

Ω

1

2

1

3
STr

[(
P−1
k Fk

)3
λ̄ē2

]
=
l1,1a,ψ
π2

2

kZ2
ψZa

(χ̄χ)2 (B.8)

Here, the usual compact notation in terms of a threshold function has been introduced,

l
na,nψ
a,ψ = k2nA−2nψ−3

∫
dqq4

[
na
∂tra − ηara

Pra
+ 2nψ

1 + rψ
Prψ

(∂trψ − ηψrψ)

]
P−nara P

−nψ
rψ , (B.9)

with
Pra = q2 [1 + ra] , Prψ = q2[1 + rψ]2. (B.10)

Box diagram The last diagram is particularly important as it is responsible to generate the
fermionic interaction when starting from the QED3 action in the UV, where λ̄Λ = 0. When
computing its value, the lower right submatrix of Eq.(B.6) may be ignored as only the gauge
vertex contributes.

∂tλ̄|ē4(χ̄χ)2 =
1

Ω

1

2

−1

4
STr

[(
P−1
k Fk

)4
ē4

]
=
l2,1a,ψ
π2

1

k3Z2
ψZ

2
a

ē4(χ̄χ)2 (B.11)

Renormalization and rescaling In a last step, a renormalization of the couplings as in
eq. (5.4) and the �elds as χ → χ/

√
Zψ as well as a rescaling of e2 and λ with π2 provides
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the �nal result for the β-function:

∂tλ = λ(1 + 2ηψ) +
k

Z2
ψ

∂tλ̄ = λ(1 + 2ηψ) + 2l1,1A,ψλe
2 + l2,1A,ψe

4. (B.12)

This reproduces Eq. (5.19) of the main text.

B.2 Cancellation of λ2 term from �avor trace in ∂tλ

In order to understand the origin of the cancellation enforcing linearity of the β-function (B.12)
with respect to λ, it is necessary to revisit the corresponding contributions for general �a-
vor numberNF. Although there are two independent quartic fermion terms forNF > 1 (see
Eq. (5.16b)), it is su�cient to consider the generalized interaction

(χ̄χ)2 →
(
χ̄iχi

)2
i=1...NF

. (B.13)

The fermion sector of the analog to eq. (B.6) is then given by

[
P−1
k Fk

]ij
χ̄χ

= δ(3)(p− q) 2λ̄

NF


−Pχ

[
(χ̄χ)1δij + χiχ̄j

]
Pχχ

i
(
χj
)T

PTχ
(
χ̄i
)T
χ̄j −PTχ

[(
χ̄i
)T (

χj
)T − (χ̄χ)1δij

]

 ,

(B.14)
where the �avor dependence of the fermion propagator has already been absorbed. It is
then

∂tλ̄|λ̄2(χ̄iχi)2 =
NF

Ω

1

2

(−1

2

)
STr

[(
P−1
k Fk

)2
λ̄2

]
= 2

l1ψ
NFπ2

Trf

[
(χ̄aχa) χ̄iχj − (χ̄aχa)

2
δij
]

= 2
l1ψ

NFπ2
(1−NF) λ̄2

(
χ̄iχi

)2

(B.15)
where in the �rst line all traces but the �avor one have been performed and

lnψ = 2nk2n−3

∫
dqq4(∂trψ − ηψrψ)

1 + rψ

Pn+1
rψ

. (B.16)

We emphasize the prefactor in this expression vanishes for the case of interest NF = 1

as announced in the main text. This is due to the absence of �avor o�-diagonal terms in
Eq. (B.15) for this case. For NF = 1, the �avor indices a = i = j must fall onto each other
and the bracket [...] in the �rst line of Eq. (B.15) vanishes. Related vanishing of β-functions
in the single-�avor case also appears in the Gross-Neveu model and in particular also holds
at higher loop orders [106–108]. Complete cancellations of individual contractions in a β-
function for a four-fermion vertex also appear in Luttinger liquids [53], although these are
speci�c to spatial dimension D = 1.
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